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A FAMILY OF FOURIER TRANSFORM’S EIGENFUNCTIONS

RODOLPHE GARBIT(1) AND JULIEN-BILAL ZINOUNE(2,3)

Abstract. This paper presents a family of Fourier eigenfunctions indexed by the space
dimension d. These eigenfunctions are radial and built upon some generalized exponential
integral function. For d = 1, 2, 3, they are integrable or square integrable and give new
explicit examples of Fourier eigenfunctions in the usual or Fourier-Plancherel sense. For
d > 4, the functions are examples of non standard eigenfunctions, i.e. eigenfunctions in
the sense of distribution. The discovery of these eigenfunctions stems from research in
thermal lens spectroscopy, at the intersection of thermodynamics and optics. Their use
could simplify the analysis of thermo-optical systems, paving the way for applications in
optical computing, material studies and thermodynamic.

1. Introduction and main result

This paper deals with eigenfunctions of the Fourier transform, i.e. functions f whose

Fourier transform f̂ satisfies f̂ = λf for some complex number λ. Here, the Fourier
transform of an integrable function f : R

d → C, d > 1, is defined with the following

convention:

(1) f̂(t) =

∫

Rd

e−i〈t,x〉f(x)dx,

where t = (t1, t2, . . . , td) and x = (x1, x2, . . . , xd) belong to R
d, 〈t, x〉 = ∑d

i=1 tixi is the

standard inner product, and dx stands for the d-dimensional Lebesgue measure. We shall

also write F(f) instead of f̂ at some points in the text.

A fundamental example of eigenfunction is the Gaussian function exp
(
−‖x‖2/2

)
, where

‖x‖2 = x21+x
2
2+ · · ·+x2d. This eigenfunction is associated with eigenvalue λ = (2π)d/2. In

dimension 1, other examples include the hyperbolic secant function, Hermite functions,
or the function |x|−1/2. This last example is a non standard eigenfunction, meaning
the function is not integrable, nor square integrable; its Fourier transform is understood

in the sense of distribution. Other examples and formulas that generate eigenfunctions
can be found in the book [20, Chapter IX]. In dimension d > 2, eigenfunctions can be

obtainted by considering tensor products f(x) =
∏d

k=1 fi(xi) where each fi is a one-

dimensional eigenfunction. Examples of eigenfunctions that are not (combinations of)
tensor products of one-dimensional eigenfunctions include functions P (x) exp(−‖x‖2/2),
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where P is a homogeneous harmonic polynomial (see [9, p.85]), or the radial function

‖x‖−d/2, which is a non standard one (see [9, p.71]). In [15], the authors present another
example of distributional eigenfunction of the planar Fourier transform, which is not a

tensor product, namely the function g(x) = ‖x‖/x1x2. In [16], the same authors provide a
method that generates planar eigenfunctions from another ones; they illustrate this with
examples derived from the function g. All these examples have the form R(x)‖x‖, where

R = P/Q is some rational fraction, with P,Q homogeneous symmetric or antisymmetric
polynomials.

In this paper, we present a collection of explicit eigenfunctions indexed by dimension d.

For d > 2, those functions are not tensor products of one-dimensional eigenfunctions; they
are radial functions. For d > 4, they are non standard eigenfunctions.

The planar case d = 2 was discovered by the second author while performing

computations on thermal lensing spectroscopy, a technique used to study the absorption
properties of species where the interaction of a laser beam with a medium generates a
temperature gradient that modifies the phase of the beam. The study of the analytical
model led to the discovery of a specific eigenfunction associated with this thermo-optical

phenomenon [24]. Details about the physical context are given in Section 2. Starting from
this 2-dimensional example, it is easy to infer a formula that works in any dimension d > 1.
Let us present the general formula.

Let δ < 2 be a real number. We denote by Ei(δ) the δ-exponential function, which we
define for x > 0 by

Ei(δ)(x) =

∫ x

−∞

et

tδ
dt,

where tδ means −|t|δ for negative t. When d = 1, this function is known as the exponential

integral function, and we shall write Ei instead of Ei(1) for simplicity. For δ < 1, the
function under the integral symbol is integrable, but for δ ∈ [1, 2[ this is not the case and

the formula must be interpreted as a principal value, meaning that

(2) Ei(δ)(x) = lim
ǫ→0

{∫ −ǫ

−∞
+

∫ x

ǫ

}
et

tδ
dt.

Using the δ-exponential function, we construct a d-dimensional Fourier eigenfunction in

the following way: To each integer d > 1 we associate the radial function φd : Rd \{0} → R

which is defined for all x = (x1, x2, . . . , xd) ∈ R
d \ {0} by

(3) φd(x) = r2−de−r2/2Ei(δ)(r2/2),

where r2 = ‖x‖ = x21 + x22 + · · · + x2d, and

(4) δ = 2− d

2

Integrability of function φd depends on the dimension d. In section 3.2 we shall prove the
following:

• φ1 is integrable, hence it has a Fourier transform in the usual sense;
• φ2 and φ3 are square integrable, thus having a Fourier transform in the sense of

Fourier-Plancherel;
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• for d > 4, the functions φd do not belong to any Lp-space. They define tempered

distributions and their Fourier transform is understood in that sense.

With this in mind, we can state our main result:

Theorem A. For any d > 1, the function φd is an eigenfunction of the Fourier transform

on R
d, associated with eigenvalue −(2π)d/2.

Note that when the dimension d = 4, the number δ is equal to 0 and our function

simplifies into ‖x‖−2, which is a well-known distributional eigenfunction of the form
‖x‖−d/2.

The discovery of these eigenfunctions in a physical context and the interest regarding
physics is explained in Section 2. The last Section 3 is devoted to the proof of Theorem A.

2. Physical motivation

The discovery of these eigenfunctions stems from research in thermal lens spectroscopy, a

field that intersects thermodynamics and optics. Over the past 50 years, numerous studies
have explored this technique [19, 13, 11] because it is theoretically an absolute method for
measuring the absorption of species in solution [5, 1]. Additionally, it can determine the

quantum yields of diffusion or fluorescence in materials, which is crucial for fields such as
semiconductors, photovoltaics, photonics, and optoelectronics [5, 1, 23, 4, 8].

In thermal lens spectroscopy, a collimated laser beam with a Gaussian intensity profile

is focused onto a solution using a lens. The solution absorbs part of the laser’s energy,
creating a slight temperature gradient along the beam’s path. This gradient induces a
refractive index change, which modifies the phase of the laser beam. This phase shift is

then observed as an intensity variation after diffraction to infinity.
Over time, several analytical models have been developed to analyze these results

[22, 18, 7, 17, 14, 6]. Most of these models focus on measuring the central intensity
variation of the laser beam using small-aperture Z-scan techniques, a method widely used

in optics [21], particularly for characterizing nonlinear materials. However, one limitation
is the relatively high noise level, as the measurement is taken at a single point (the beam’s
center).

To address this issue, an alternative approach is to measure the variation in the laser
beam’s diameter using a CCD sensor [3]. This multi-point measurement improves the
signal-to-noise ratio. In a previous study, we developed the analytical model for this

system [24], which led to the discovery of the eigenfunction. This is evident in equations (6)
and (11) from our earlier work on the analytical development of thermal lensing in an afocal
setup with a Gaussian profile [24]. Indeed, these equations simplified without constants or

irrelevant physical elements are respectively

(5) Eth(r, t) = exp

(
−r

2

2

)[
Ei(−r2)− Ei

(
− r2

4t+ 1

)]
,

and

(6) Es(ρ, t) = 2 exp(−2ρ2)
[
Ei

(
4ρ2

3

)
− Ei

(
4ρ2

4t+ 3

)]
,
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where r =
√
x2 + y2 is the radial position in the normal domain, and ρ =

√
u2 + v2 is

the radial position in the spectral domain. Here, t represents time, Eth(r, t) is the field

amplitude at the exit of the liquid, and Es(ρ, t) represents the spectra in the CCD sensor
plane. In [24], we obtained the expression for Es(ρ, t) given in equation (6) from the one
for Eth(r, t) given in (5) using Fourier optics formalism [12]. These two equations are

connected through a Fourier transform along x and y as follows:

(7) Es(ρ, t) = F [Eth(r, t)] (ρ, t).

Upon comparing equations (5) and (6), it becomes clear that the fields Eth(r, t) and

Es(ρ, t) are similar, differing only by a set of constants. Given the relationship outlined
in equation (7), this suggests that f(r) = exp(−r2)Ei(r2) is almost an eigenfunction of
the planar Fourier transform. We will now present the formal calculation, following the

method used in our previous work [24], to show that

(8) F [f(r)](ρ) = −πf (ρ/2) .
It is then immediate that the function f(r/

√
2) is an eigenfunction of the planar Fourier

transform, associated with eigenvalue −2π.
First, by performing a simple change of variable, the exponential integral term Ei(r2)

can be turned into

Ei(r2) =

∫ 1

−∞

exp(tr2)

t
dt.

So, starting from the definition of f(r) and expanding the exponential integral Ei(r2) into

its integral form, we have

F [f(r)](ρ) = F
[
exp(−r2)

∫ 1

−∞

exp(tr2)

t
dt

]
(ρ).

By combining the arguments of the exponentials and exchanging the integral over t with

the Fourier transform, we obtain:

F [f(r)](ρ) =
∫ 1

−∞
F
[
exp[−(1− t)r2]

t

]
(ρ)dt.

Taking the Fourier transform of the Gaussian in the equation above, we get

F [f(r)](ρ) = π

∫ 1

−∞

exp
(
−1

4
ρ2

1−t

)

(1− t)t dt.

Then we use the change of variable s = − t
1−t , which gives

F [f(r)](ρ) = −π exp
(
−ρ

2

4

)∫ 1

−∞

exp
(
ρ2s
4

)

s
ds.

Recognizing the last integral as an exponential integral function, we obtain:

F [f(r)](ρ) = −π exp
(
−ρ

2

4

)
Ei

(
ρ2

4

)
.

Finally, identifying f(ρ/2) on the right-hand side of that last equation leads to (8).
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3. Proofs

This section is devoted to the proof of Theorem A. First, we shall study the behavior of

the δ-exponential function at infinity and near the origin (Section 3.1). Our estimates are
then used to obtain integrability properties of the eigenfunctions (Section 3.2). We finally
compute in Section 3.3 the Fourier transform of our function φd (in fact, we shall work

with a slightly modified version fd of it).

3.1. Modified exponential integral function estimates. Let δ < 2 be a real number.
Recall the definition of the δ-exponential function:

Ei(δ)(x) =

∫ x

−∞

et

tδ
dt, x > 0,

where tδ means −|t|δ for negative t. For δ ∈ [1, 2[ the function under the integral is not
integrable and the formula must be interpreted as a principal value, meaning that

Ei(δ)(x) = lim
ǫ→0

{∫ −ǫ

−∞
+

∫ x

ǫ

}
et

tδ
dt.

To see that the limit exists, simply reverse time and cut the first integral into two pieces

to obtain the following identity:
{∫ −ǫ

−∞
+

∫ x

ǫ

}
et

tδ
dt =

∫ x

ǫ

2 sinh(t)

tδ
dt−

∫ ∞

x

e−t

tδ
dt.

Since sinh(t) ∼ t as t → 0, the function sinh(t)/tδ is integrable on the interval [0, x] as
long as δ < 2. Hence, the δ-exponential function can be written as

Ei(δ)(x) =

∫ x

0

2 sinh(t)

tδ
dt−

∫ ∞

x

e−t

tδ
dt.

To take advantage of this formula, we set

G(δ)(x) =

∫ x

0

2 sinh(t)

tδ
dt and H(δ)(x) =

∫ ∞

x

e−t

tδ
dt,

so that

(9) Ei(δ)(x) = G(δ)(x)−H(δ)(x)

The behavior of function Ei(δ) near zero and infinity is obtained in Sections 3.1.1 and

3.1.2 below through this decomposition.

3.1.1. Behavior near zero. Since G(δ)(x) tends to 0 as x → 0, whereas H(δ)(x) has a
positive finite or infinite limit, we have that

Ei(δ)(x) ∼ −H(δ)(x), x→ 0.

Now, for the asymptotics of H(δ)(x), there are 3 cases.

First, if δ < 1 then the integral
∫∞
0

e−t

tδ
dt is finite, so that H(δ) is continuous at 0.

The second case is δ = 1. An integration by parts then gives

H(1)(x) = − lnx× e−x +

∫ ∞

x
ln t× e−tdt.
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Since the function ln t× e−t is integrable on [0,∞[, we obtain that

H(1)(x) = − lnx× e−x +

∫ ∞

0
ln t× e−tdt+ o(1).

It is well known that
∫∞
0 ln t× e−tdt = −γ, where γ is Euler’s constant. Therefore,

H(1)(x) = − lnx− γ + o(1).

Finally, for 1 < δ < 2, an integration by parts gives the identity

H(δ)(x) =
e−x

(δ − 1)xδ−1
− 1

δ − 1

∫ ∞

x

e−t

tδ−1
dt,

from which we deduce

H(δ)(x) ∼ 1

(δ − 1)xδ−1
, x→ 0,

since the integral
∫∞
0

e−t

tδ−1 dt is finite.
To summarize, as x→ 0, we have

(10) Ei(δ)(x) ∼ −H(δ)(x) ∼





−H(δ)(0) < 0 if δ < 1,

lnx if δ = 1,

− 1
(δ−1)xδ−1 if 1 < δ < 2.

3.1.2. Behavior at infinity. As x goes to infinity, the function H(δ)(x) tends to zero,

whereas G(δ)(x) goes to infinity. More precisely, we have

G(δ)(x) ∼ ex

xδ
, x→∞.

Indeed, since 2 sinh(t)/tδ ∼ et/tδ as t→∞, the integral that defines G(δ)(x) goes to ∞ as
x→∞, therefore

G(δ)(x) ∼
∫ x

1

2 sinh(t)

tδ
dt ∼

∫ x

1

et

tδ
dt.

Now, the behavior of the last integral is obtained by writing

xδe−x

∫ x

1

et

tδ
dt =

∫ x

1

(x
t

)δ
e−(x−t)dt =

∫ x−1

0

(
1 +

u

x− u

)δ

e−udu.

As x → ∞, the last integral converges to
∫∞
0 e−udu = 1 by the dominated convergence

theorem. (The function under the integral symbol times the indicator function of [0, x− 1]

is dominated on [0,+∞[ and uniformly in x > 1 by the function (1 + u)|δ|e−u, which is
integrable.) So finally, we obtain

(11) Ei(δ)(x) ∼ ex

xδ
, x→∞.
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3.1.3. Back to the definition. The definition of Ei(δ) as a principal value is quite rigid and,
at some point, we shall need a bit of flexibilty. This is the subject of the following lemma.

Lemma 1. Let a and b be two positive functions of the real variable ǫ such that a, b → 0
and |a− b| = O(min2(a, b)) as ǫ→ 0. Then

lim
ǫ→0

{∫ −a

−∞
+

∫ x

b

}
et

tδ
dt = Ei(δ)(x).

Proof. Let c = max(a, b) and write the above integral as
{∫ −c

−∞
+

∫ x

c

}
et

tδ
dt+

∫ −a

−c

et

tδ
dt+

∫ c

b

et

tδ
dt.

The first part converges to Ei(δ)(x) as c → 0, therefore it suffices to show that the two

last integrals converge to zero. So we consider
∫ c
b

et

tδ
dt (the other one can be handled in

the exact same way) and we focus on the case 1 6 δ < 2 (else the result is obvious since

the function is integrable and c− b converges to zero). Since et is increasing and tδ is non
decreasing, the integral can be bounded as follows:

∫ c

b

et

tδ
dt 6 ec × c− b

bδ
.

By assumption, there is a positive constant constant K such that |c − b| 6 Kb2, hence∫ c
b

et

tδ
6 Kb2−δ and this proves the result since δ < 2. �

3.2. Integrability of the eigenfunctions. Instead of the function φd defined in (3) , we
will work with a slighlty modified version of it. Namely, to each integer d > 1, we associate
the radial function fd : R

d \{0} → R which is defined for all x = (x1, x2, . . . , xd) ∈ R
d \{0}

by

(12) fd(x) = r2−de−r2Ei(δ)(r2),

where r = ‖x‖ and δ = 2− d
2 . As d > 1 runs through the integers, the number δ take the

values 3
2 , 1,

1
2 , 0, −1

2 , . . . Note that our eigenfunction φd is related to the function fd by

the relation

(13) φd(x) = (
√
2)d−2fd(x/

√
2),

thus they share the same integrability properties.
Let us now study the integrability of the function fd. Because of (10), as r → 0, the

following estimates hold:

(14) fd(x) ∼





−r2−dH(δ)(0) if d > 3,

2 ln r if d = 2,

−2 if d = 1.

Now, as r →∞, it follows from (11) that

(15) fd(x) ∼
1

r2
.
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Let p > 0 be given. Since fd is a radial function, it belongs to Lp(Rd) if and only if
∫ ∞

0
|fd(r)|prd−1dr <∞.

Because of (14), the
∫ T
0 part of the above intergral is finite when d = 1 or d = 2 for any

p > 0, but for d > 3, it is finite if and only if p < d
d−2 . On the other hand, estimate (15)

ensures that the
∫∞
T part is finite if and only if p > d

2 . Therefore, considering only integer
values of p, we can state the following:

• the function f1 belongs to Lp(R) for all p > 1,
• the function f2 belongs to Lp(R2) if and only if p > 2,
• the function f3 belongs to Lp(R3) if and only if p = 2,

• for d > 4, the function fd does not belong to any Lp(Rd).

In the last case, we shall use the theory of Fourier transform for tempered distributions in

order to give a meaning to f̂d. To see that function fd defines a tempered distribution, we
first observe that the integral

Cd =

∫

Rd

|fd(x)|
1 + ‖x‖2d dx

is finite for any d > 1. This follows from (14) and (15) above. Now, for any test function φ
that belongs to the Schwartz space S of infinitely differentiable functions rapidly decaying

at infinity (see [2, Définition 9.2.1] for example), we have

(16) |〈fd, φ〉| =
∣∣∣∣
∫

Rd

fd(x)φ(x)dx

∣∣∣∣ 6 Cd sup
x∈Rd

|(1 + ‖x‖2d)φ(x)|

Therefore, the function fd defines a continuous linear form on S, i.e. fd defines a tempered

distribution (see [2, Section 9.3]).

3.3. Computation of the Fourier transform. Let d > 1 be fixed. Here again, for
convenience, we will work with the function fd defined in (12) instead of the eigenfunction

φd defined in (3). Since φd(x) is equal to fd(x/
√
2) up to a multiplicative constant (see

equation (13)), proving Theorem A is equivalent to establishing the relation

(17) f̂d(x) = −πd/2fd(x/2).
Indeed, a simple calculation shows that if a function f : Rd → C satisfies the relation

f̂(x) = λf(βx)

for some λ ∈ C, β > 0 and all x ∈ R
d, then the function x 7→ f(

√
βx) is an eigenfunction

associated with eigenvalue λβ−d/2.
To compute the Fourier transform of the function fd, we introduce the functions fαd ,

α > 0, which are defined by

fαd (x) = fd(x)e
−αr2 = r2−de−(1+α)r2Ei(δ)(r2),

where r = ‖x‖, and δ = 2 − d
2 . These functions belong to L1(Rd) (see estimates (14) and

(15)). We shall compute their Fourier transform f̂αd and then take the limit as α → 0 to

obtain the Fourier transform f̂d of fd.
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Thanks to decomposition (9) we can write

fαd = gαd − hαd ,
where

gαd (x) = r2−de−(1+α)r2G(δ)(r2) = e−(1+α)r2
∫ 1

0

er
2t − e−r2t

tδ
dt

and

hαd (x) = r2−de−(1+α)r2H(δ)(r2) = e−(1+α)r2
∫ ∞

1

e−r2t

tδ
dt.

(Note that the last integral form for each function is obtained through the change of

variable t ← r2t.) The estimates of Sections 3.1.1 et 3.1.2 show that these two functions
belong to L1(Rd), hence

(18) f̂αd (u) = ĝαd (u)− ĥαd (u),

for all u = (u1, u2, . . . , ud) ∈ R
d. We first compute the Fourier transform of ĥαd of hαd . By

Fubini’s theorem, we have

ĥαd (u) =

∫

Rd

e−i〈u,x〉e−(1+α)r2

(∫ ∞

1

e−r2t

tδ
dt

)
dx(19)

=

∫ ∞

1

(∫

Rd

e−i〈u,x〉e−(1+α+t)r2dx

)
dt

tδ
.

(see Section 3.4.1 for the verification of Fubini’s theorem hypotheses here.) The integral
inside the parentheses is the Fourier transform of the d-dimensional Gaussian function

e−(1+α+t)(x2
1+x2

2+···+x2
d
). It is equal to

(
π

1 + α+ t

)d/2

exp

(
− ρ2

4(1 + α+ t)

)
,

where ρ2 = u21 + u22 + · · ·+ u2d. Therefore

(20) ĥαd (u) = πd/2
∫ ∞

1

1

(1 + α+ t)d/2tδ
exp

(
− ρ2

4(1 + α+ t)

)
dt.

By the dominated convergence theorem (see Section 3.4.2 for the details), we get

lim
α→0

ĥαd (u) = πd/2
∫ ∞

1

1

(1 + t)d/2tδ
exp

(
− ρ2

4(1 + t)

)
dt(21)

= πd/2e−ρ2/4

∫ ∞

1

1

(1 + t)d/2tδ
exp

(
ρ2t

4(1 + t)

)
dt.

Now we perform the change of variable s =
t

1 + t
. Since 1 + t =

1

1− s , t =
s

1− s and

dt =
ds

(1− s)2 , we see that

1

(1 + t)d/2tδ
dt =

(1− s)d/2(1− s)δ
sδ

ds

(1− s)2 =
ds

sδ
,
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where we have used the relation δ = 2− d
2 . It follows that

(22) lim
α→0

ĥαd (u) = πd/2e−ρ2/4

∫ 1

1/2
exp

(
ρ2s

4

)
ds

sδ
.

Let us now compute the Fourier transform ĝαd . As in the computation of ĥαd , we use
Fubini’s theorem (see Section 3.4.3 for the justification) and the explicit expression of the
Fourier transform of a Gaussian to obtain

ĝαd (u) =

∫

Rd

e−i〈u,x〉e−(1+α)r2

(∫ 1

0

er
2t − e−r2t

tδ
dt

)
dx(23)

=

∫ 1

0

(∫

Rd

e−i〈u,x〉
(
e−(1+α−t)r2 − e−(1+α+t)r2

)
dx

)
dt

tδ

= πd/2
∫ 1

0



exp

(
− ρ2

4(1+α−t)

)

(1 + α− t)d/2 −
exp

(
− ρ2

4(1+α+t)

)

(1 + α+ t)d/2


 dt

tδ
.

By the dominated convergence theorem (see Section 3.4.4 for the justification), we obtain

lim
α→0

ĝαd (u) = πd/2
∫ 1

0



exp

(
− ρ2

4(1−t)

)

(1− t)d/2 −
exp

(
− ρ2

4(1+t)

)

(1 + t)d/2


 dt

tδ
(24)

= πd/2e−ρ2/4

∫ 1

0



exp

(
− ρ2t

4(1−t)

)

(1− t)d/2 −
exp

(
ρ2t

4(1+t)

)

(1 + t)d/2


 dt

tδ
.

When δ = 3
2 or 1 (i.e. d = 1 or 2), we can not separate the integral above into the two

“obvious” parts because the two functions are note separately integrable at 0. For this

reason, we write the integral as the limit of the integral over [ǫ, 1], so that

(25) lim
α→0

ĝαd (u) = lim
ǫ→0

πd/2e−ρ2/4(Aǫ −Bǫ),

where

Aǫ =

∫ 1

ǫ

exp
(
− ρ2t

4(1−t)

)

(1− t)d/2tδ dt and Bǫ =

∫ 1

ǫ

exp
(

ρ2t
4(1+t)

)

(1 + t)d/2tδ
dt.

The change of variables s = −t
1−t in the first integral gives

A = −
∫ −ǫ

1−ǫ

−∞
exp

(
ρ2s

4

)
ds

sδ
.

In the second integral, we use the change of variables s = t
1+t to obtain

B =

∫ 1/2

ǫ
1+ǫ

exp

(
ρ2s

4

)
ds

sδ
.
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Therefore, adding the two parts (22) and (25), we get that limα→0 f̂αd (u) is the limit of

−πd/2e−ρ2/4

{∫ −ǫ
1−ǫ

−∞
+

∫ 1

ǫ
1+ǫ

}
exp

(
ρ2s

4

)
ds

sδ

as ǫ→ 0. Therefore, it follows from Lemma 1 that

(26) lim
α→0

f̂αd (u) = −πd/2e−ρ2/4Ei(δ)(ρ2/4) = −πd/2fd(u/2),

for all u ∈ R
d. It remains to connect limα→0 f̂

α
d and f̂d so as to prove that

(27) f̂d(u) = −πd/2fd(u/2)
for almost all u ∈ R

d.
For d = 1, 2, 3, it follows quite directly from the fact that fd belongs to L2(Rd). Indeed,

since |fαd (x)| = |fd(x)e−αr2 | 6 |fd(x)|, the dominated convergence theorem ensures that

fαd → fd in L2(Rd), so that f̂αd → f̂d in L2(Rd) too. By extracting a subsequence that
converges almost everywhere, we obtain the equality (27).

In other cases (d > 4), the function fd doesn’t belong to any Lp(Rd) space, and we have

to work in S ′. In this space, it holds that f̂αd → f̂d. Indeed, since the Fourier transformation
is a continuous operator on S ′ endowed with the weak topology (see [2, Théorème 9.4.3]),

it suffices to show that fαd → fd in S ′, i.e. for all φ ∈ S,

lim
α→0
〈fαd , φ〉 = 〈fd, φ〉.

To see this, we use the same bound as in (16):

|〈fαd , φ〉 − 〈fd, φ〉| 6 Cα
d sup

x∈Rd

|(1 + ‖x‖2d)φ(x)|,

where

Cα
d =

∫

Rd

|fαd (x)− fd(x)|
1 + ‖x‖2d dx =

∫

Rd

|fd(x)|
1 + ‖x‖2d (1− e

−αr2)dx.

Since the function
|fd(x)|

1 + ‖x‖2d is integrable, it follows from the dominated convergence

theorem that limα→0C
α
d = 0. Therefore fαd → fd in S ′, and, by consequence, f̂αd → f̂d

in S ′ too. Put g(u) = −πd/2fd(u/2). We know from (26) that f̂αd (u) → g(u) for every

u ∈ R
d. In order to identify f̂d with g, we show that the convergence also holds in S ′. To

do this, let us consider the function
f̂αd (u)

1 + ‖u‖2d+4
which converges almost everywhere to

g(u)

1 + ‖u‖2d+4
. Thanks to inequality (32) in Section 3.4.5 below, we have

|f̂αd (u)|
1 + ‖u‖2d+4

6
Aρ−2 +Bρ4

1 + ρ2d+4
,

where ρ = ‖u‖. Since the function on the right side of the inequality is integrable on R
d

for all d > 3, the dominated convergence theorem ensures that
f̂αd (u)

1 + ‖u‖2d+4
converges to
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g(u)

1 + ‖u‖2d+4
in L1(Rd), hence in S ′ too. This implies that f̂αd converges to g in S ′ because

the space of test functions S is stable by multiplication by a polynomial.

As a conclusion, the equality f̂d = g holds in S ′, hence the distribution f̂d is regular and

equality (27) holds.

3.4. Additional computations.

3.4.1. Use of Fubini’s theorem in equation (19). In order to justify the use of Fubini’s

theorem in (19), we have to check that the following integral is finite:

I =

∫ ∞

1

(∫

Rd

e−(1+α+t)r2dx

)
dt

tδ

est finie. Integrating in polar coordinates gives

I = c

∫ ∞

1

(∫ ∞

0
e−(1+α+t)r2rd−1dr

)
dt

tδ
,

where c is the surface area of the unit sphere S
d−1. Using the linear change of variable

s =
√
1 + α+ t× r in the integral inside the parenthesis, we obtain

I = c

∫ ∞

1

(
1

(1 + α+ t)d/2

∫ ∞

0
e−s2sd−1ds

)
dt

tδ

= c′
∫ ∞

1

dt

(1 + α+ t)d/2tδ
,

where c′ is some positive constant. As t → ∞, the denominator of the above fraction is
asymptotically equivalent to td/2 × tδ = t2, hence the integral is finite.

3.4.2. Justification of the convergence in (21). In order to use the dominated convergence

theorem in (21), we have to bound uniformly w.r.t. α the function

t 7→ 1

(1 + α+ t)d/2tδ
exp

(
− ρ2

4(1 + α+ t)

)

by an integrable function on [1,+∞[. Here it suffices to consider the function

t 7→ 1

(1 + t)d/2tδ
,

which is integrable on [1,+∞[ since d
2 + δ = 2.

3.4.3. Use of Fubini’s theorem in equation (23). Here we have to check that the following
integral is finite:

J =

∫ 1

0

(∫

Rd

(
e−(1+α−t)r2 − e−(1+α+t)r2

)
dx

)
dt

tδ

Integrating in polar coordinates gives

J = c

∫ 1

0

(∫ ∞

0

(
e−(1+α−t)r2 − e−(1+α+t)r2

)
rd−1dr

)
dt

tδ
,
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where c is the surface area of the unit sphere S
d−1. Using the same argument as in 3.4.1

we get

J = c′
∫ 1

0

(
1

(1 + α− t)d/2 −
1

(1 + α+ t)d/2

)
dt

tδ

where c′ is some positive constant. The function inside the integral is continuous on (0, 1]

and, as t→ 0, it is asymptotically equivalent to

d

(1 + α)
d
2
+1
× 1

tδ−1
.

Since δ − 1 = 1− d

2
< 1

2 , the integral is finite.

3.4.4. Justification of the convergence in (24). First we use the change of variable t =
(1 + α)x in the last integral of equation (23) to obtain

(28) ĝαd (u) =
πd/2

1 + α

∫ 1
1+α

0



exp

(
− A

1−x

)

(1− x)d/2 −
exp

(
− A

1+x

)

(1 + x)d/2


 dx

xδ
,

where A = ρ2/(4(1 + α)). We are going to bound on [0, 1] the function under the integral

sign, uniformly for α ∈ [0, 1], i.e. as A remains in [ρ2/8, ρ2/4], by an integrable function.
We shall use different bounds on the intervals [0, 1/2] and [1/2, 1].1

First, on [1/2, 1], the very simple bound

(29)

∣∣∣∣∣∣
1

xδ



exp

(
− A

1−x

)

(1− x)d/2 −
exp

(
− A

1+x

)

(1 + x)d/2



∣∣∣∣∣∣
6

1

xδ



exp

(
− ρ2

8(1−x)

)

(1− x)d/2 +
exp

(
− ρ2

8(1+x)

)

(1 + x)d/2


 ,

is sufficient since the function on the right is continuous on [1/2, 1].
An integrable uniform bound on [0, 1/2] is a bit harder to obtain. Let us notice that the

function inside the integral (28) has the form

(30) ψA(x) =
φA(−x)− φA(x)

xδ
,

where

φA(x) =
exp

(
− A

1+x

)

(1 + x)d/2
.

The last function is C2 on [−1, 1] and its first two derivatives are given by

φ′A(x) =

(
A− d

2
(1 + x)

) exp
(
− A

1+x

)

(1 + x)2+
d
2

,

and

φ′′A(x) =

(
A2 − (d+ 2)(1 + x)A+

1

4
d(d+ 2)(1 + x)2

) exp
(
− A

1+x

)

(1 + x)
d
2
+4

.

1It is not necessary if one only wants to apply the dominated convergence theorem, but we need more
precise bounds on ĝαd in order to show convergence in the space of distributions.
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The second derivative can be bounded on [−1/2, 1/2] by

(A2 + 2(d+ 2)A+ d(d+ 2)) sup
y∈[2/3,2]

yγe−Ay,

where γ = d
2 + 4. Since the function y 7→ yγe−Ay reaches its maximum value on [0,+∞[

at y = γ/A and is non-decreasing until this value, the following upper bound holds:

sup
y∈[2/3,2]

yγe−Ay 6 2γe−2A1{2A6γ} +
γγ

Aγ
e−γ1{2A>γ} 6 C,

where C is some constant only depending on γ, hence d. To summarize, the second

derivative φ′′A is bounded on [−1/2, 1/2] by some constant PA = bA2 + c, where b, c are
positive constants only depending on d. Thanks to Taylor-Lagrange inequality, for all
x ∈ [−1/2, 1/2],

|φA(x)− (φA(0) + φ′A(0)x)| 6
PA|x|2

2!
.

Therefore, for every x ∈ [0, 1/2],

|ψA(x)| 6 2|φ′A(0)||x|1−δ + PA|x|2−δ

6 |2A− d|e−A|x|1−δ + PA|x|2−δ(31)

6 C|x|1−δ + PA|x|2−δ ,

where C is some absolute constant. Since δ < 2, the function on the right side is integrable

on [0, 1/2]. This concludes the proof.

3.4.5. A uniform bound for f̂αd . In this section, we show that there exist constants A and

B, only depending on the dimension d, such that, for all α ∈ [0, 1],

(32) |f̂αd (u)| 6
A

ρ2
+Bρ4,

where ρ = ‖u‖. Recall that f̂αd (u) = ĝαd (u) − ĥαd (u). First, we bound ĝαd (u) using the

bounds of Section 3.4.4. Recall from (28) that

ĝαd (u) =
πd/2

1 + α

∫ 1
1+α

0
ψA(x)dx

with A = ρ2/4, and ψA defined by equation (30).
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Integrating inequality (29) over [1/2, 1], we obtain

∫ 1

1/2
|ψA(x)|dx 6

∫ 1

1/2

exp
(
− ρ2

8(1−x)

)

xδ(1− x)d/2 dx+

∫ 1

1/2

exp
(
− ρ2

8(1+x)

)

xδ(1 + x)d/2
dx

6

∫ ∞

2

tδ+
d
2

(t− 1)δ
e−

tρ2

8 dt+

∫ 2/3

1/2

tδ+
d
2

(1− t)δ e
− tρ2

8 dt

6 C

∫ ∞

2
e−

tρ2

8 dt+

∫ 2/3

1/2

tδ+
d
2

(1− t)δ dt

6
C ′

ρ2
+C ′′,

where C,C ′, C ′′ are some absolute constants. Now, integrating inequality (31) over [0, 1/2]

gives ∫ 1/2

0
|ψA(x)|dx 6 C ′′′(1 + PA) 6 b′ρ4 + c′,

where C ′′′, b′, c′ are some constants depending only on d. Putting things together, we

obtain the bound

|ĝαd (u)| 6
K

ρ2
+K ′ρ4,

where K and K ′ are constants depending only on the dimension d.

It remains to bound |ĥαd (u)|. Using the expression (20), we see that

|ĥαd (u)| 6 πd/2
∫ ∞

1

1

(1 + t)d/2tδ
dt.

Since d
2 + δ = 2, the last integral is finite, so that |ĥαd (u)| is bounded by an absolute

constant K ′′, independently of u and α ∈ [0, 1]. Hence, we have

|f̂αd (u)| 6 |ĝαd (u)|+ |ĥαd (u)| 6
K

ρ2
+K ′ρ4 +K ′′,

and the bound (32) holds.
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