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1. Introduction

Many collections of historical documents are publicly available as scanned files in
online databases (Ehrmann et al., 2021). These collections continue to be of interest,
not necessarily for their prima facie content, which is often plainly obsolete, but for
what they reveal about the thinking of each era and its evolution. This kind of
inquiry belongs to the digital humanities domain and requires specific tools to be
effective (Burdick et al., 2012).

The French popular science magazine La Nature (Tissandier, 1873 1962) (ab-
breviated here as LN) is a particularly rich source for this kind of inquiry on account
of its longevity (about 90 years) and its broad spectrum of domains. In particular,
its publication period covers many technical and scientific revolutions (Kuhn, 1962)
that helped shape the modern world (Smil, 2021). For instance, it is true for Life
Science with the developments of genetics, the "Modern synthesis of evolution the-
ory", plate tectonic, etc., but it is also true in physics, chemistry, astronomy and
technology. Unfortunately, exploring the archive of a magazine such as LN is a
complex task in that the indexing, in the case it exists, has been performed for the
primary intentions of contemporary readers rather than for indirect analyses per-
formed a posteriori by future researchers.

In the case of LN, examples of such analyses might try to answer questions
such as "What was the reception of Marie Curie in the public?", "Given a selection
of articles of interest, find similar articles", or "Was the possible climatic effect of
burning fossil fuel presented to the public?". With respect to the last question, di-
rect analyses would have trouble identifying Svante Arrhenius’s work on this topic,
which was published in LN in the early 1890s. Indeed, Arrhenius and his contem-
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poraries did not use the term carbon dioxide, they called it carbonic acid. A direct
query like "carbon dioxide" would fail to find the answer.

To deal with such difficulties and to answer such a variety of questions, we
propose to use a multi-faceted querying approach (Sacco & Tzitzikas, 2009) which
favors indirect querying. The center of this approach is to use an article x attributes
matrix, where the attributes are computed by various processes, which we refer to
collectively as semantic annotation. Based on semantic annotation, corpus explo-
ration could be done by association of ideas, following attribute patterns. Semantic
annotation includes lexical analysis of words in titles or figure legends, statistical
analysis of word distribution, and detection of named-entities.

Classical categories of named entities like people and locations provide valu-
able attributes. In the context of La Nature, less frequently studied entities like
biological species in the Linnean taxonomy are of particular interest, as the use of
scientific names is a distinctive trait of scientific literature, including popular sci-
ence magazines. Scientific names for biological species are called binomial names.

Binomial names are a named entity category that is much less frequently stud-
ied than those of persons, places, and institutions. Although this category has
already received some attention in the domains of microbiology (Nédellec et al.,
2006), biodiversity studies (Mozzherin et al., 2017), or biomedical studies (Akella
et al., 2012), the situation of a corpus like La Nature differs significantly from pre-
vious studies in several aspects.

— The longevity of LN’s publication period implies diachronicity, i.e., that the
corpus does not follow the same linguistic norms from beginning to end.
Diachronic corpora have been shown to impede the recognition of named
entities (Ehrmann et al., 2021). Previous works on recognizing binomial
names focus on publications from short time periods, whereas the publica-
tion of LN spans almost a century. The Linnean taxonomy changed a lot
during this period and was revolutionized by modern evolution synthesis
that mixes Darwinian evolution and genetics.

— LN’s broad spectrum of domains implies heterogeneity. Heterogeneous cor-
pora have also been shown to be a challenge for named entity recogni-
tion (Nadeau & Sekine, 2007, Ehrmann et al., 2021). Whereas previous
works engaged in homogeneous corpora, e.g., a collection of microbiology
papers, LN is multi-disciplinary, and naturalist articles comprise only a few
percent of the total. No single domain in LN is more than a few percent of
the total.
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— The LN corpus is only accessible as low-resolution scanned images. These
images must go through an OCR process (Optical Character Recognition)
before further treatment, and this introduces noise in the data. Whereas
previous works exploit born-digital sources, the LN corpus is only accessible
as a noisy source.

The purpose of this paper is to study how binomial names could be incorpo-
rated into the semantic annotation of the diachronic, heterogeneous, and noisy LN
corpus. Figure 1 illustrates the task and its context. To cope with the LN complexity,
we have developed a model that we call the Competent Reader, which represents
the ability to recognize positive occurrences despite the fact that they are obsolete,
ill-formed, or defaced by noise. This model is used for manually creating a gold
standard for evaluating automatic annotations. We show that approaches proposed
for similar tasks but different contexts do not work well for this gold standard.
Thus, in this paper, we develop our approach, which we call the Competent Reader
Imitator (CRI), that involves combining a rule-based approach with a frequency ar-
gument. We show that this innovative method is robust to numerous variations and
consistently achieves an F-measure of about 70% despite diachronicity, heterogene-
ity, and noise, which are all known to impede named entity recognition. We present
evidence that the task, the proposed method to solve it, and the evaluation method-
ology are all tied together. These findings support the idea that different methods
cannot be compared in the absolute; they can only be compared with respect to a
task in context, and the characteristics of the corpus are part of the context.

Additionally, we strive for inclusive and frugal computing placed in a context
of digital sufficiency. This includes choosing less computing-intensive approaches
and aiming for just good enough results (Gabrys et al., 2016, Becker, 2023, Santar-
ius et al., 2022).

Section 2 presents the Linnean classification, the LN corpus we are working
with, and some difficulties this conjunction induces. Section 3 presents the Compe-
tent Reader Hypothesis (CRH), on which the manual annotation strategy for evalua-
tion is based. This section also details the task and the annotation process. Section 4
presents the state of the art and the performance of available existing methods. Sec-
tions 5 and 6 present our proposal for coping with the task and the evaluation of this
proposal. Finally, Section 7 discusses our results and presents future work.

2. Context information

We present the elements that structure the work presented in this article, namely,
the Linnean classification and the LN corpus.
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Figure 1 — The CRI process in its context. Details are clarified progressively in the
text. Dotted boxes and light grey arrows are for context only.
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2.1. The Linnean classification

The Linnean classification of living organisms is organized as a hierarchy in which
each level has a name, starting with domains under the root (two to six according
to taxonomists), then kingdoms under domains (five to ten, e.g., animals, plants
and fungi), down to genera (a few hundreds of thousands) and species (about 15%
already named species from an estimated ten million total yet to be discovered).
The first attempts at such a classification date from antiquity, but Carl von Linné is
recognized for giving it its modern form. Consequently, this classification is often
called Linnean classification or Linnean taxonomy. Genus-species pairs are called
binomial names, and the species part is called the specific epithet or specific name.

At each level of the hierarchy, classification is done after observable criteria,
but as observations accumulate and change in nature (surface-level observation, mi-
croscope, microbiology, genetics), classification adapts to new discoveries. In fact,
this adaptation is frequent, and our experiments (see 4.3) show that less than 40%
of all binomial names found in La Nature are still in use today.

A well-known example of a binomial name is Homo sapiens for the human
species. Besides being unique inside a kingdom, binomial names follow syntac-
tic and typographical rules that have been consolidated over time. A simplified
summary of these rules is as follows (ordered from very superficial traits to deeper
linguistic ones):

— The names of the Linnean classification should always be written in ital-
ics: e.g., Cupressus vs. "cupressus". This is, in fact, an application of the
more general rule that foreign expressions must be written in italics. Since
binomial names are reputedly Latin, they must be composed in italics.

— Binomial names must be written in the Roman alphabet, without accents
nor ligatures, even if names are derived from original words with accents or
ligatures, e.g., Chamaerops should not be written Chameerops.

— They are binoms (i.e., consist of two parts). The first part designates the
genus, and it is capitalized (e.g., Homo). The second part designates the
species in the genus. It is written with a lower-case initial letter (e.g., sapi-
ens), even if it is derived from a proper name (e.g., Trachycarpus fortunei, in
honor of the botanist Robert Fortune). Names of different species can share
the same specific name provided the genus names are different.

— Binomial names can be abbreviated by replacing the genus name with its
initial followed by a dot. For instance, the abbreviated version of Homo
sapiens is H. sapiens. In principle, abbreviated forms must be preceded by
a fully spelled out form,. It is common that a fully spelled binomial name
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introduces a genus name, and is followed by abbreviated names for the same
genus but different species.

— The name of the discoverer, possibly abbreviated, can be added after the
species name. For example, Bombyx neustria Linn is composed of the genus
name Bombyx, the species name neustria followed by an abbreviation of the
name of the discoverer, in this case Carl von Linnée.

— Binomial names must be written in "Latin" with agreement in gender (mas-
culine, feminine, and neuter in Latin) of the species name with the genus
name. However, this is Latin sounding and not actual Latin words, e.g., Fei-
joa sellowiana is an evergreen shrub named after two renowned botanists of
the early 19th century: Jodo da Silva Feij6 and Friedrich Sellow.

— Grammatically, genus-species binomials can be declined into nominative-
adjective (e.g., Helleborus niger, black hellebore or Christmas rose),
nominative-nominative (e.g., Panthera leo, the lion) and nominative-
genitive (e.g., Trachycarpus fortunei, Robert Fortune’s trachycarpus).

The reality, however, is much more complex. For example, many genera and
species are divided into sub-genera and sub-species. Different variants of the rules
apply in botany, zoology, virology, or for crops, and they are regularly updated.
They have been formalized in international codes. For instance, the first code for
botanics dates from 1867 with the latest update in 2018 (Turland et al., 2018).

An additional difficulty is that non-specialists tend to relax these rules. In
particular, species names derived from proper names (e.g., name of discoverer or
name of place of discovery) are often capitalized in practice, even if it is ruled out
in modern codes. Similarly, ligatures are often used against current codes.

Localizing binomial names in a corpus should take into consideration the
above rules, and also the deviation observed in the corpus studied.

2.2. The corpus of La Nature

This section presents the structure of the LN corpus and its volumetry. This corre-
sponds to the top of Figure 1.

2.2.1. Structure of the corpus

La Nature is a popular science magazine founded by Gaston Tissandier and pub-
lished from 1873 to 1962 (Vautrin, 2018). The topics dealt with in the magazine
were mainly in the fields of natural sciences (geology, botany, meteorology, etc.),
humanities and social sciences (ethnology, medicine, hygiene, etc.), or technology
(scientific apparatus, energy, mechanics, photography, transportation, etc.). Ab-
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stracts of communications published in scientific academies or from other journals
were also included. During the publication period of La Nature, there were major
developments in several fields of modern science and technology, as well as in the
political and social history of the world such as colonization, industrialization, the
two World Wars, decolonization, the phylloxera crisis in the European vineyards,
etc.

LN publication can be analyzed in two periods: pre-WW II and post-WW 1I.
LN was a weekly magazine during the first period and then became a monthly. In
fact, LN never fully recovered from the war, and during the second period, LN
experienced different formats. The general rules that follow apply better to the first
period. Each issue of LN was composed of two folios: an outer one and an inner
one. The outer one was for "consumable" content and advertisements, which were
renumbered for each issue. Recurrent topics of the outer folio are meteorologic
tables and astronomic observations. The inner folio was for archival content and its
numbering ran on a semester basis. The inner folios were assembled and sold as
separate volumes every semester. For each volume, several indexes were compiled
(authors, topics, and articles) and added after the inner folios. Moreover, parts of
the outer folios were often added after the indexes, e.g., astronomical ephemerides.
In fact, there are fewer volumes than semesters because of troubled periods that
reduced the publishing rate (war and post-war periods and the beginning and end of
the life of the magazine). These volumes form the raw material of this work.

Figure 2 shows the inner folio of the June 2nd, 1923 issue. Even though the
actual formatting of LN has changed a lot over the years we will use this folio as
a model for the organisation of LN. In particular, the figure is not meant to show
the contents but rather to show the organization. This inner folio appears on pages
337-352 of volume 104.

Each volume is a sequence of articles in which the boundaries of the original
issues are hardly visible. There are two kinds of articles: long and short. Long
articles span several pages, and short articles span only several lines. Short ar-
ticles are often assembled into longer articles with titles such as "Chroniques de
I’ Académie des Sciences" (Chronicles of Science Academy). However, the editor’s
index added at the end of every volume shows indistinguishably all articles, long
and short. Moreover, articles in this sense (long and short) are the largest chunks of
semantically homogeneous text. Consequently, we consider the volumes as collec-
tions of long and short articles, and we set our goal to annotate articles.
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Figure 2 — The 16 pages of the inner folio of the June 2nd, 1923 issue
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For instance, the June 2nd issue of 1923 contains the following articles (our
composition of the French titles reflects the original composition, including capital-
ization and italics):

— "LE SAHARA", 337-341: along article on the geography and climate of the
Sahara desert. It contains five pictures and a map. The map raises several
difficulties. First, the OCR process tries to parse the labels, and second,
several labels are obsolete, e.g., Tripolitaine for Lybia.

— "COMMENT ON FABRIQUE UNE LAMPE DE T. S. E.", 341-347: a long
article on the making of vacuum valves. It contains ten pictures.

— "L’UTILITE DE LA FOURMI DES BOIS (Formica rufa L.)", 347-348: a
plea in favor of the red wood ant (Formica rufa L.) as a formidable insect
killer. It contains a table.

— "ACADEMIE DES SCIENCES", 348: a report on the April 1923 session
of Académie des Sciences. It contains five short items, each of which has a
title, and is referenced in the index of the volume as an article.

— "La dénaturation de l’alcool éthylique", 8 lines: on the denaturation of
ethyl alcohol. Note several difficulties here. Ethyl alcohol is now better
known as ethanol, and denaturation is often known as methylation after
the use of methanol as a denaturant.

— "Le tremblement de terre du Kansou", 12 lines: on the evaluation of the
intensity of a severe earthquake in China. Note that Kansou is the former
French spelling of the northwestern region of China that is now called
Ganzu, both in French and in English. A long article on this earthquake
was published at the beginning of the same year, and this short article
only reports on the difficulty of measuring its intensity.

— "Un nouveau minerai radioactif", 8 lines: on a newly discovered ra-
dioactive mineral. The article refers to a Russian location called Slud-
janka which is now spelled Slioudianka in French and Slyudyanka in
English. Over the years, the same title has come back several times.

— "La variation des parfums sous l’influence du greffage", 12 lines: on the
effect of grafting on plant scents. Note that the article refers to Artemisis
absinthium (common wormwood), which is now called Artemisia ab-
sinthium.

— "La préparation du vin par fermentation continue", 18 lines: on a new
process for wine-making.

Two of these small articles are not ascribed to the right page by the editor’s

index.
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— "LA VISION DES OISEAUX [Suite et fin]", 348-350: on bird vision. This
is the last of a series of six long articles. Despite its natural science title, it
is an ophthalmology article, and it contains no taxonomic reference.

— "LA MACHINE A CALCULER ADDIATOR", 351-352: on a slide calcu-
lator which was popular from 1889 to 1968. It contains two pictures and a
diagram.

2.2.2. Volumetry of the corpus

The LN archive consists of 157 volumes and more than 80,000 pages. This amounts
to about 600-700 pages per volume. This average is a fair estimation of volume size.
Indeed, the maximum is about 800 pages, and only a few volumes are significantly
shorter than 500 pages, e.g., during wartime or at the beginning and end of the life
of LN. The ocerized archive contains more than 65,000,000 words for 1,760,000
unique words. For instance, the June 2nd, 1923, issue of LN contains about 11,600
words, 3,000 unique words, among which 1,900 have only one occurrence. Some
of these are OCR artifacts, but this is not the only explanation. Indeed, articles in
LN, especially short ones, often mention named entities only once.

Scanned files of the archive are available (CNUM, ca 2000), but they have a
very low resolution (12 pixels per character height, x-height) and are structured as
a flat sequence of pages. In other words, they do not explicitly show articles or
weekly issues. Each original page has been scanned as a PNG image, and each
archival volume is represented by a PDF file whose pages are the images. Every
PDF file also contains a detailed index in its metadata, which is a transcript of
the indexes added at the end of the printed volumes. A source of difficulty is that
there are errors in the scans, e.g., missing pages, and in the index, e.g., faulty page
numbers.

The metadata also contains the domain of each article, as indicated in the ta-
ble of contents for the printed volume. However, these classification attempts are
often confusing, with compound classes like "Physiology and zoology" that seem
awkward in modern days (note that "Physiology and botanics" does not exist in
the index) and perplexing subtleties like "Medicine and hygiene" and "Hygiene and
health".

The total number of articles is of the same order as the total number of pages,
which amounts to an average length of one page per article, i.e., 80,000 articles.
However, the average length of articles is a poor summary of the structure of LN
because this length follows a bimodal distribution. It is much more precise to say
that about half of the articles are short (several lines long), and the other half are
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long (several pages long). For instance, the June 2nd, 1923 issue of LN contains
5 short articles and 5 long ones for 16 pages.

LN is strongly multi-disciplinary, and it is not limited to the so-called hard
sciences. As a consequence, any domain is a minority. In volumes that we manually
annotated, there is only one binomial name occurrence every 3.5 pages. Again, this
is an inadequate statistic because binomial name occurrences arrive in bursts. Many
articles contain no occurrence of binomial names, but a few contain many.

It is also worth noting the more than 80,000 illustrations, about one illustra-
tion per page, again following a bimodal distribution. For instance, the June 2nd,
1923 issue of LN contains 19 illustrations for 16 pages, and these illustrations are
concentrated on 3 articles out of 10. This remarkable number of illustrations was a
hallmark of LN at its creation and an indicator of progress in printing technology.
The high density of illustrations and their burst occurrences also have an impact on
the OCR process because it makes the composition of pages less predictable, and
the OCR process tries to read texts in illustrations.

As scanned pages go through an OCR process, this introduces noise. An ocer-
ization is available with the LN archive. It shows a high error rate, and we tried to
improve things by performing our own ocerization, using Tesseract. In both cases,
we estimate the rate of OCR errors to be 10% at the word level. This error rate is
even worse if one considers the long distant reading order, i.e., page parsing. In
fact, the long distant reading order is seldom properly reconstituted. This does not
originate with the ocerizer but rather is the result of the complexity of the original
document: a composition in two columns, interrupted by many illustrations, pages
tainted with library marks, pencil annotations, shades, and copyright marks by the
CNUM (operator of the scan process) and the low resolution of the scan.

Ocerization leads to two main difficulties. Firstly, OCR ignores the typography
of the source text, especially the italics, which are the first clue for recognizing
binomial names. Secondly, OCR introduces a lot of spelling errors: e.g., words cut
off by a space, ’t’ turned into 'I’, 'm’ into ’rn’ or vice-versa, nonexistent ligatures
being added, etc. For instance, "Rhinocerus"” can be ocerized as "Ahinocerus" or
"Amanita" as "Amanila". It even happens that the incorrect forms are more frequent
in the corpus than the correct ones. For instance, in the June 2nd, 1923 issue, the
specific name rufa (the red wood ant) appears only once under its proper form and
twice under the form rvfa. It also appears once under each of the forms ru fa and ru
fan. We have decided to consider OCR and post-OCR correction as a distinct task.
To avoid mixing issues in this article, we consider only raw post-OCR text files (see
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the OCR stage in Figure 1). Any improvement in the OCR chain will improve the
global semantic annotation task.

Moreover, the composition and typography of LN vary a lot with time. It is al-
most always a two-column based composition (except for tables of contents, which
are three-column), but with very different strategies for marking article limits: e.g.,
titles in thin capitals on one column width, or titles in capitals on two columns
width, or titles in bold, etc. The strategy for composing illustrations in text is also
very unstable. As a result, and considering the errors in the metadata, the delimi-
tation of articles is a more difficult task than might be expected. In this paper, the
delimitation of articles is considered to belong to another phase and will not be cov-
ered, but ongoing work suggests that this task has an error rate of several percent.
As for errors in the OCR process, any improvement in the delimitation of articles
will highly improve the whole semantic annotation process.

The two elements developed in this section, namely the Linnean classification
and the LN corpus, show the specifics of the task: rules that change and are relaxed
for the Linnean classification, noise, diachronicity, and heterogeneity for the corpus.
This must be taken into account to define what is a true positive occurrence.

3. Creation of a gold standard

We present in this section the hypotheses and the methods that have been used
to create a gold standard for evaluating different classifiers. First, a true positive
occurrence is defined by the Competent Reader Hypothesis (CRH), which we define
shortly. Then, this hypothesis is used to specify the task, that is, to imitate the
Competent Reader. Finally, it is used to define the manual annotation process for
building a gold standard.

3.1. The Competent Reader Hypothesis - CRH

Definition 1 (Competent Reader) In the context of this research, we call a Com-
petent Reader a person who knows the linguistic codes of a popular science maga-
zine. They are not experts, but they recognize place names even if they do not know
the place, and they recognize chemical names, even at first encounter. They also
recognize taxonomic binomials, even if only by their textual aspect.

In particular, we assume the Competent Reader is knowledgeable enough to
differentiate the everyday use of a Latin genus name from its scientific use. For
instance, "cupressus" (from genus Cupressus for cypress) is often used in French
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instead of the proper French vernacular name "cypres". A Competent Reader can
thus distinguish the formal use of Cupressus from the vernacular usage of "cu-
pressus”. Similarly, the vernacular term "géranium" often designates the species
of genus Pelargonium, even though Geranium also exists as a genus. It is also
generally the case in paleontology texts: Diplodocus vs "diplodocus’. Recall that
the OCR process eliminates italics so that an important clue disappears. That only
leaves capitalization as a clue, but OCR often mistakes a *C’ for a ’c’.

Definition 2 (Competent Reader Hypothesis) The Competent Reader Hypothesis
(CRH) is the assumption that the objective of a classifier is to imitate the behavior
of the Competent Reader. In the case of recognizing binomial names, it is the ability
to recognize the intention of ascribing to a living being a position in the taxonomic
classification, even by using obsolete, or ill-formed binomial names.

The name CRH is inspired by the Competent Programmer Hypothesis intro-
duced for error detection in programs (DeMillo et al., 1978). Competent Program-
mers may incorrectly apply programming rules, but they know the rules. Similarly,
Competent Readers may incorrectly interpret binomial names, but they can identify
them.

Thus, according to the CRH, our goal is to design an automatic classifier with
similar performances to the Competent Reader, and the evaluation of that classifier
using a gold standard that reflects the behavior of the Competent Reader. There-
fore, OCR errors, deprecated classifications, and incorrect practices with respect to
nomenclature codes (modern or not) should be accepted.

3.2. The task

In theory, named entities are referred to by rigid designators of some reality (in a
very broad sense, including myths and fiction). However, binomial names do not fit
this definition because they are not rigid, and even the reality they should refer to
is not rigid. Indeed, life classification is always in progress, and the very notion of
genus and species is debated. So, we will not try to find to which entity a binomial
name refers. Instead, we will consider that binomial names refer to themselves.
Consequently, the expected output of this approach to Named Entities Recogni-
tion (NER) is the localization of entity names rather than the identification of named
entities. Henceforth, this will be referred to as Entity Name Recognition, ENR, to
highlight the difference. This is important to notice because it dictates what the
gold standard should be and the objectives of the evaluation phase. Localization
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found by ENR can then be passed to a downstream application that performs multi-
faceted querying (see bottom of Figure 1). This does not forbid trying to identify
the referred species; it only means it is another task.

Localizing binomial names amounts to designing an algorithm that acts as a
classifier, i.e., a program that parses a text and determines for each occurrence (po-
sitions) whether or not it is positive, i.e., effectively contains a binomial name. Lo-
calization in La Nature can be made at different levels: the character position, the
page, the article, the weekly issue, and the volume. Our main target is the article,
but we have evaluated all classifiers at the character level within articles to facilitate
comparison with current practices. This is the baseline; any coarser localization can
only yield better results. Moreover, localization at the character level can be used
to derive all other localization levels.

Note that localizing occurrences of binomial names is only a facet of a broader
task: to summarize an article as a set of attributes that could be used by a multi-
faceted querying application. To this end, other classes of named entities must
be recognized, keywords are extracted from titles and articles, etc. The balance
between all these operations is not the topic of this article, but the main idea is that
every facet compensates for the weakness of the others. For instance, a weakness in
detecting binomial names could be compensated by the computation of keywords
using TF-IDF (Jurafsky & Martin, 2009).

As a classifier is never perfect, its performances are evaluated against expected
results. A classifier signals occurrences as positive (P) or negative (N) accord-
ing to whether or not they match the class of interest. The evaluation against a
ground truth qualifies positive and negative occurrences as true (TP and TN) or
false (FP or FN) according to whether or not the classification is correct. The
proportion of true and false positive and negative occurrences is the basis of clas-
sical performance indicators (Jurafsky & Martin, 2009) that are called precision
(TP/(TP+ FP)) and recall (TP/(TP+ FN)), and their harmonic mean, the F-
measure (2 X (precision X recall) / (precision + recall), the inverse of the arithmetic
mean of the inverses of precision and recall). Another classical performance indi-
cator is accuracy (TP+TN)/(TP+ TN + FP+ FN), the ratio of valid decisions
on all decisions) but we will not use it because the distribution of binomial names
is highly biased (see Section 2.2.2). Indeed, to never recognize binomial names
(hence, accuracy = TN /(TN + FN)) would be extremely accurate because they are
very rare in the corpus (hence, accuracy = TN /(TN + €)), but given our task, it
would be absurd to do so.
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Since F-measure is a function of precision and recall, it could be left implicit.
However, it is an interesting measure on its own. It even shows behaviors that
cannot be read easily in precision and recall alone. For instance, we will show later
that certain decisions affect precision and recall, but not the F-measure.

In the following, the ground truth is represented by a gold standard composed
of manually annotated volumes.

3.3. The manual annotation

For the sake of evaluating different classifiers, we manually annotated four volumes
(volume 12, 1879, first semester, 432 pages; volume 83, 1912, second semester, 671
pages; volume 126, 1934, first semester, 610 pages; and volume 155, 1960, whole
year, 558 pages) of LN. We chose the four volumes at about a 30-year distance from
each other to cover all the publication periods of LN and to cope with variations in
style, taxonomy, topics, etc.

Following the CRH, the annotation instruction was to signal all binomial
names, including those that do not strictly follow the rules of binomial nomen-
clature, but that a Competent Reader would recognize as such. For instance, genus-
species pairs where the species is capitalized are recognized as binomial names.
Note that since facsimiles are available, the annotator can see the italics that the clas-
sifier will never see. They do not suffer from OCR errors (the Competent Reader’s
eyes perform the OCR). This helps solve ambiguities.

Note that following the CRH implies that some occurrences must be annotated
as positive, even though it is evident from the start that they will be nearly impossi-
ble to recognize. If a classifier is based on a dictionary, any OCR error in a binomial
name will make it unrecognizable. For instance, Homo sapieus (with a u for an n,
a frequent OCR error) does not belong to any dictionary. Similarly, if a classifier is
based on Latin declensions, most OCR errors in the last letters of a binomial name
will make it unrecognizable. For instance, Phorminm tenax (with a n for an u, also
a frequent OCR error) does not match any Latin declensions.

The two authors performed the manual annotation over a few weeks, one read-
ing mainly the ocerized text and the other the facsimile. Initially, assuming the CRH
was not intuitive because the annotators were always tempted to refuse non-conform
occurrences, but the annotators were eventually habituated to it. The CRH provided
the basis for a manual annotations consensus. The manual annotation discovered
671 positive occurrences in the four test volumes. This amounts to about one pos-
itive occurrence every 3.5 pages and one positive occurrence every 2742 words, or
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0.036%. As for other statistics, these average values are poor indicators because
occurrences of binomial names appear in bursts.

This is ex-ante manual annotations. We also performed ex-post manual anno-
tations to evaluate the classifiers at the corpus level. The principle is as follows: in
validation mode, a classifier builds a concordancer (Barriere, 2016) that contains
all positive occurrences in their context (30 characters before the occurrence and 30
after). A sample is randomly selected and then annotated manually in a few hours.
By definition, these sampled occurrences are positive, but some are true sampled
positives (TP) and others are false sampled positives (F P), and this is enough to
compute sampled precision (TP/ (TP +F P)) over the whole corpus at a very low
cost because binomial names are very rare (see Section 2.2.2).

It is to be noted that for this work, the automatic delimitation of articles had
not yet been done on the LN archive. To save time and manual operations, we
performed an ad-hoc delimitation that precisely delimited only the articles that con-
tained at least one binomial name. The parts of the text between the identified
articles are considered single virtual articles even if they concatenate several actual
articles. This approximation can only lower precision since the task considers the
identification of the positions of binomial names in each article. Moreover, ex-post
evaluation shows that this approximation has no visible effect (see Section 6.2).

The CRH has helped us define the task and the gold standard for evaluating
candidate classifiers. Candidates classifiers are (executable) classifiers described in
the literature that are compatible with the LN corpus. We also consider an adhoc
classifier that we developed in order to measure the taxonomic drift.

4. State of the art and baseline

This section presents the state of the art in named-entities recognition (NER) ap-
plied to the class of binomial names. We identify three available classifiers for
comparison; two are existing classifiers, and one is a new classifier for measuring
the taxonomic drift.

4.1. State of the art

Named entities of the binomial name class have been studied for applications in
the field of biodiversity (Koning et al., 2005, Sautter et al., 2006, Little, 2020),
in the biomedical domain (Akella et al., 2012, Pafilis et al., 2013) and microbi-
ology (Nédellec et al., 2006). However, it has never been studied within a his-
torical corpus with as much thematic diversity as in LN. Quite the opposite, nu-
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merous works in the domain have an extremely specific finality, such as the study
of biodiversity in the Philippines (Nguyen et al., 2019) or the medicinal herbs in
Maghreb (Seideh et al., 2016). These studies define an intricate network of very
specific tasks, such as the identification and geographic or temporal localization of
the discovery of a specimen or the recognition of a binomial name and its medicinal
role.

Nowadays, most state-of-the-art Natural Language Processing methods, in
general, and NER methods, in particular, use a deep learning approach (Nasar et al.,
2021, Ehrmann et al., 2021). This commonly includes fine-tuning a pre-trained
(Large) Language Model (LLM), typically a Transformer, for the specific task to
be solved. Commonly used models include Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2019) or its specialized variants such as
BioBERT (Lee et al., 2019) in the biomedical domain or CamemBERT (Martin
et al., 2020) or FlauBERT (Le et al., 2020) for the French language. Examples of
works based on such a method for NER in historical data include (Yu & Wang,
2020, Labusch et al., 2019).

However, (Cunha et al., 2021) shows that symbolic approaches can outper-
form neural-based approaches in cases of scarce data. In our case, there are only
671 positive examples in the more than 2,200 pages of our gold standard corpus.
The observations on the LN corpus (few positive examples, a wide variety of bi-
nomial name forms, and the noise in the data) place our task in a context of scarce
data. Thus, following (Cunha et al., 2021), we have chosen to investigate symbolic
approaches only. Furthermore, even if the data to look for were not scarce, numer-
ous environmental and ethical concerns about Deep Learning (DL) and LLMs make
us prefer symbolic approaches.

(Strubell et al., 2019) first raised concerns about the carbon footprint of training
DL models, and (Sevilla et al., 2022, Thompson et al., 2023, Schwartz et al., 2020)
show that there have been structural tendencies towards more computationally ex-
pensive models. Additionally, there are significant life cycle impacts resulting from
the hardware needed to run such computations (Gupta et al., 2020, Luccioni et al.,
2023). Apart from the environmental concerns raised by the increasing use of DL,
there are also ethical questions related to LLMs and DL in general (Bender et al.,
2021), including academic ethics (Schwartz et al., 2020, Birhane et al., 2022). Aca-
demic ethics concerns also stem from the concentration of power in the hands of
Big Tech companies that are the only ones capable of creating and maintaining the
latest and biggest models (Abdalla & Abdalla, 2021, Birhane et al., 2022, Abdalla
etal., 2023).
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We place our work in a context where there are growing expectations by civil
society on the social benefits of science for everyone. Taking this context into con-
sideration requires thinking about the accessibility of our work and its potential
harmful and positive impacts (COMETS, Ethics Committee of the CNRS, 2022).
Beyond our work on LN, we hope this paper provides a set of tools and methods
that are easily understandable, frugal, and usable for the general public. And, ac-
knowledging (Schwartz et al., 2020) call for a more inclusive Al, and in a similar
approach to (Castellan et al., 2023), we will therefore investigate more symbolic,
or rule-based, approaches such as the use of dictionary, trigger words or pattern
matching.

Striving for digital sufficiency first asks to check if there does not already exist
a good enough tool. Thus, we present the performances of three tools that represent
various approaches that could be followed. Two are tools from the literature, LIN-
NAEUS (Gerner et al., 2010) and QUAESITOR (Little, 2020), that can readily be
used to process our data. A third one, the TAXREEF classifier, is an ad hoc classifier
that allows us to explore various hypotheses. These tools will be presented in the
order LINNAEUS, TAXREEF classifier, and QUAESITOR.

4.2. LINNAEUS

LINNAEUS (Gerner et al., 2010) is a NER system that aims at finding all mentions
of binomial names and vernacular names in scientific publications (e.g., Quercux
ilex and evergreen oak, holly oak or holm oak in English, and chéne vert or yeuse
in French). It uses a dictionary based on the NCBI taxinomy (NCBI, 2008). It con-
tains binomial and vernacular names of more than 380,000 species from public
nucleotide and protein sequence databases. LINNAEUS performance has been
tested on a large micro-biology corpus (10 millions abstracts and 100,000 articles)
that contains a very high density of binomial name occurrences (3 binomial names
per abstract and 40 per article). This corpus is highly biased, with the human species
accounting for 47 % of all occurrences, and the top ten species accounting for more
than 71 % of the total number of occurrences. This means that simply searching
for these 10 species names in this corpus achieves a 100 % precision and 71 % re-
call. According to the authors, LINNAEUS achieves more than 90 % precision and
recall.

We tested LINNAEUS on our manually annotated volumes (see 3.3). It obtains
really poor results with a precision of 16.05%, a recall of 19.83%, and an F-measure
of 17.74%. This shows that the task of LINNAEUS is very different from our task.
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The challenges induced by OCR noise and the diachronicity of our corpus
made us hypothesize that no dictionary-based approach could be satisfying. The
experiment with LINNAEUS is the first confirmation of this intuition. We found a
second confirmation by using a more natural-history-oriented taxonomy: TAXREF,
the taxonomy referential edited by the French "Museum Histoire naturelle" (Gar-
gominy et al., 2021).

4.3. TAXREEF classifier

The TAXREEF thesaurus describes a large part of the natural classification hierarchy,
from kingdoms to species plus vernacular names when it makes sense, of about
535,000 different species. In fact, TAXREF contains 733,000 entries, but about
200,000 describe the upper levels of the classification hierarchy, and a few entries
only differ by vernacular names, which our task ignores.

A first experiment is to use the TAXREF thesaurus as a classifier: to be or not to
be in the thesaurus. Unsurprisingly, precision is 100%, and recall has also improved
over LINNAEUS, 33.8%, which yields an F-measure of 50.6%. The improved
recall probably comes from using a more natural-history-oriented thesaurus.

This experiment shows that more than 60% of the binomial names found in
our gold standard are not in a modern thesaurus. Several factors can explain this:

1. real changes in the Linnean classification,
2. OCR noise,

3. relaxed usages that do not obey taxonomy codes (capitalization of species
names, accents, ligatures, spelling, etc.),

4. TAXREF is simply incomplete.

We examine points 4 and 2 in this order. Point 3 will be examined later in Sec-
tion 5.3.

The missing element in a thesaurus like TAXREEF is that abbreviations are not
in the thesaurus. However, they are completely legal and of rather frequent use. We
refined the TAXREEF classifier so that it also recognizes abbreviated forms of its
binomial names. This improves recall, 37.1%, and the F-measure, 54.1%.

Note that it could have deteriorated precision if an abbreviated form had coin-
cided with a "M. Lastname" form ("M." is the abbreviation for Mister in French).
For instance, Malva Ludwigii abbreviates in M. Ludwigii, which makes a plausible
proper name. The 100% precision shows that this has not happened in the annotated
volumes, but it does not exclude that it may occur elsewhere, and we will see in the
following that similar kinds of coincidence really happen.
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Estimating the effect of OCR noise is not easy, especially if one wants to avoid
an enumeration of all OCR errors. We tried approaching this question by refining
the TAXREF classifier with an edition distance. In this version, the classifier does
not look for a perfect match with binomial names in the thesaurus, but it allows for
a match modulo edition distance. In this experiment, we used the Python regex
implementation of matching regular expressions modulo a Levenshtein distance. It
appears that the cost of this variant is enormous and prevents anyone from basing an
effective large-scale solution on this principle. In short, computation time doubles
with each increment of the distance.

So, instead of running a full-fledged TAXREEF classifier modulo distance, we
took the binomial names in the gold standard and checked whether they matched
an entry in the thesaurus, and which one. We observed that each increment of the
distance recognized more positive occurrences, but also that for distances greater
than 2, it is more extrapolating than simply correcting OCR errors. For instance,
Cygnus ferus (a swan) is recognized as Cionus netus (a bug). Recall that our ulti-
mate task is to find keys for indexing articles in LN, so such confusion must not be
introduced.

Altogether, at distance 4, which is unreliable and highly computationally
costly, there is still around a third of the true positive binoms in the sample that
are not recognized. At distance 2, which seems to be the maximum safe distance,
40% of the true binoms (i.e., binomial names) of the sample are not recognized in
TAXREF modulo distance. It is even worse when combining the abbreviation re-
finement with the distance refinement. For instance, the true positive D. punjabicus
(an extinct great ape) is recognized as Dasyscyphus pudicus (a mold). However,
even at this distance, about 30% of the true abbreviated binomial names are not
recognized in TAXREF.

These results confirm that the important drift in classification combined with
noise renders taxonomic thesaurus ill-suited for the task of detecting binomial
names in a historical and noisy corpus, as is LN. Nevertheless, we have shown
in (Morand & Ridoux, 2023) that a thesaurus such as TAXREF could be used to
learn valid Latin declensions.

Finally, QUAESITOR proposes a solution that is not dictionary-based.

4.4. QUAESITOR

Similarly to LINNAEUS, QUAESITOR (Little, 2020) aims at finding binomial
names in scientific publications but with a more complex approach. It uses a com-
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bination of pattern matching (regular expressions), a Bloom filter, and a trio of
complementary ensembled neural networks. To evaluate whether the factors that
prevent LINNAEUS from working in our context are only a matter of technologi-
cal development, we also tested QUAESITOR. It is to be noted that since it aims
at identifying the species mentioned, QUAESITOR outputs a list of normalized
names. This is a normal part of a NER system, but not of our ENR task. There-
fore, we had to undo the normalization to find the position of the binomial names it
found.

QUAESITOR obtains the following results: a precision of 12.38%, a recall of
53.42%, and an F-measure of 20.10%.

We can see that QUAESITOR obtains better results than LINNAEUS. How-
ever, its F-measure is less than half that of the TAXREEF classifier, and both have
very unbalanced precision and recall. It seems that QUAESITOR has traded pre-
cision for recall. However, such a low precision cannot be accepted for our task
of annotating articles because almost 90% of the tags would be irrelevant. (Lit-
tle, 2020) compares QUAESITOR with other approaches, including LINNAEUS,
on three benchmarks. The precision of LINNAEUS is evaluated at 70-90 %, and
the recall is evaluated at 5-60 %, depending on the benchmark. This evaluation
confirms that the observed performances of a tool are highly dependent on the task
used for evaluation.

Altogether, neither LINNAEUS and QUAESITOR nor our TAXREEF classifier
can cope with the characteristics of our task, which is to annotate binomial names
in a large, noisy, heterogeneous, and diachronic corpus. This baseline, combined
with observations from the state of the art, justifies the need and choice of a new
approach for our task.

5. A Competent Reader Imitator

We propose a method that yields significantly better results than the methods tested
in the previous section. We call it Competent Reader Imitator (CRI). It combines
two heuristics:

1. To use the Latin structure of binomial names as a search pattern. We call
this heuristics LATIN.

2. To observe that binomial names are rare words and thus restrict the search
to rare words. We call this heuristics Rare-Frequent Threshold (RFT).
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Taken separately, these two heuristics do not yield better results than other methods.
However, their combination yields much better results. In short, the CRI heuristic
is to combine LATIN and RFT.

5.1. LATIN

The LATIN heuristic is to combine formal patterns that binomial names follow.

As in (Koning et al., 2005, Sautter et al., 2006), we use a first pattern, being
that binomial names must look Latin. They must end with a Latin declension, and
the species name declension must agree with the genus name according to Latin
grammar rules. This pattern does not work well alone because many Latin de-
clensions are very common in French, such as ending with an ’s” or an ’e’. Note
that these French declensions can be only superficially similar to Latin declension:
e.g., "Whymper recommenca ..." ("Whymper tried again ...", intentionally left non-
italicized). However, this conjunction of a subject proper name and a third-person
past tense verb is very frequent in narration, and ’a’ is a plausible declension for a
Latin adjective.

A second pattern is that the first word of a pair should start with a capital letter,
and the second should not.

Definition 3 (Mm) In the sequel, Min (Majuscule-minuscule) refers to name pairs
that respect the Latin declensions and the capitalization of the first world only.

This pattern alone is insufficient because it represents too many situations that have
nothing to do with binomial names. Most sentences begin with a sequence that
satisfies this pattern, and most proper names initiate a similar sequence.

A third pattern is that the genus can be abbreviated in its capitalized initial
letter.

Definition 4 (A) In the sequel, A (Abbreviation) refers to pairs whose first part is
a capital letter with a dot and whose second part respects the Latin declensions of
specific names (i.e., adjective, nominative noun, or genitive noun).

This pattern is also too broad since it is frequent to encounter "M. Lastname"
(French for "Mr Lastname") or even "F. Lastname" where "F." is the initial of the
first name ("Fabiola Lastname"). In fact, a side-rule of this pattern is that the genus
name must occur in full closely before its abbreviation.

Taken individually, these patterns are way too permissive. Taken collectively,
they are more precise, but in practice, not precise enough. Binoms respecting the A
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or Mm pattern are the conventional binoms, e.g., the ones that would be considered
valid with respect to modern codes.

To recognize patterns in text, we use regular expressions (Jurafsky & Martin,
2009). There are the three Latin genera to be considered, the five Latin declensions,
and the three authorized forms: nominative-nominative, nominative-genitive, and
nominative-adjective. The regular expression that describes all possible combina-
tions is too large to be easily written by hand. However, it is very systematically
constructed, and a rather simple program can generate it automatically from the
authorized forms and the Latin declension rules. This amounts to thousands of bi-
nomial name patterns combined in a huge regular expression, which is then passed
to methods of the regex Python library to compile it into an automaton.

The CRI classifier works in two passes. The first one aims at finding all the
Mm patterns. This will return positive entries, some true, others false. After the
first pass, the classifier performs a second pass intending to find binomial names
with an abbreviated genus name. To do so, it generates a new regular expression
that matches the first letter of all genus names that have been found in the Mm
path, followed by a dot and then any lower-case word that respects a specific name
declension. To cope with the frequent "M. Lastname", this second pass ignores
binomial name candidates that start with a capitalized "M". This is a slight loss in
recall but a significant gain in precision.

Used naively, all these purely syntactic patterns are not very discriminating on
their own and give terrible results. Indeed, they generate a lot of false positives,
hence a low precision (about 20 %). However, as we observed in section 3.3, with
only around one binomial name every 3.5 pages, binomial names are rare in the
statistical distribution of all the words in the corpus. To account for this, we only
seek binoms that match the LATIN heuristic and that do not contain any frequent
words. It remains to determine what it is to be frequent.

5.2. A Rare-Frequent Threshold

The frequency heuristic is to ignore all words that are more frequent than a Rare-
Frequent Threshold (RFT in the sequel).

Definition 5 (Rare-Frequent Threshold, RFT) Considering an ordering of all
words of the collection (about 1,000,000 unique words) from the most frequent to
the least frequent, the RFT is the rank r that separates words that are excluded, i.e.,
all words w with rank r,, < r, from words which are considered as possible genus
and species names, i.e., all words w with rank r,, > r.



A Competent Reader Imitator for binomial names 53

100
S 80| 1
E
S 60| .
=
R=
3
S 40| / —— Precision |
é —e— Recall
S —o— F-measure
5 20| i
fu

N AR AR AP AR AR AR AP AR APRADRA]

c)Q ‘35Q\Q‘JQ\‘)‘?Q%Q‘?Q%‘;‘?Q%Q‘JQ%‘)‘DQ@505(6‘956‘365656

RFT (rank of words in decreasing frequency order)

Figure 3 — Evolution with respect to increasing RFT of the different performance
indicators for the modified LATIN classifier that implements the RFT

The RFT only applies to words of length strictly greater than one letter to cope with
abbreviations.

To identify a useful RFT, we repeatedly apply a modified LATIN classifier
that takes frequency into account to a sequence of increasing frequency thresholds.
Applied to manually annotated volumes, this application will return a range of per-
formance indicators for the whole sequence, which will then help us to choose the
best RFT value.

The estimation of RFT also implies that the gold standard is now split into two
subsets. The first subset comprises volumes 12 and 126 and serves as a "training
set" to calibrate the RFT. The second comprises volumes 83 and 155 and serves as
the evaluation or test set.

Figure 3 shows the evolution of the different performance indicators of the
modified classifier as the RFT increases. Best choices can be read at the maxima
of the F-measure curve. The LATIN patterns are very inefficient for a low RFT
(left part of the graph). Indeed, although LATIN classifies most of the binomial
names of the calibration corpus correctly (indicated by a high recall), precision is
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very low. This low precision suggests that LATIN accepts many pairs that are not
true binomial nouns (even in the weak sense of the CRH).

The precision improves greatly after removing the most frequent words (e.g.,
the 15,000 most frequent words or the first 1.5% of the vocabulary). At the same
time, recall slightly decreases as expected because a stronger condition is applied.
However, the decrease in recall is much less than the increase in precision, and the
F-measure increases.

For an RFT between 15,000 and 40,000, the F-measure is stable, and choosing
an RFT is mainly a matter of prioritizing precision or recall. These observations
suggest that our future experiments can be set to always use an RFT of 15,000,
which is the point of precision-recall equilibrium. Thus, this experiment shows that
syntactic patterns that were initially not very discriminating become relevant when
applied to sufficiently rare words.

The modified LATIN classifier with an RFT set at 15,000 is the core of the CRI
classifier (see the lower half of Figure 1). At this point, CRI implements a classifier
that strictly follows taxonomic codes. The next step involves coping with frequently
observed deviations from the code.

5.3. Handling deviations from the code

As mentioned in Section 2.1, the LN corpus presents many variations from mod-
ern taxonomic rules. Such variations depend on the authors and change over time.
Consequently, many entirely legitimate binoms (according to the Competent Reader
Hypothesis) do not respect established conventions. For instance, it is common that
when the specific name refers to a place or a person, such as in Trachycarpus for-
tunei (a palm tree named after Mr Robert Fortune, hence the genitive), it is capital-
ized as is the genus name. To account for this usage, an option is added for accepting
Latin-like binoms where both words are capitalized. symmetrically, another option
is added for accepting Latin-like binoms where both words are not capitalized.

Definition 6 (MM and mm) In the sequel, MM refers to word pairs that respect
the Latin declension rules where both words are capitalized, and mm refers to word
pairs that respect the Latin declension rules where words are not capitalized.

Unfortunately, the MM and mm patterns invite too many false positives. Restricted
Latin patterns are therefore used to compensate for these inconsistent patterns, i.e.,
restricted variants of the (ending, gender) tables are created that exclude endings
that are too French-like. For instance, the ending "s" is excluded while the ending
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"us" is retained. These restricted variants are then used to generate the regular
expression used to recognize relaxed patterns in the text, such as MM and mm, in
order to avoid producing an altogether over-generalizing pattern.

To account for these new patterns, the CRI classifier is modified as follows.
The first pass tries to identify Mm but also MM and mm binoms. The second pass
now tries to find abbreviations corresponding to only the candidate binoms that start
with a capitalized letter (i.e., Mm or MM patterns), meaning that if the classifier’s
first pass found "Homo sapiens", "Canis Lupus" and "felix gatus", the classifier will
generate the expression for any "H." or "C.", followed by a space and any word.
It will not try to find "E." followed by a space and any word since felix is not
capitalized in the match. To accept non-capitalized genus names (here, felix with a
small > £ ) is already a relaxation of the rule that generates many false positives. For
instance, "qui" ("who/that/which") is a frequent occurrence in French. It matches a
Latin declension, but has nothing to do with Linnean taxonomy. It is rare behind a
capitalized word, and the LATIN classifier will filter out much of them. However,
it is much more frequent behind a non-capitalized word, and the LATIN classifier
will let some of them go through (e.g., in "vapeur d’eau qui accompagne", French
for "Steam that accompanies”, eau qui is composed of plausible latin declension,
and might be accepted by the mm pattern). As a rule, we do not want a relaxation
apply to another relaxation, generating still more false positives.

Another relaxation is to use accentuated letters in binomial names. Again, this
goes against established conventions, but it happens. However, the situation differs
a lot from the MM and mm cases. While the MM and mm cases are frequent, the
use of accentuated letters in binomial names remains rare (about 1% in the sample
studied in Section 6.2), so the gain in recall is small. Accepting this relaxation
would also lead to far too many ordinary French words being accepted, so the loss
in precision would be enormous. We therefore decided to ignore this relaxed usage.

Another idea that comes to mind is to use trigger words to detect binomial
names that the preceding methods might have missed. However, we observe that
the words genre (French for genus) and espéce (French for species), which should
serve as triggers for the trigger-based approach, have too many other unrelated oc-
currences, as shown in Figure 4 (the average number of mentions of the trigger
words in a page does not grow with the number of binomial names in the same
page). This can be easily observed for the word genre, whose distribution is almost
flat, i.e., independent from the density of binomial names. For this reason, we have
decided to disregard this possibility.
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Figure 4 — Average number of mentions of the terms "genre" and "espece" in volume
103 of LN in function of the number of binomial names (tagged by CRI) in the pages

We have presented a new classifier with many possible variants. In the next
section, we evaluate whether it helps solve the task of finding the position of bino-
mial names in a diachronic, heterogeneous, and noisy corpus.

6. Evaluation

The evaluation of the CRI classifier is presented as follows. First, in Section 6.1, the
performances of the CRI classifier (precision, recall, F-measure) are compared with
methods from the state-of-the-art section (LINNEAUS and QUAESITOR, see 4.1)
with respect to the gold standard, i.e., the ex-anfe manual annotations of four vol-
umes (see section 3.3). Then, in section 6.2, we perform an ex-post validation to
estimate precision over the whole LN archive. Then, as we have tried and dis-
cussed numerous variations (Mm, A, MM, mm, for majuscule-minuscule, abbrevi-
ation, majuscule-majuscule, and minuscule-minuscule, all defined in sections 5.1
and 5.3), Section 6.3 evaluates the sensitivity of the CRI classifier to the types of
patterns that are recognized. Finally, Section 6.4 explores the sensitivity of our
classifier to heterogeneity in the LN archive.
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Classifier LINNAEUS | QUAESITOR (gnlff‘) s )
precision (%) 18.92 13.61 68.95 60.10
recall (%) 23.71 57.65 69.98 79.93
F-measure (%) 21.04 22.02 69.47 68.61
real time (minutes) 3’23 12’54 4°43 ~ 20
user time (minutes) 744 14°30 4’43 ~ 20

Table 1 — Comparison of CRI with LINNAEUS and QUAESITOR on the evaluation
corpus

6.1. Comparison with the state of the art

Table 1 compares the performances of LINNAEUS, QUAESITOR, and two variants
of CRI: the basic variant with A and Mm, and a relaxed variant that adds MM and
mm. In this table, row "real time" shows the perceived computation time from the
outside of the computer (aka "wall-clock time" or "real-world time"). Row "user
time" shows the total work required to compute binomial names for the evaluation
corpus on the several cores of a personal laptop (ASUS 2019, Core i7-7700HQ,
2.80 GHz, eight cores, 8 GB memory). Row "user time" shows a greater value than
row "real time" when several cores are used simultaneously. We deliberately did not
seek an optimized computation time for this work. Even if our lab is equipped with
a high-performance computing system, our goal is that less equipped institutions,
or even individuals, could repeat the same type of experiments (Gundersen et al.,
2018).

We observe that the two variants of CRI yield much better performances than
both LINNAEUS and QUAESITOR. The two variants of CRI yield equivalent F-
measures, but the basic one has better precision, and the relaxed one better recall,
at the price of a longer run-time.

Note that LINNAEUS uses several processor cores, though CRI only uses one.
This shows that the run-time of CRI with A and Mm can still be improved, though
it is already the solution that demands the least amount of work.

6.2. Ex-post evaluation

The previous evaluation is based on the gold standard, i.e., the ex-anfe manual anno-
tations of four volumes. The goal of this section is to evaluate whether these results
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generalize to all volumes. The principle of this evaluation is to compute a sample
of all positive answers and check manually whether the answers in the sample are
true positives or not. This can easily be done for precision. In this section, we test
the basic variant of CRI (A plus Mm).

A random sample of 5% of all binoms extracted from the whole collection by
the CRI classifier was computed. In order to make the manual checking easier to
perform, the sampled binoms were extracted with their context, in a concordancer
style (Barriere, 2016): 30 characters on the left of each positive binom and 30
characters on the right.

Then, we played the role of the Competent Reader. In other words, we checked
whether each binom could be read as an intended genus-species name, regardless
of whether it is an actual binom of a modern taxonomy or adequately written. Con-
sider, for instance, the following outputs and their evaluation by the Competent
Reader (the matched strings are underlined for ease of reading, though they are not
in the original output):

— tares envahie par les mulots (Wus sylvaticus) et par les
campagnols (Arvic
— S secteurs déterminés : ainsi Suzda frulicosa, espéce
méditerranéenne, ne s
— es Canards sauvages colverts (Anas boschas) et méme les
Oies sauvages de
— Crescens, en 1474, publia un Opus ruralium commodorum
plein de renseigne
— e posssnsrssse 46 Arkllerie prussienne.
........ 4......sssses es " H
— lations. - On connait, dit la Gazelle hebdo madaire de
médecine, les lois
Wus for Mus (the genus of mice) is accepted as a true positive despite an OCR
error (W for M, a frequent error). Similarly, Sueeda frulicosa is accepted despite a
widespread OCR error (! for ¢ in fruticosa) and a deprecated spelling (e for ae in
Suaeda). And Anas boschas is accepted despite being an obsolete name for Anas
platyrhynchos, the mallard or wild duck. Note also the spurious capitalization of
"Canards" (ducks) and "Oies" (geese) in the context. In the next sample, Opus
ruralium is part of a Latin book title, which the concordancer shows well. The last
items exemplify what word monstrosities or unintentional puns OCR can create.
Notice in particular how the same widespread OCR error as above (/ for ¢, twice in a
row) in conjunction with another OCR error (inserting a blank character) transforms




A Competent Reader Imitator for binomial names 59
types of Mm | Mm, MM | Mm, A | Mm, MM, | Mm, mm | Mm, MM,
binoms searched A A mm, A
precision (%) | 75.70 69.39 68.95 62.53 65.44 60.10
recall (%) 67.66 73.30 69.98 76.12 73.80 79.93
F-measure (%) | 71.45 71.29 69.47 68.66 69.37 68.61
time (minutes) ~5 ~5 ~5 ~5 15 20

Table 2 — Variation of the performance indicators with respect to binom patterns
(Vol. 83 and 155)

Gazette hebdomadaire (weekly newsletter) into Gazelle hebdo which has a definite
Latin look if one only considers word endings, as the classifier does. Note also that
Gazelle is only one letter apart from the valid genus Gazella and that taking an a
for an e is a frequent OCR error.

This ex-post analysis showed a sampled precision of 68%, which is in the same
order as for the test volumes 83 and 155. This shows that the precision estimated
for the whole LN archive is similar to the precision measured with respect to the
gold standard.

6.3. Sensitivity to accepted patterns

The choice of a variant among combinations of Mm, A, MM, and mm is a hyperpa-
rameter of the CRI classifier (see on the right side of the lower half of Figure 1).
This section presents the sensitivity of the classifier with respect to this hyperpa-
rameter.

Table 2 presents the variations in the different quality indicators when looking
for different patterns on volumes 83 and 155 (the evaluation corpus) with an RFT
of 15,000 words.

The table can be analyzed in terms of the basic patterns as follows:

— Pattern Mm: when used alone, it corresponds to binomial names that could
appear in a modern taxonomic thesaurus. This yields the best precision and
the worst recall. It is the basis of all pattern combinations.

— Pattern A: it accepts abbreviated forms. Recall that they are not relaxed
forms but plain legal forms. This pattern increases recall by about 3%. It
confirms that abbreviated forms are frequent.

— Pattern MM: it accepts more relaxed forms of binomial names. It causes a
drop in precision and an increase in recall. Computation time increases by
about 20%. For the first four columns, it remains within the minute round-
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ing. Note that MM leads to a significant increase in the recall at the price of
many false positives, which come from confusion with proper names. The
RFT barely filters proper names because they are also rare.

— Pattern mm: like MM it is a relaxed form but behaves differently. Pattern
mm impacts little the results, by comparison with the pattern MM. It brings a
smaller increase in recall and a little loss in precision. Its cost is the increase
in computation time because many more word pairs must be tested.

Overall, the F-measure is robust to changes in the patterns searched. Therefore,
depending on one’s objectives, one can confidently choose a combination of basic
patterns. If precision is very important (i.e., false positives are costly), then one
must restrict to the sole Mm pattern. On the contrary, if false negatives are costly
combining all patterns will maximize recall.

6.4. Sensitivity to thematic variability

Several authors mention that thematic heterogeneity impedes recognizing named
entities (Ehrmann et al., 2021, Nadeau & Sekine, 2007). This section confirms this
observation for the case of identifying binomial names in the LN corpus.

Tables 3a and 3b present the results obtained by the CRI classifier on the
four manually annotated volumes when trying to maximize recall (Mm, A, MM
and mm) where volumes 12 and 126 only served for calibration, and volumes 83
and 155 for the evaluation. Table 3a shows the results when considering the whole
corpus, while Table 3b shows the results when only articles with actual occurrences
of binomial names are kept.

This last experiment measures the negative effect of heterogeneity in our cor-
pus. Recall that La Nature is a generalist magazine, and that Life Science articles
correspond to a small subset of it. The experiment shows that a considerable part
of the false positives are due to articles that do not mention binomial names at all.
This is indicated by the almost 20-point increase in precision when only consider-
ing relevant articles and the resulting 10-point increase in the F-measure. This is
why we argue that the corpus statistics are part of the definition of the task. In the
present case, diachronicity, noisiness, and heterogeneity of the corpus are as much
part of the definition of the task as are the characteristics of binomial names. In-
deed, by only changing the distribution of articles that contain binomial names the
same evaluation protocol shows a 20-point difference.
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vol. 12 | vol. 83 | vol. 126 | vol. 155 vol. vol. 12, 83,

83 & 155 | 126 & 155
precision (%) | 67.43 61.25 43.38 58.76 60.10 58.16
recall (%) 82.81 81.99 78.33 77.58 79.93 80.43
F-measure (%) | 74.33 | 70.12 55.84 66.87 68.61 67.50

(a) Scores on the corpus considering all articles

vol. 12 | vol. 83 | vol. 126 | vol. 155 vol. vol. 12, 83,

83 & 155 | 126 & 155
precision (%) 86.45 86.27 69.12 72.19 79.28 79.17
recall (%) 82.81 81.99 78.33 77.58 73.93 80.43
F-measure (%) | 84.59 84.08 73.44 74.79 79.60 79.80

(b) Scores on the corpus only considering life science articles

Table 3 — Scores on the corpus with the RFT set to 15,000 words and looking for
patterns Mm, MM, mm and A (column 83 & 155 corresponds to the evaluation cor-
pus while column 12, 83, 126 & 155 corresponds to both the training and evaluation
corpora)

7. Conclusion & future work

When describing the state-of-the-art in section 4.1, we discussed the impacts, posi-
tive and negative, of our research. We start this conclusion by estimating the carbon
footprint of the work presented in this article. We then discuss the academic results
of this work and, finally, some directions for future work.

7.1. Carbon impact

Regarding recent Al work, several authors object to the untold environmental dam-
ages of these technologies (Strubell et al., 2019, Schwartz et al., 2020, Bannour
et al., 2021). They call for a systematic reporting of Al research impacts. We apply
this recommendation to our work, but it is only a tentative effort because we lack
the tools and norms for a more fine-grained evaluation.

We have evaluated the carbon footprint of our work using the Green Al-
gorithms calculator (calculator.green-algorithms.org v2.2) (Lannelongue
et al., 2021). We estimate the design and the (multiple) runs of all of the exper-
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iments in this work to have necessitated 100 h on 1 CPU Intel core 17-7700HQ.
This amounts to an energy consumption of 1.43 kWh. Based in France (with an
average carbon intensity of the electricity mix of 51.28 g CO,e/kWh), this leads to
a carbon footprint of 73.23 g COse. Since the 17-7700HQ is not in the database
of the calculator, we declared an A8-7680 CPU because it has a similar energy
consumption profile.

Applying the CRI classifier to the whole LN archive necessitated 10 hours on
the same computer, hence an estimated consumption of 0.15 kWh and a supplemen-
tary carbon footprint of 7.3 g CO»e.

7.2. Conclusion / discussion

In this work, we have introduced the Competent Reader Hypothesis (CRH) to define
the task of recognizing binomial names in a diachronic, heterogeneous, and noisy
corpus. The idea is that a Competent Reader knows the linguistic codes of a pop-
ular science magazine and, therefore, recognizes binomial names, even on the first
encounter, even when depreciated or ill-formed, and can differentiate the colloquial
use of a Latin genus from its scientific use. Nevertheless, the Competent Reader is
not an expert reader. This is coherent with the task of analyzing the articles of a
popular science magazine.

CRH serves as a guideline for the evaluation of candidate classifiers for our
task. In particular, it was used for manually annotating part of the LN archive,
forming a gold standard corpus.

We reviewed several available classifiers against this gold standard and found
their performance insufficient for our task. This can be easily explained by the
constant evolution of the Linnean classification, by OCR noise, and by frequent
deviations from the taxonomic codes in the LN corpus.

We have introduced CRI, a rule-based approach that imitates the CR. Since bi-
nomial names are very rare in the corpus, the CRI approach that we have developed
combines a filter that recognizes the expected form of binomial names (LATIN)
with a frequency filter (RFT) that eliminates frequent words. Taken separately, these
two filters are very weak, but their combination provides acceptable performances.

The performance of CRI is about 70% regarding precision, recall, and F-
measure. We have observed that the F-measure is stable with respect to changes
in hyperparameters, though precision and recall may vary. Ex-post annotation in
section 6.2 has shown that precision evaluated on test volumes is confirmed on ran-
dom samples of all answers for the whole collection. Our experiments also confirm
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the negative impact of thematic heterogeneity on performance. Indeed, when non-
life-science articles are suppressed from the corpus, precision increases by about
20 points.

Our experiments show that the performances heavily depend on the task. This
requires specifying the task with great precision, including the properties of the cor-
pus. Our ultimate task is not only to recognize binomial names but, more generally,
to facilitate digital humanities research. Consequently, an actual evaluation should
be done with reference to this ultimate task.

The program codes and data of the experiments described in this article
are available at https://github.com/oridoux/TAXONER/tree/main/LI2024/
CRI.

7.3. Future Work

Our method does not yet take into account the textual context of candidate binoms.
Possible contextual information that could be used to improve the method is the
presence/absence of the vernacular names of living organisms close to the candidate
binoms. To do so, thesauruses like TAXREEF or the Catalog of Life (Banki et al.,
2023) could greatly help.

The Competent Reader Hypothesis has many potential applications. For in-
stance, it could be applied to other classes of named entities with similar charac-
teristics to those of binomial names. In the field of chemistry, chemical names are
highly recognizable as such, even if one does not understand what they mean. Like
biology, chemistry has adopted international nomenclature codes since the end of
the 19th century (Eltyeb & Salim, 2014). Similarly to biology, the nomenclature has
changed a lot over time, and the adoption of these codes in popular science mag-
azines has been inconsistent. Similarly, names of scientific and technical artifacts
can be easily recognized by a Competent Reader even without knowing what those
objects do (e.g., "...scope" or "...tron"). We believe that these classes, chemical
names, and technical innovations could benefit from the CRI approach.

A part of the difficulty of our task came from surface confusion between Latin
and French. It would be interesting to test the CRI classifier on archives with a
similar structure to LN but written in a language other than French. For instance,
The Scientific American and Nature started publication in the 19th century with
similar objectives to LN.

The validation mode presented here is called intrinsic (Clark et al., 2012). It is
the only possible choice since there are no digital humanities applications that ex-
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ploit the semantic annotations we compute. As soon as such an application is avail-
able, it will be possible to proceed to an extrinsic validation, i.e., a measure of how
a downstream application is affected by the imperfections of semantic annotation.
Such an application is currently under development. It consists of a "conceptual”
navigation interface, i.e., one that allows a user to elaborate a query in a dialogue
with the application (see bottom of Figure 1).

We are satisfied with the results of our approach for detecting binomial names
in LN. Consequently, we think future work should strive for the detection of a
greater variety of attributes and combine them for an effective digital humanities
application without forgetting our global objectives of digital sufficiency.
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Summary

La Nature (1873 - 1962) is a French popular science magazine that spanned a large
time period and a large range of topics. It is available via ocerized archives so
that it forms a corpus that is simultaneously diachronous, heterogeneous, and noisy.
Although these characteristics make it complex to analyze, La Nature is of great
interest for digital humanities studies on the evolution of thoughts in science, tech-
nology, and even politics. The work presented in this article is part of research on
the semantic annotation of these archives, which is discovering clues for exploring
them. One type of clue that has not been explored in a complex corpus such as La
Nature is binomial names, or more specifically, the named entities that refer to the
Linnean classification of life, e.g., Escherichia coli. To overcome this complexity,
the concept of a Competent Reader, who can detect binomial names even when ob-
solete, non-standard or defaced by OCR, is introduced. By imitating a Competent
Reader, our approach, which we call the Competent Reader Imitator (CRI), in-
volves combining a rule-based approach with a frequency argument. We show that
this innovative method is robust to numerous variations and consistently achieves
an F-measure of about 70% despite diachronicity, heterogeneity, and noise, which
are all known to impede named entity recognition. Our method has many potential
applications, such as in the study of chemical names and names of scientific and
technical artifacts, which could benefit from the Competent Reader imitation ap-
proach. Beyond our work on La Nature, we hope this paper provides a set of tools
and methods that are easily understandable, frugal, and usable for a general public
interested in exploring similar historical corpus.
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