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Simplicity is the ultimate improvement.

Abstract

In this paper we consider scalar Riemann solvers on networks, associated to scalar conservation laws. A junction
is a particular network which is a finite set of half lines glued together at the origin. Riemann solvers solve uniquely
the Riemann problem on the junction. We also assume that Riemann solutions are stable by passage to the limit.

In part I of the paper, we only address fundamental questions concerning Riemann problems on junctions. We
show a characterization of Riemann solvers either by their set of stationary solutions (the germ), or equivalently by
their Godunov flux at the junction. Moreover, we show that the gluing of two junctions with Riemann solvers is
well defined and leads to a new junction with a new Riemann solver. Our theory encompasses in particular Kruzkov
germs, Hamilton-Jacobi germs, monotone germs, conservative and non-conservative germs.

In part II of the work, we give an existence and uniqueness theory for conservation laws on networks in the special
case where Riemann solvers are associated to Kruzkov germs.

MSC2020: 35R02, 35F30.
Keywords: network, junction, Riemann problem, Riemann solver, conservation laws, discontinuous flux.
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1 Introduction

In part I of this paper, we consider scalar conservations laws on a junction. A junction of type n : m consists
in a set of N := n 4+ m half lines (branches) glued together at the origin, with n ingoing branches and m
outgoing branches. We consider fluxes f = (f!,..., fV), with one flux on each branch. We assume that the
solution at the origin (the junction point) is given by a Riemann solver. Recall that the Riemann problem
consists to solve the problem with initial data which is constant on each branch. By definition, a Riemann
solver allows to solve uniquely the Riemann problem on the junction. Moreover, by definition, the germ is
the set G C RY of stationary solutions for this Riemann problem on the junction. We show that Riemann
solvers are characterized by their germ G. We assume moreover that the Riemann solver is stable, i.e. that
the set of solutions to the G-Riemann problem is closed by passage to the limit.



We show that there is a 1-1 correspondence between any germ G and its associated Godunov flux fg
at the junction, such that G = { fg =f } We also show that the Godunov flux fg enjoys a certain Rie-

mann monotonicity property which implies for instance that fg + eld is injective for all positive e, where
Id : RN — RY is the identity. This monotonicity property allows to define the gluing G14Gs of two Riemann
germs G, for junctions of type n, : m, for v =1,2. We glue together two branches with the same flux, one
outgoing branch from germ G; with one ingoing branch of germ Gs. Then the glued set G14G, is again a
Riemann germ and is of type (ny +ng — 1) : (mq +mg — 1).

This paper is the result of a project that we started more than ten years ago, strongly inspired by the
work of ANDREIANOV, KARLSEN, RISEBRO in [3]. There, the convenient notion of (what we call Kruzkov)
germ was introduced in order to describe the transmission condition between two domains. We were also
motivated by problems coming from traffic on networks (see for instance the book of GARAVELLO, P1cCOLI
[12]). Notice that in the present paper we do not address at all the further difficulties that arise when
drivers’ turning preferences are transported by the traffic itself (see BRESSAN, FANG YU [6]). The notion
of (Kruzkov) germs has been recently generalized by MuscH, FJORDHOLM, RISEBRO in [18] to the case of
networks (see also the recent work CARDALIAGUET, FORCADEL, MONNEAU [7] for an application of [18] to
Kruzkov germs for traffic). Our reflection reached a certain maturity that allows us to deliver a quite general
theory of germs/Riemann solvers, that we develop in the present paper.

Let us call G-entropy solution any entropy solution with traces in G at the origin. Then our work opens
the door to the following natural question.

Open question: for which Riemann germ G, is there existence and/or uniqueness of G-entropy solutions?

There are potentially as many open problems as Riemann germs. This question is largely open, and we
will try to provide partial answers in future works. For instance, a satisfactory theory can be developed for
Hamilton-Jacobi germs (see FORCADEL, MONNEAU [11] and FORCADEL, IMBERT, MONNEAU [29]).

In part II of this paper, we provide an existence and uniqueness theory for PDE solutions associated to
germs in the special class of Kruzkov germs. A subclass of Kruzkov germs is the one of monotone Kruzkov
germs. For this subclass, we show that a theory of subsolutions/supersolutions is available, with a natural
L'-comparison principle.

2 Framework and main results

2.1 Preliminaries
2.1.1 Riemann germ on a junction

Let N > 1. A branch is an oriented half line. We describe a junction of type m : n, i.e. with m ingoing
branches (—o0,0) and n outgoing branches (0,+o00), where N = m + n. Precisely, consider branches
J¥ ~ (0, 4+00) or (—00,0) for k=1,..., N, and the following junction set

J={} |J J*
k=1,...,N

with the topology of IV branches glued together at the junction point 0. For later use, we also define the
orientation of the branch

; -1 if JI~(~0,0)
—g) = . )
(2.1) 7= { +1 if J7 ~ (0,+00)

For a = (a,...,a™),b= (b*,...,b") € RY with R := RU {—00, +00}, we write a < b if a¥ < b* for all
k, and a < b if a¥ < b* for all k. Then we consider a box [a, b] defined as follows and a vectorial flux function



f satisfying
(2.2)
[a,b] := H a® bF] c RN, with a<b
k=1,..,N
f¥ < [a®,b*] — R is locally Lipschitz continuous

the function f = (f*)r=1 and

.....

there exists 0% € {£1} s.t.
OF fE(p*) — 400 if |pF| = +oo and p* € [aF,b¥] (coercivity)

where we take the convention in the whole paper that for all ¢,d € R with ¢ < d, we set

[c,d]—Rﬁ{xEI@, chgd}
(2.3) (c,d:==Rn{ze R, c<x<d} (box convention)
[c,d):=RN{zeR, c<z<d}

We mainly have in mind this convention for ¢, d finite, but allow more generally convention ¢,d € {£oo}. In
particular, coercivity assumption in (2.2) is useful only when a* = —occ and/or b* = +oc.

Even if the local Lipschitz continuity of f seems technical in assumption (2.2), it is very useful, because
this insures that the velocity of propagation is always finite. For p = (p',...,p"), we will also denote

o) = f*o")

by abuse of notation.
We then consider functions u* : [0, +00) x J¥ — [a*, b¥], with u* (¢, z) solution of scalar conservation laws
on the branch J*

(2.4) ouk + 0, (f*(uk)) =0 on (0, +00) x Jk, k=1,....,.N
’ u(t,0) € G for a.e. time ¢t € (0,400)
and where the junction condition satisfied by the trace of u = (ul,...,u") on {x = 0}, is encoded by a given

set G C [a,b]. We will see later why the trace is well defined in the case of a Riemann problem.

The box [a, b] where the solutions take their values presents the advantage to be preserved by the PDE,
under suitable conditions. Moreover, even if the box is equal to RY, we will see that under our assumptions,
if the initial data is bounded, then there is a general procedure that allows to replace RY by a bounded box
[a,b] (see Proposition 6.1).

We now want to recall the definition of Kruzkov entropy solutions (see Kruzkov [16]). For z € R,
we set sign(x) := 1{I>0} - 1{$< 1% We recall that the Kruzkov pairs (entropy/ flux of entropy) for u =
(wl,...,uN),v=(vt. are given by

(2.5) 1*(u,0) = o (0¥, 0F) = [k — 0¥ and @F(u,v) = pF (b, ob) = sign(ut — ob) - {FE(ub) — F(0)}
Then we recall the following standard notion.

Definition 2.1 (KruZkov entropy solution, [16])

We say that uF € L>([0,+00) x J¥;[a* b¥]) is a Kruzkov entropy solution of the first line of (2.4), with
initial data uf € L>®(J*;[a*,b¥)), if for any constant ¢ = (c',...,cN) € RN, and for any (test) function
0 < ¢* € C([0, +00) x J*), we have

/ {0 (u, )t + ¥*(u, )y } dtdw+/ 0" (uo, )" dx >0
(0,+00) x Jk {0} x J*k

Definition 2.2 (G-entropy solution)

Under assumption (2.2), we say that u = (uk)kzl}wN is a G-entropy solution, if each component u* is a
Kruzkov entropy solution of the first line of (2.4), and the trace u(-,0) (when it is defined) satisfies the second
line of (2.4).

We introduce the following definition.



Definition 2.3 (G-Riemann problem)

Assume (2.2). Given any p = (p',...,pN) € [a,b], we say that u = (u¥)r=1 N is a G-entropy solution to
the G-Riemann problem with initial data p, if u® : [0, +00) x J* — [a¥,b*] is a Kruzkov entropy solution of
(2.4) such that for all k, we have

(2.6)
u (t,x) (1 7) for all (t,z) € (0,400) x J¥ (0-homogeneity)
uf = on {0} x J*, (initial data)
u (t,O) = pF for a.e. time te (0,+00) (trace at the origin along J*)

g

for some p = (p*,...,pY) € G. The solution is then denoted by u = Up 5

Notice that the meaning of the trace is the following

ess lim |u/ (t,2) — p’| dt =0 for all index j and all T > 0
Ji3x—=0 (0,T)

Still, in part I of this paper, we will never have to use such a delicate notion of trace; here the notion will be

much more elementar. Indeed, for classical Riemann problem (and then also for our G-Riemann problem), it

is known that each component map z + u*(¢,z) is monotone (see Lemma 9.1), and then the trace u*(t,0)

is well-defined without requiring further assumptions on f which are usually required to get strong traces.
We have the following result.

Proposition 2.4 (L! estimate for Riemann problem)
Assume (2.2) and let p € [a,b] and some set G C [a,b] such that there exists p € G and a G-entropy solution

U= ugﬁ, Then for allt >0 and j =1,..., N, we have

(2.7) / (W ) = t{F) — P )} and/ Ju — | =t ) - )]
{t}xJI {t}x Ji

Definition 2.5 (Generalized Riemann germ, Godunov flux, Riemann germ)
Assume (2.2).
i) (Generalized Riemann germ and the projection 7g)
A set G C [a,b] is called a generalized Riemann germ (with respect to (J, f)) if for any initial data p € [a,b],
there exists a unique G-entropy solution u 5 to G-Riemann problem (2.6) with some trace p € G at x = 0.
Then it defines a map 7 := 7g
mg: [a,b] — G

p = w(p)=
which is a nonlinear projection, i.e. satisfies mo m™ = .
ii) (Godunov flux)
Given a generalized Riemann germ G, we define the Godunov fluz at the junction f = fg as

3>

p = fg(p) == (f omg)(p)

iii) (Stability and Riemann germ)

Given a generalized Riemann germ G, we say that G-Riemann problem (2.6) is stable if for any sequence
(Pn)nen with [a,b] 3 pp = poo € [a,b], we have
ugnm(pn) — uig)oovﬂ'(poo) in  L},.([0,+00) x J) as n— 400
By abuse of terminology, we will say that G is stable. In such a case, G is called a Riemann germ (with

respect to (J, f)).

Remark 2.6 The (generalized) Riemann solver is the map p — ulg”r(p).

literature), the map 7 itself is sometimes also called a (generalized) Riemann solver.

By abuse of terminology (in the

The Godunov flux at the junction fg has to be distinguished from the standard Godunov flux G .



Definition 2.7 (Standard Godunov flux)
Assume (2.2). The standard Godunov flux associated to the flux f7 is given by

inf f/ if pI<¢

S Il h h [pj,q]
Gw.0) =6 W) =1 s
[¢7,p7]

with monotonicities (not in the strict sense) indicated by the arrows G’ (1, ).
We introduce the following.

Definition 2.8 (Subclasses of germs)

Assume (2.2). Let G C [a,b] be a generalized Riemann germ.

i) (Kruzkov germs = D-germs)

We say that G is a Kruzkov germ (also called a D-germ), if it satisfies

D' (p,q) >0 forall pgeg

where the dissipation is defined by

(2.8) D/(p.q):= Y. D" (p,q)=IN-OUT with D' (p,q):=c"sign(p" —q") - {f**) - f*(d")}

(which is a Kruzkov entropy production at the junction point).
i’) (Monotone Kruzkov germs = D -germs)
We say that G is a Dy -germ, if it satisfies

Di(p,q) >0 forall pqeg
where the semi-dissipation is defined by
(2.9) D! 1(p,q): Z Df (p,q) = IN-OUT with Df (p,q) == o"-sign™ {fk fk(qk)}
k=1,...,N

(which is a Kruzkov semi-entropy production at the junction point).

ii) (HJ germs)

We say that G is a Hamilton-Jacobi germ (HJ germ for short) if there exists a scalar function h : G — R
such that

(with our convention fI(p) := f(p?)).
iii) (Monotone germs)
We say that G is a monotone germ if for all p,q € [a,b] we have

(2.10) p=q implies mg(p) = 7g(q)

iv) (Conservative germs)
We say that G is a conservative germ if IN= OUT, i.e. if

o F= Y, fp) foral peg
Jir~(—00,0) Ji~(0,400)
For later use, we also define the Rankine-Hugoniot function
RH'(p):= > o/f/(p)=IN- OUT
j=1,...,N
which vanishes on conservative germs.

Notice that Kruzkov, monotone Kruzkov, HJ, monotone and conservative germs G can equivalently (and
conveniently) be defined by the properties of their Godunov flux fg (see Lemma 5.5). We will see that the
terminology ”monotone Kruzkov” germs is justified for D -germs, because we have exactly

{Kruzkov germs} N {monotone germs} = {D,-germs}

as shows Theorem 2.23.



2.1.2 Basin of Attraction

We will need the following key notion of basin of attraction of a point p € [a,b]. As we will see later, the
basin of attraction of p is the set of initial data p € [a,b] such that Riemann problem (2.6) can reach the
value p at the junction point z = 0. It turns out that this notion is independent on the germ G, and indeed
reduces to the question for each component j. Hence the basin of attraction of p, is simply given by the
product of the basins of attraction of each component p/. The basin of attraction of 7 depends on the
orientation of the branch J7. For a single branch J7 with flux f7, the ”Basin of Attraction” around p’ is
called BA”-f))(7) and is pictured in the generic case on the associated figure.

! !
(J',f) Aj (1) /\j
BA (B BA )
/
) —p’ —p!
p’ p’ p’ p’ p’ P’
(a) Basin of Attraction for an ingoing branch (b) Basin of Attraction for an outgoing branch
JI ~ (—c0,0) JI (0, +00)

The limit cases correspond to p/ = p/,a’ or p’ = p?,b7. For J7 ~ (—00,0), the Basin of Attraction of p
is itself given by the largest interval I := BAW":/))(57) containing 7, such that for M := f7(p7), we have
In{fi=XN}={p'} with fJ strictly bigger than A on the left of p/ and f7 strictly less than A’ on the
right of p/. In the case where f7 is increasing, then 17 is reduced to the singleton {p7}.

The basin of attraction of p is simply given by the product of the basins of attraction for each component
7. We now give the precise definition.

Definition 2.9 (Basin of attraction !)
Assume (2.2) and let p € [a,b).
Then the Basin of Attraction of the point p is the set

BA(p)= ] BAY @)

i) (Case A: J7/ ~ (—00,0))
Then o 4 .
BAY D (1) := BAY (p7) U {p} U BAY ()
with for N == fI(p7)
{ BAL (p):={¢ €[d,p)), fI>N on [¢,p)}
BAL () ={¢’ € @,V], F7<N on (.1}

where the intervals BAi (p7) = BAI(p7) N (7, +00) and BA? () = BAI(p7) N (—o0,p?) may be empty.
ii) (Case B: J7 ~ (0, +00))
Then g q . q 5 . .

BAYI) () .= BACT I (7Y with — J7 =~ (—00,0)

n case JJ ~ (—o0,0), we have more precisely
i [ infBAT () if BAT () #£0 i a [af,p7) if p/=a) and fI(ad) >N
L { P otherwise and  BA_(p') = (7, 97) otherwise
and

pj::{ sup BA, (') if BA’ (5 ;é@‘ and BAi(ﬁj):{ (®, b7 if /=0 and fI(b7) <M

pI ot herw1se »,p7) otherwise



In both Cases A or B, and when there will be no ambiguity, we will denote the basin of attraction simply by
BAJ(p?), or BAI(p).

2.1.3 Riemann monotonicity and local constancy

We now introduce certain properties of functions which will be satisfied by the the projection 7g and the
Godunov flux fg, under natural conditions. To this end, we first need to recall the following definition.

Definition 2.10 (Hadamard product of two vectors)
Assume N > 1. For p,q € RY, we define poq € RN as the vector of components given by the product of

components

(poq)t =p*¢"

Then we introduce the following.

Definition 2.11 (Riemann monotonicity)
Assume (2.2) and consider a function h : [a,b] = RN for N > 1. We set [h]? := h(p) — h(q).
We say that h is Riemann monotone if it satisfies for all p,q € [a, b]

(2.11) (p—q)c [h]g <0 = [h]g =0

Notice that condition (2.11) means I{laXN(pj —¢’) - {W(p) — K (q)} <0 implies h(p) = h(q).
J=1,y

Notice in particular that if h is Riemann monotone, then the map p’ — h?(p) is nondecreasing. Moreover,
for every € > 0, the map h +¢cld : [a,b] — RY is injective (see Lemma 5.3).

Definition 2.12 (Local constancy)

Assume (2.2) and consider a map h : [a,b] — RY. Let (e1,...,en) be the canonical basis of R™Y. Then we
say that h is locally constant on {h # f}, if
(2.12)

for allp € [a,b] and K, :={j € {1,...,N}, hi(p)# fi(p)}, there exists € > 0
such that for Q-(p) :=p+ Z (—e,¢e)e;, we have
jEK,
h =const on [a,b]NQ:(p) (Constant on a local box)

2.2 Main results of Part I
2.2.1 Fundamental results: properties and gluing of Riemann germs

Proposition 2.13 (Properties of generalized Riemann germs)
Assume (2.2). Let G C [a,b] be a generalized Riemann germ in the sense of Definition 2.5. Let m := mg be
the projection map and f = fg be the Godunov fluz at the junction, as introduced in Definition 2.5). Then
the following holds true.
i) (Inverse of )
We have

71 (p) = BA(p) forall peg

where BA(p) is the basin of attraction of p given in Definition 2.9. In particular 7 is locally constant on
{m # Id}.
ii) (Dissipation)
We have
Df(q,p) <0 for all q€ BA(p)\{p}

where the dissipation D' is defined in (2.8).
iii) (Riemann monotonicity of )

The map 7 is Riemann monotone.

iv) (Local constancy of f)

The function f is locally constant on {f # f}



v) (Germ as a level set)

The generalized Riemann germ G can be recovered as follows

(2.13)

vi) (Partial relaxation formula)

G=G; where G;:= {pe[a,b],

f(p) = f(p)} (Germ as a level set)

Moreover fix some p € [a,b] and some index j, and define the map

(@) = f1(d(d))

for all ¢ € [a?,b],

with i (q’) = (p*,....0" "L ¢d, 7t pY)

Then this map satisfies the following partial relazation formula

U

@’ €[al ,b7]

U {¢0.¢ }ﬂ{}fQ)}

9’ €[al ,b7]

J(a)} {7 p)}

if  J7 ~(0,+00)
(partial relaxation formula)

if J7 >~ (—00,0)

where G7 is the standard Godunov flux associated to the function f7.
vii) (Partial Lipschitz estimate and basic monotonicity)

Moreover for any p € [a,b] and any index j, the map fg :

satisfies with o7 € {+1}

Uj(i?jfj) o sz, = O'j(fg)/ € {O7 max{O,Uj(fj)’}}

[a?,b)] — R is locally Lipschitz continuous and

a.e. on [a?,¥] if JI =~ a7 (—00,0)

Notice that 7 is not a continuous map in general. We have the following structure result.

Theorem 2.14 (Structure of generalized Riemann germs)

Assume (2.2) and consider a set G C [a,b].
i) (First characterization)

The set G is a generalized Riemann germ if and only if (BA(D))seg is a partition of [a,b].

ii) (Second characterization)

The set G is a generalized Riemann germ if and only if G = gf with gf given in (2.13) for some function
f : [a,b] — RY which is locally constant on {f =+ f} and satisfying for all j the following additional

conditions:

P = ol f1(p)

(2.14) {

[-<F<T+
where o7 is defined in (2.1) and
(2.15) _
L") ::[mf f=Gd,p) and fL():
a¥,pi]
f@) = inf f/=G V) ad £0):

When it is the case, then we necessarily have f:

s nondecreasing on

[a, b] (Basic monotonicities)
(Monotone bounds)
= sup f/ = Gj(bj,pj) if J7~(0,400), ol =-1
[p7,b7]
= sup f/=G'(p", &) if JI~(—00,0), — 41

fg where fg is defined in Proposition 2.13.

Remark 2.15 Notice that the second line of (2.14) means simply

inf o/l < Ujfj(p) < sup o’ fI

[p,bd]

for all p € a,b]

[ad,p7]

For N =1, it is a fact that G must be a closed set and the function f must be continuous (see Theorem

2.25 for N =
We now introduce the following

1). For N > 2, this is no longer the case (see counter-examples in Lemma 8.1).
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Theorem 2.16 (Riemann germs)

Assume (2.2) and let G be a generalized Riemann germ.

i) (Characterization of Riemann germs)

Then G is a Riemann germ if and only if the Godunov fluzx f = fg 18 continuous.

ii) (Characterization of f for Riemann germs)

If G is a Riemann germ, then the Godunov flux fg : [a,b] — RY s then fully characterized as a continuous

function f, locally constant on {f # f} and satisfying G = {f = f}.

Notice that the continuity of fg implies in particular the closedness of Riemann germs G in [a, b].

Theorem 2.17 (Riemann monotonicity of o ¢ f)

Assume (2.2) with N > 1 and recall that o € {£1}" encodes the orientations of the branches. Assume
moreover that f satisfies

(2.16)

f% 1 [a*, %] — R is not constant on any nondegenerate interval, for allk =1,...,N (Nondegeneracy)

i) (General result)

Then for any Riemann germ G, the Godunov flux fg : la,b] — RN is such that aofg is Riemann monotone
in the sense of Definition 2.11.

ii) (Case of Kruzkov germs)

If G is a KruZkov germ, then the conclusion of point i) still holds true, without assuming nondegeneracy
condition (2.16).

Remark 2.18 Notice that Riemann monotonicity of o © fg means that for two distinct points p,q of the
germ, the entropy flux can not be negative for each components, at the junction point. In other words, at
least one branch must dissipate a positive entropy fluz at the junction point.

Notice that without condition (2.16), there exist Riemann germs G such that o o fg is not Riemann
monotone (see counter-example Lemma 8.3). Moreover Riemann monotonicity is required for gluing of
Riemann germs, as shows Lemma 8.4.

Theorem 2.19 (Gluing of Riemann germs along J/> and Jgﬁ)
For v = «, 8, consider Riemann germs G, C [a~,by| for junctions of type n, : my with Ny := n +m., and
assume (2.2) with JJ = o7 - (—00,0).

For each v = o or 3, assume either 1) nondegeneracy condition (2.16) for the fluzx function f. : [a,,by] =
RN, or 2) that G is a Kruzkov germ. We allow mizing cases for a and B.

Define [a, b)) := [al,b]]. Fiz j, € {1,...,Ny} such that
fle = féﬁ =:fO and oo = —aéﬁ
with  f°:[a® '] > R where [a°,0°] := [a,b)l> = [a,b]]ﬂﬂ
Define the gluing G := Go1Gs of the germs G, and Gg along Ji* and Jgﬁ as

(Tas D) € Ga,

G:=Ga § Gg:= (P, 1) € [a,b],, % [a, D]},  there exists 4,73 € [a®,b°] s.t. (rg,p5) € gg{;
T fora) = Gf (TasTg) = fo(rﬁ)
where GI° is the standard Godunov fluz associated to the function f°, and where we use the abuse of notation
i —1 jy+1 N
(T’Wp{y) = (pflwap’JYW 7T’yvpg}7 7"'7p’Y’Y)) and

la,b], == H [a, 0]

Je{l Ny I\ {g }

i) (Glued Riemann germ)
Then G is a Riemann germ for a junction (ng +ng — 1) : (mq +mpg — 1).

11



ii) (Associativity of gluing)

The gluing of germs is associative.

iii) (Identity element of gluing)

For general gluing, the identity element is the standard Godunov germ for 1:1 junction

G/’ = {(r, s) € [a%,0°)2,  fO(r) =G'(r,5) = fo(s)}
i.€. 0 0
GotGY =G, and G 1Gs =Gp

iv) (Nature of the glued germs)
Moreover if G, are KruZkov germs (resp. HJ germs, resp. monotone germs, resp. conservative germs), then
G is a Kruzkov germ (resp. HJ germ, resp. monotone germ, resp. conservative germ).

Notice that the identity element G/ * is a conservative germ for 1 : 1 junctions and then by Theorem 2.29,
it is also a Kruzkov, HJ and monotone germ. Moreover, from i) of Definition 2.5, there exists the Godunov
projection map 7 1= mg;0 [a®,8°)2 — G with m = (7, 78) =: (zl, 7f), such that the standard Godunov
flux satisfies

G (p", ™) = (2 o ") (", p™) = (fO o ) (", pT) for all (p%,pT) € [a%, 1)

and 7 is monotone in the sense of (2.10). Already for the standard Godunov flux G 0, this result seems new.

Remark 2.20 In Theorem 2.19, with abuse of notation, we have formally the gluing along the axis of flux
£ as follows

€Ga €95
GotGs 2 (P> P5) = (P 7a)d (5, Pl5)
——

€gfo

Figure 1: Illustration of a gluing of two particular junctions, formally as € — 0

2.2.2 Applications to Kruzkov, Hamilton-Jacobi, monotone or conservative germs

We have the following results.

Theorem 2.21 (Properties of Kruzkov germs)
Assume (2.2) with N > 1. Let G C [a,b] be a generalized Riemann germ with respect to (J, f).
i) (Characterization of Kruzkov germs)

12



Then G is a Kruzkov germ if and only if G = {p € [a, b], f(p) = f(p)} for some locally Lipschitz continuous

function f : [a,b] — RY whose Jacobian matriz satisfies the following column diagonally dominant inequality

oo, ff > Z 10;f7| a.e on la,b], forall i=1,...,N
Je{1,....N}\{i}

When it is the case, then we have f: fg.
ii) (D-maximality)
If G is a KruZkov germ, then it satisfies the following D-mazximality property: for all p € [a, b]

(Df(p,q) >0 forall q€G) = peg

Theorem 2.22 (Characterization of monotone germs)
Assume (2.2) with N > 1. Let G C [a,b] be a generalized Riemann germ with respect to (J, f), and let

f = fg be its associated Godunov flux. Then G is monotone if and only if
(2.17) p s o? fi(p) is nonincreasing in p* for all k # j

Theorem 2.23 (Characterization of D, -germs)
Assume (2.2) with N > 1. Let G C [a,b] be a generalized Riemann germ with respect to (J, f).
Then we have as a germ

Gisa Dy-germ < (G monotone and G Kruzkov)

Theorem 2.24 (Properties of conservative Riemann germs)
Assume (2.2) with N > 1. Let G C [a,b] be a Riemann germ with respect to (J, f).
Assume that G is conservative. Then we have

G monotone <& G Kruzkov < G Dgi-germ

Notice that even for N = 2, there exist monotone and nonmonotone nonconservative Kruzkov germs (see
ii) of Lemma 8.6).

Notice also that for conservative germs G, the fact that the monotonicity of G is equivalent to the fact
that G is Kruzkov (which can itself be seen as equivalent to the fact that G generates a LY-contraction
semi-group), can be interpreted as a version of Crandall-Tartar’s Lemma (see Proposition 1 in [8]).

Notice also that there exist monotone Kruzkov germs which are not necessarily conservative, as it is
already the case for all non-conservative germs for N = 1 branch.

Theorem 2.25 (Properties of HJ germs)

Assume (2.2) with N > 1.

i) (Regularity of f)

Every HJ germ G is a Riemann germ, i.e. f = fg is continuous. Moreover there exists a function h such
that

h:la,b] = R is continuous
(2.18) p > olh(p) is nondecreasing in p’ for all j=1,...,N,
f = (h,...,h) satisfies the monotone bounds given in the second line of (2.14).

ii) (HJ-relaxation formula)
Then for each p € [a,b], we have
(2.19)

{fz(p)} = U {E(Q)} n ﬂ {G7(,¢)}n ﬂ {G/(d,p")} (HJ-relaxation formula)

q€la,b] Ji~(—00,0) JI~(0,400)

Remark 2.26 Notice that HJ-relazation formula (2.19) can be used to define some HJ-relaxation operator
(see Lemma 6.7) which computes the analogue for N > 1 of the effective boundary condition that was obtained
for N =1 by ANDREIANOV, SBIHI in [4].
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Definition 2.27 (Characteristic subset of a HJ germ)
Assume (2.2) with N > 1. Let G be a generalized Riemann germ which is a HJ germ. We introduce the
characteristic subset of the HJ germ G as the set xG defined by

Xg;:{gaeg, BAY, £0  for all j:17...7N}
XG :=xGUXG with
yg::{ﬁeg, BAY (1) # 0 for all j:l,...,N}

with BA’, () := BAI(p7) N (p, +00) and BA? (p7) := BAI (') N (—o0, 7).

Theorem 2.28 (HJ germ determined by its characteristic subset)
Assume (2.2) with N > 1. Let G, Gy be two generalized Riemann germs which are both HJ germs. Then we
have

X9 CGo umplies Go =G

Theorem 2.28 is very important, because in many practical situations, the characteristic subset xG is
usually a finite set (see for instance example given in Lemma 8.10, where the characteristic subset is a set
of four points for a HJ germ on a 1 : 1 junction).

Notice that monotone germs have less good properties than Kruzkov or HJ germs. For instance there
exist monotone germs which are not Riemann germs (see Lemma 8.1 for N = 2).
Notice also that for any Kruzkov or HJ germs, the Godunov flux at the junction is indeed always locally
Lipschitz (see Theorem 2.21 for Kruzkov germs, and see Proposition 6.9 for HJ germs). On the contrary,
there exists monotone germs G such that fg is continuous but not locally Lipschitz (see Lemma 8.2).

Notice also that for N = 1, all generalized Riemann germs are indeed Kruzkov germs, HJ germs and
monotone germs (but not conservative germs in general). This result extends to conservative germs for
N =2 in the case of 1 : 1 junctions.

Theorem 2.29 (Properties of conservative germs on 1: 1 junctions)

Assume (2.2) for N = 2 and 1 : 1 junctions with J* ~ (—00,0) and J? ~ (0,+0cc). Let G C [a,b] be a
generalized Riemann germ.

i) (Nature of the germ)

Then G is conservative if and only if it is a HJ germ. Moreover in that case, G is determined by its
characteristic subset xG given in Definition 2.27, and G is a Dy -germ. Moreover we have

(2:20) G={pelatl, RH/(p)=0, D/(p.g)=0 foral gexg}

ii) (HJ-relaxation formula)
When G is conservative, then the Godunov fluz satisfies (f*, f?) = (h, h) with h : [a,b] — R with monotonic-
ities h(1,4). And for any p € [a,b], there exists some q € [a,b] (possibly non unique) such that

(2.21) h(p) = GT" (0',q%) = h(q) = G*" (¢%,p?)

Moreover we have

)
[pt,b1] [a?,p? lal,p'] [p2,b2]

(2.22) max{ inf f! inf]fQ} < iAL(p) < min{ sup f1, sup f2}

Notice that for 1 : 1 junctions, there are examples of Kruzkov germs which are not conservative (see
for instance ii) of Lemma 8.6 for 2 : 0 junctions). Notice also that HJ-relaxation formula (2.21) allows to
construct all conservative germs for 1 : 1 junctions (see for instance the Relaxation operator in Lemma 6.7).

Proposition 2.30 (Germ product property for several conservative lines with concave fluxes)
Assume (2.2) for N = 2n with n : n junctions, and call f'* and f7% respectively the j-th ingoing and j-the
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outgoing fluzes for j = 1,...,n. Assume that each fi% is strictly concave with maximum at ¢’* € (a/*,b*).
Let G C [a,b] be a closed generalized Riemann germ satisfying for p = (p*&, p*%, ... pnl pnf)

gc () ¥, with ¥ :={pelat], fEEL)=FRp"))}

which means that each j-th line J7T U {0} U JIF ~ R is conservative. Then
g= [] & with &7 c{@*"p") e @@= b5 x @505, Lt = FRER)) C R?
J=1,..., n

where each G s a conservative Riemann germ with respect to (f7E, f18) for a 1 : 1 junction with JI& ~
(—00,0) and JIF ~ (0, 4+00).

This result has implications in the theory of traffic on networks. In particular, if two conservative lines
L; for i = 1,2 cross each other, then the flux limiter on line L; only depends on the structure of the junction
(between the two lines), but not on the state of the traffic on line Lo.

Notice that more generally, for bell-shaped fluxes, Godunov fluxes have a polar decomposition (see Propo-
sition 7.23).

As a straightforward corollary of Theorem 2.19, we get the following result.

Corollary 2.31 (Semigroup of germs for the gluing of 1: 1 junctions with the same flux)
Assume (2.2) and nondegeneracy assumption (2.16) for N = 2 and 1 : 1 junctions J = {0} U U JI with

Jt ~ (=00,0) and J? ~ (0,+00) and the same fluz function e
fl=r= la' v =[] =[a" 0], [a,b] :=[a",0°]
Let &1) be the set of Riemann germs G C [a,b] with respect to (J, f). Let
g = {(r) € [ 1), L°0) =G (rs) = 1°(s) }

where GI° is the standard Godunov fluz associated to the flux f°: [a®, b°] — R.
Then (QS(J’f), #) is a semigroup, with identity element equal to (_}fo. We have

ﬂ N ®(J7f) X @(Jaf) — @(Jaf)
(G2,6G1) = GaliGy

where we recall that GofiGy is the germ obtained by gluing of the outgoing branch J? ~ (0,+00) of Go with
the ingoing branch J' ~ (—00,0) of Gy.

Notice that this semigroup can be not commutative (see Lemma 8.11 for an example).

2.3 Comments on Part II
2.3.1 Preliminaries: G-entropy solutions, semi-solutions, strong traces

In part I of the paper we were focusing on self-similar solutions of Riemann problems on a junction. On the
contrary, in Part II, we consider general Kruzkov entropy solutions/subsolutions/supersolutions, for which
we will need to be able to define the trace at the junction point. This will be done using the work of Panov [35].

For functions u* : [0, +00) x J*¥ — [a* b¥], with u¥(t,2), we consider the equation of the first line of
(2.4), namely the scalar conservation laws on the branch J*

(2.23) ou* + 0, (fF(wF) =0 on (0,400) x J*, Ek=1,...,N.
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We want to recall the definition of Kruzkov entropy solutions, subsolutions and supersolutions (see
Kruzkov [16]). For x € R, we set sign(z) = 1{m>% - 1{z<0} We recall that the Kruzkov pairs (entropy/
flux of entropy) for u = (u!,...,u"),v = (v? ) € RN are given by (2.5), i

(2.24) Pk, ob) = o —oF) and T Wk, 0b) = 9P (uF,oF) = sign(ub — oF) - {FRWF) - FRR))

Similarly, for = € R, we set |z|+ := max(0, +z) and sign®(z) = Li+z>01- We recall that the Kruzkov pairs
(semi-entropy/ flux of semi-entropy) given by

(2.25)  nh(uF,0F) =[P —v¥|L  and lef(uk,vk) = ¢k (k0P = sign® (u¥ — oF ) {fF W) = fFM)}

We will also use shorthands notations n*(u,v) := n¥(u*,v*) and P! (u,v) = PF(u,v) := ¥ v*) and
k

similarly for ni and @[th, ¢i . Then we recall the following standard notion (which recalls and contains

Definition 2.32 for Kruzkov entropy solutions).

Definition 2.32 (KruZzkov entropy solution, subsolution and supersolution)

We say that u* is a Kruzkov entropy solution (resp. subsolution, resp. supersolution) of (2.23), with initial
data uf € L (J*; [a*,b*]), if u* € L>([0,+00) x JK;[ak,b*]) and for any constant ¢ = (c,...,cN) € RV,
and for any (test) function 0 < @* € C}([0,+00) x J*), we have

/ {77 (u, ¢) ok + F (u, c)p } dtdx—i—/ n"* (uo, ¢)* dz >0
0,+00)x Jk {0} x J*k

<resp- / {n (u, e)f + ¥k (u, c)pk } dtdw+/ nk (ug, )" d$>0>
(0,+00)x J¥ {0}xJk

with 4+ for subsolutions and — for supersolutions.

For subsolutions u®, we write

ot +0,(fFWk) < 0 on (0,400) x J*

Kruzkov

k

and for supersolutions u”, we write

ou* + 0, (fF@Wk) > 0 on (0,400) x J*

Kruzkov

Notice that the box [a, b] is where all the values of the function u stay confined.

The standard Kruzkov theory on the real line (hence without junctions) shows that BV norm of the initial
data is preserved by the evolution. As it has been shown in an important counter-example by ADIMURTHI,
GHOSHAL, DUTTA, VEERAPPA GOWDA [21], already for 1 : 1 junctions with convex fluxes on each branch
the space BV norm of the solution may blow-up in finite time. For this reason, the notion of trace of the
solution at the junction point can not be based on BV bounds which do not exist in general.

Fortunately, under suitable conditions on the fluxes, the notion of strong trace of the solution has first
been shown to exist by Vasseur [37]. Then it has been generalized by Panov [35], in a way which is convenient
for our work. We now recall this result, which plays a fundamental role in our analysis in Part II.

Theorem 2.33 (Existence of a strong trace; Theorem 1.1 in Panov [35])

Assume (2.2) for N > 1 and that f satisfies the nondegeneracy condition (2.16). Let u be a Krukov entropy
solution (resp. subsolution, supersolution) of (2.23) in the sense of Definition 2.32. Then for each index
j=1,...,N, there exists a function u’(-,0) € L}, (0,400) satisfying

(2.26) ess lim |u? (t,0) —u? (t,x)| dt =0 for all index j and all T >0
Ji3x—0 0,7)

Such function is called the strong trace of u? on (0,+00)¢ x {0},.

Recall that without the nondegeneracy condition (2.16), the strong trace does not exist in general, but only
a notion of quasi-trace is defined.
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Definition 2.34 (Notion of G5UZ and G5UT)

Assume (2.2) for N > 1. Let G C [a,b] be a generalized Riemann germ, and let fi= fg be its associated
Godunov flux. Then we define

g5V = {pefabl, oo(f-NE) <0} and ¢ = {pelat], oo(f-fip) >0}

Then we give the following definition (which recalls and contains Definition 2.2 for G-entropy solutions).

Definition 2.35 (G-entropy solution/subsolution/supersolution)

Assume (2.2) for N > 1 and that f satisfies the nondegeneracy condition (2.16). Let us consider some initial
data ug = (ug, ..., ud)) with uk € L>(J*;[a*,b¥]). We say that u = (u',... uN) is a G-entropy solution
(resp. subsolution, resp. supersolution) of (2.23) with initial data ug, if each u® is a Krugkov entropy solution
(resp. subsolution, resp. supersolution) of (2.23) with initial data uf in the sense of Definition 2.32, and if
the strong trace u(t,0) = (ul(¢,0),...,u™(¢,0)) of u given by Theorem 2.33 satisfies

u(t,0) € G for a.e. time t € (0,400)
(resp. u(t,0) € GSUB  for a.e. time t€ (0,400))
(resp. u(t,0) € G°YF  for a.e. time t € (0,400))

If G is a generalized Riemann germ, then a function u is naturally a G-entropy solution if and only if it
is both a G-entropy subsolution and supersolution (see Lemma 10.1). The point with G-entropy subsolu-
tions/supersolutions is that we do not expect them to be interesting, except for certain subclasses of germs,
like the subclass of monotone Kruzkov germs, as we will see below.

2.3.2 Main results of Part II: existence, uniqueness, contraction, comparison

Notice that we have a natural isomorphism L'(J) := L'(J;R) ~ H L'(J7;R) with the norm
ji=1,..,N

/J|u0\dx = Z /Jk luf|dz  for wo = (up,...,ull)
k=1,....N

that we use constantly.

Theorem 2.36 (Theory for Kruzkov germs)
Assume (2.2) for N > 1, nondegeneracy condition (2.16), and that G C [a,b] © Opn~ is a Kruzkov germ in
the sense of i) of Definition 2.8. Let ug be an initial data satisfying

(2.27) uk € (BV N LY (J*, [ak,bk]) for all index k=1,...,N

where here BV denotes the space of functions with bounded variations.
i) (Existence and uniqueness)
Then there exists a unique G-entropy solution u of (2.23) with initial data ug. Moreover we have

(2.28) u € CO([0, +o0); L' (J*)) N Lip([0, +00); M(J*))  with J* := J\ {0}

where M(J*) is the set of measures on J*. For a measure w = (w',...,w"), we set |w|pj) =

Z |w? | pm(gs), where M(J7) is the set of (real valued) measures on J7 and |-|p( sy is the total variation
j=1,..,N
of the measure.
ii) (A priori bounds) -
Either the box [a,b] is bounded and we set [a,b] := [a,b], or the box [a,b] is not bounded and there exists a
bounded bozx [a,b] C [a,b] such that

uo(J*) C [a,b] and GnNla,b] is a Riemann germ on the bounded boz [a,b]
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Then we have the following bounds for a.e. t > 0

j=1,..,N
(229) \ut(t,-)|M(J*) < L|(UO)J;‘M(J*) + Ko with ) N
Ko:= Y (7 = f/)(uo(0))]
j=1,...,N
where f = fg is Godunov flux associated to the germ G, and
(2.30) [tz () M\ Bag) < (1 + 67 L) (u0)a| pa(s) + 6" Ko forall 6 € (0,1)

iii) (L'-contraction)
Moreover if ug, vy are two initial data satisfying (2.27), and if u,v are respectively their associated G-entropy
solutions, then we have the following L*-contraction property

/ |lu —wl|(t, ) dx§/|u0—vo\ dx  for all timet >0
{t}xJ J

Remark 2.37 Notice that our BV assumption (2.27) on the initial data is technical, and indeed simplifies
our proof of existence, and allows regularity (2.28) of the solutions, and gives nice a priori bounds. Moreover
the condition Ogn € [a,b] is only here to allow the initial data to belong to L*(J). Obviously any shift from
Or~ can also be considered.

Notice that prior to Theorem 2.36, only a few existence and uniqueness results were available in several
important and pionnering works. Existence results were available for complete and conservative D-maximal
L!-dissipative sets G (see [3], [22], [18] and [27]). Nevertheless completeness was not fully understood, and
it was not understood that D-maximality is an automatic consequence of completeness and L!-dissipative
properties.

Most of the time, existence was proved only for some particular Riemann solvers. Some nice uniqueness
results were also obtained for Riemann solver R.Ss in [30]. We indeed show (see Corollary 14.12) that this
is due to the fact that Riemann solver R.Ss is associated to a Kruzkov germ. As a consequence of Theorem
2.36, we also get existence of a solution in a systematic way. From this perspective point of view, it seems
that Theorem 2.36 provides a new progress in the understanding of scalar conservation laws on junctions.

We also have the following result.

Theorem 2.38 (Properties of semisolutions for monotone Kruzkov germs)

Assume (2.2) for N > 1, nondegeneracy condition (2.16), and that G C [a,b] 5 O~ is a monotone Krutkov
germ in the sense of i’) of Definition 2.8. We consider G-entropy subsolutions/supersolutions of (2.23).

i) (Stability of sub/supersolutions)

Let (un)nen be a sequence of G-entropy subsolutions (resp. supersolutions) such that

Up —u in L. ([0, +00) x J)

Then u is a G-entropy subsolution (resp. supersolution).

ii) (Max/Min for sub/supersolutions)

Let u,w be two G-entropy subsolutions (resp. supersolutions). Then max {u,w} (resp. min{u,w}) is a
G-entropy subsolution (resp. supersolution).

iii) (L!'-comparison principle)

Let u (resp. v) be a G-entropy subsolution (resp. supersolution). Then for all 0 < s < t, we have

Z /Jk |uk_vk‘+(t,a:) dx < Z /Jk |uk’_vk‘+(s7$) dx
N j=

j=1,..., 1,...,N

We end this presentation with a known, but key result. This is classically the following result which
garantees the stability of G-entropy solutions for Kruzkov germs (see for instance [18]).
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Proposition 2.39 (Equivalent characterization of G-entropy solutions for Kruzkov germs)
Assume (2.2) with N > 1 and let G C [a,b] 3 Ogn be a Kruzkov germ. Then u = (ul,... ,uN) is G-entropy
solution of (2.4) with initial data ug with ug € BV (J), if and only if u? : [0, +00) x J7 — [a?, ] is a Kruzkov
entropy solution of the first line of (2.4), and the trace condition in the second line of (2.4) is replaced by
the following condition. For all test functions 0 < ¢J € CL([0,4+00) x J7) with JI = {0} U J/ ~ [0, +00) or
(—00, 0] with

O (t,0) = ©"(t,0) =: ©(t,0) for allt € [0,+00) and all indices 7,k

and for all elements c = (ct,...,cN) € G, we have

CENIEED'S { Lo, et vy e |

nk(uo,c)go dr >0
& {0}x Jk

for (n*, %) given in (2.5).

2.4 Organization of the paper

The paper is organized in fifteen sections. The main results of Parts I and II presented in Section 2 are
proved as indicated in the following table.
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’ Main results

\ topics

proof for N =1

proof for N > 1

Proposition 2.4

L' estimate for Riemann problem

Subsection 4.2

Proposition 2.13

properties of gen. Riemann germs
i) inverse of 7
ii) dissipation
iii) Riemann monotonicity of m
iv) local constancy of f
v) germ as a level set
vi) partial relaxation formula
. { partial Lipschitz estimate
vii) - ..
and basic monotonicity

ii) of Proposition 3.6
Lemma 3.4

vi) of Proposition 3.6
i) of Proposition 3.6
iii) of Proposition 3.6
Proposition 3.10

Proposition 3.8

ii) of Proposition 4.10
Lemma 3.4
Proposition 5.1

i) of Proposition 4.10
iii) of Proposition 4.10
Proposition 4.15

Proposition 4.13

Theorem 2.14

character. of gen. Riemann germs
i) 1rst characterization
ii) 2nd characterization

Subsection 3.4
ii) of Lemma 3.5
Proposition 3.9

Subsection 4.5
ii) of Lemma 4.9
Proposition 4.14

Theorem 2.16

Riemann germs

Subsection 4.7

Theorem 2.17

Riemann monotonicity of o ¢ f
i) general result
ii) Kruzkov case

Proposition 3.8
Proposition 3.8

Subsection 5.4
Proposition 5.8
Corollary 5.10

Theorem 2.19

gluing of Riemann germs
i) gluing and iv) nature of glued germs

ii) associativity
iii) identity element

Subsection 5.5
Proposition 5.11
{ i) of Corollary 5.12
Lemma 5.13
ii) of Corollary 5.12

Theorem 2.21

properties of Kruzkov germs
i) characterization
ii) D-maximality

Subsection 6.2
Proposition 6.4
Lemma 6.2

Theorem 2.22

characterization of monotone germs

iii) of Lemma 5.5

Theorem 2.23

characterization of D -germs

Proposition 6.6
i’) and iii) of Lemma 5.5

Theorem 2.24

conservative Riemann germs

Subsection 6.4

Theorem 2.25

properties of HJ germs
i) regularity of f

ii) relaxation formula

Subsection 6.5
i) of Proposition 6.9
{ ii) of Theorem 2.14
ii) of Proposition 6.9

Theorem 2.28

HJ germ G determined by xG

Subsection 6.6

Theorem 2.29

properties of conservative 1: 1 germs
i) nature of the germs

ii) relaxation formula
i) relation (2.20)

Subsection 6.7
Lemma 6.11
{ Theorem 2.28
ii) of Proposition 6.9
Lemma 7.17

Proposition 2.30

germ product property

Subsection 6.8

Theorem 2.38

properties of semisolutions
i) Stability
i) Max/Min
iii) L!-comparison

Subsection 10
Lemma 10.2
Lemma 10.3
Lemma 10.4

Theorem 2.36

theory for Kruzkov germs
i) existence and uniqueness
ii) L'-contraction

Proposition 11.8
Lemma 10.4

For the precise material of the subsections, we refer the reader to the content given

the paper. We insist below on the general structure/spirit of the paper.

at the beginning of

In Section 3, we develop the theory for a single branch (N = 1) in the case of 1 : 0 junctions. The
fundamental concepts (like basins of attraction BA(p), the nonlinear projection 7g, the Godunov flux fg,

20




generalized Riemann germs, level set formulation of the germ Gy, relaxation formula, Riemann monotonicity,
local constancy) introduced in this paper can already easily be understood in this section. Only the gluing
requires the understanding of the case N > 1. For N = 1, the flux is denoted by g, while for N > 1, the flux
vector is denoted by f = (f!,..., fIV), in order to avoid any confusion between these cases.

In Section 4, we extend the theory to the case of N > 1 branches, and focus on the case of N : 0
junctions. We start the section, showing that the general case of n : m junctions can always be reduced to
the case of N : 0 junctions with N :=n + m, and furthermore with coercive fluxes satisfying f7(p’) — 400
as |p’| — +o0. This reduction can be done using certain commutative transforms which are very convenient.

It turns out that there are two types of transforms that are interesting: the reversions (changing a
branch (—o0,0) into (0, +00) and vice versa, and changing the sign of the flux) and the inversions (keeping
the orientation of the branches unchanged, but changing the sign of the flux and of its arguments).

In the case N > 1, the key tool appears to be the slicing Lemma 4.12, which allows to reduce a germ from
N branches to a germ with N — k branches. Obviously any germ G can not be sliced in a naive way. But
using its Godunov flux p — fg (p), we can freeze the last k components of p, and then define a frozen flux
which is associated to a new germ for N — k branches. The slicing lemma is used in many ways to analyse
generalized Riemann germs, and then to deduce their fundamental properties, similar to the case N = 1.

In Section 5, we excavate a fundamental property of germs: their Riemann monotonicity. Except for
pathological fluxes (for instance fluxes which are constant on some intervals), this property is satisfied by
any Riemann germ. Riemann monotonicity may be seen as a property coming from nowhere, but this is not
the case. This property is very natural and necessary, once we are interested in the gluing of germs. This is
the careful study of the gluing of germs that made this property to appear as a natural property. We show
that the natural projection mg is already Riemann monotone, and in some sense, this implies that o ¢ fg is
also Riemann monotone, where ¢ encodes the orientations of the branches. With this key property in hands,
it becomes then easy to glue Riemann germs together (when their fluxes and branch orientations agree in
a suitable way). Again, we first perform the gluing on the Godunov fluxes, and then deduce from it and
justify the natural gluing of the germs.

Still in Section 5, we show that gluing preserves certain classes of germs (Kruzkov, HJ, monotone, con-
servative). Again, we first show it at the level of the associated Godunov fluxes, and then deduce these
properties at the level of germs.

In Section 6, we give some applications of the theory mainly to the cases of Kruzkov germs and of HJ
germs. For both, we show that all generalized Riemann germs have necessarily continuous Godunov fluxes,
and then are Riemann germs, just by definition. A key result for HJ germs is that they are completely char-
acterized by a characteristic subset xG, which is a finite set in many applications. A culminating application
is the case of 1 : 1 junctions with conservative (generalized) Riemann germs. Such germs have all the best
properties that we can expect: they are at the same time Kruzkov, HJ, monotone and conservative germs.
They are characterized by their characteristic subset xG which is finite in many applications. And their
Godunov flux fg =: (h,h) is such that the function & : [a,b] — R satisfies the best relaxation formula that
we can expect.

Section 7 provides complementary results. The main contributions concern duality for monotone Kruzkov
germs, and polar decomposition for bell-shaped fluxes.

Section 8 gives various exemples and counter-examples to illustrate the general theory.

Section 9 is an appendix. In the first subsection, we mainly recall the theory for solving the standard
scalar Riemann problem on the real line, with initial data p involving two constant values (p%, p?), one on
the left, and one on the right. The explicit expression of the solution involving concave/convex envelopes of
the flux, is here a key ingredient. This ingredient allows us, say for a solution defined on (0, +00)¢ X (0, +00),
to decide which trace p the solution may reach on the axis {x = 0}, given its constant initial data p := p’*
on the set {0}, x (0, +00),. This allows us to study the set P, of such values . Indeed we can then see that
the basin of attraction BA(p) for J® = (0, +00), is nothing else than the set of p such that p € 75p.

In Section 9, the second subsection gives some important (independent) results about reduction of test
functions for Hamilton-Jacobi equations. This is a key result which allows us to show that any HJ germ G
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is determined completely by its characteristic subset xG.

Part II of the paper is composed of six sections.

Finally the bibliography is quite reduced for part I. This is in particular due to the novelty of the notion
of germ, and to the new point of view that we develop here. The bibliography of Part IT provides additional

materials which are either works of fundamental interest, either useful illustrations for some examples, or
useful results that we need for technical proofs.
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2.5 Main notations

(e1,...,en) = canonical basis of RV
J7 ~(0,400) or (—o00,0) = j-th (oriented) branch
ol =+1 = 7orientation” of j-th branch J7 ~ ¢7 - (—00,0)
fiildd, ] - R = j-th flux
[a,b] := H [a?, b7] = the box (with box convention (2.3))
“]:1 ..... N
f=0")j=1,.n:ab — RN = the flux function
i (p) == fi(p’) = abuse of notation, for p = (p,...,p")
p=(p'....pN) <0 = means p’ <0 for all j
p=(",....pN) <0 = means p’ < 0 for all j
G C [a,b] = set or germ
T =mg:[a,b] = G = natural projection on G
f=f¢=fomg = Godunov flux at the junction
g Fi= { f =f } = level set formulation of the germ
fr =L . = monotone bounds
BAI(p) = BAU ) (p7) = Basin of Attraction of the point p/ € [a/, b/]
BA? (p7), BAﬂ_ (p) = lower, upper Basins of Attraction
BA(p) = H BAI(p7) = Basin of Attraction of the point p € G
j=1,..,N

GI =Gl [a?,b7]? — R = standard Godunov flux associated to f7
Di =DV =giyl’ 1 [/, V]2 5 R = j-th dissipation (see (2.8))
Df = Z DY’ = dissipation

j=1,.,N
Dl = Df = ajzjzf_j :[a?, 7] 5 R = j-th semi-dissipation (see (2.9))
Di = Z Df = semi-dissipation

j=1,..,N
RHY(p) = Z o f7(p) = Rankine-Hugoniot function

j=1,...,N

Upp = (uzlﬂ’ﬁl, e 7u;VN ) = solution with initial data p and trace p
pp = G-entropy solupion Upp, 1.6 Withp € G
P = set of {ﬁj = ﬁz\,p]} for solutions wu,; 5 (see (4.7))
75p = H 75;- = set of p for solutions u, p

j=1,..,N
poq = Hadamard product of two vectors

P . . .

/] = f0) - f@) = bracket of f
Gpy = slicing of germ G w.r.t. p{j (see (4.12))
Lg,(qj) = injection of j-th coordinate
G11G2 = gluing of germs
xX9,X9,x9 = sub/super/characteristic subset of HJ germ G
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Recall that Section 3 focuses on the case N = 1. Then the index j is dropped everywhere, and f is
replaced by ¢ in order to avoid any confusion.

Part 1
Structure of germs

3 Riemann problem on a single branch N =1

3.1 Characterization of trace values on a junction 1 : 0

In this section, we work with a single branch with NV = 1 which is a junction 1: 0. Then we drop the index
k = 1 everywhere and use the notation g := f!, a :=a', b := b* and J! := (—o0,0) and work on the junction
J 1= (—00,0]. We assume
(3.1)
g : R D [a,b] = R is Lipschitz continuous with —co < a < b < +00, with box convention (2.3)
and
g(p) = +oo if |p| = +oo and p € [a,b] (coercivity)

which at this stage are conditions slightly less general than in (2.2), because we impose the orientation of
the junction, and also the direction of the coercivity.

We want to understand the G-Riemann problem for G := {p} with p € [a,b] and initial data p € [a,b],
namely we look for Kruzkov entropy solutions v(t,z) = v of the following Riemann problem

v [0,+00) x(—00,0] = [a,b]
v(t,z) =w (1, %) on (0,+00) x(—00,0)
(3.2)
ve+ (g(v)z =0 on (0,400) x(—00,0)
v(0,) =p on {0}  Xx(—00,0)
v(,07) =p a.e. on (0,+00) x{0}

where the last condition arises in the sense of traces. We want to determine the set of p such that such a
solution does exist.
To this end, we recall that the Godunov flux G(1,]) : [a, b]?> — R associated to g is given by

inf g if ¢g<r

) larl
(33) Glar) =3 G0 i e
[r,q]
We set the following nondecreasing functions of p
(3.4) g-(p) = inf g = G(p,b) < g+(p):= Supg = G(p,a)
, a,p

and for A € [g_(p), g+ (p)], we define the following element of [a, D]

p if gp)=A
(3.5) Pap:i=13 sup{g € (p,b], g>A on (pq} if g(p)>A
inf{q €[a,p), g<X on (¢,p)} if g(p) <A

which is nonincreasing in A. We then define the following set

(36) 7517 = {ﬁ)\,p € [aa b]7 A€ [g*(p)ngr(p)]}
Precisely we have the following result

Lemma 3.1 (Set of p’s for which {p}-Riemann solutions exist with initial data p) R
Assume (3.1). For any p,p € [a,b], there exists an entropy solution v = v, ; of (3.2) if and only if p € P,
with P, given in (3.6).
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Proof of Lemma 3.1

Step 1: Equivalence

: . - oot ) for <0
Let v be an entropy solution to (3.2). We set p := p and extend v as 0(t,z) := { 5 for >0 °

Notice that for J = (—00,0], J! = (—00,0) and ¢ € CL(([0, +00) x J!) with ¢ > 0, we have for all k € R

[ o Hetsim b (o) - oo+ [
(0,400)x J

00 — k[ = 0.
{0}xJ

In particular, we have for all k € R
|0 — Kl + 0x (sign(v — k) - {g(0) — g(k)}) <0 in D'((0,+00) x (R\ {0}))

Using the fact that 9(¢, z) is bounded in L and has trace p at © = 0, it is then easy to check that o is an
entropy solution to the following standard Riemann problem

O+ (9(9)), =0 on ) (O,Jfoo) x R
(3.7) (0, ) = vo(x) := { ]; g ﬁ i 8

i.e. for all ¢ € CL(]0,+00) x R) with ¢ > 0, we have for all k € [a, b]

/ 15— Klor + sign(@ — k) - {g(5) — g(k)} 0o + / %0 — klip > 0.
(0,400) xR {0} xR

Then we see that v solves (3.2), if and only if ¢ solves (3.7) and satisfies ©(¢,07) = p for a.e. ¢t > 0.

Step 2: Characterization

From Lemma 9.1, we know that the solution ¢ to Riemann problem (3.7) is unique and has to satisfy
o(t,z) = U(x/t) with U given in (9.2) and (pr,pr) := (p,p). In particular, when it makes sense, we have
p=0(t07)=((g))""(07), where I := [min(pr, pr), max(pr,pr)| and g is the convex (resp. the concave)
envelope of g on the interval I if p, — pr < 0 (resp. pr, — pr > 0).

Case 1: p<p

This means p;, < pr. Then (£1,,¢r) = (§'(p}), 7 (pr)) with £, < &g, and we can not have {g > 0. Hence
J'(pr) = &r < 0. Either 9(¢,07) = pr if {g < 0. Or {g = 0 and (using the fact that g is the convex envelop
of g on some interval) we get

9(q) > g(pg) +&r(q —pr) = g(pr) forall ¢ € [pr,pr]

Then either there exists some ¢ > 0 such that ¢’ =z =0 on [pr — €, pr], and then pr = p is not the trace
of ¥ from the left side {x < 0}, because there is a jump just at the place x =0. Or §’ < 0=E{g = §'(pg) on
[pL,pr), and the fact that g’ is nondecreasing implies that o(¢,07) = ((g;7))*(07) = pg. In this case, we
conclude that p = 0(¢,07) if and only if ¢'(p~) <0 or ¢'(p~) =0 > §’ on [p,p). This means that

p=10(t,07) ifand onlyif g <0 on [p,p)

Case 2: p>p
This case is very similar to Case 1 with § concave instead of convex. Again, we conclude that

p=0(t,07) ifand onlyif g <0 on (p,p]
Case 3: p=1p
Then the unique solution is ¥ = p, and then the trace condition p = ©(¢,07) is obviously satisfied.

Conclusion

p=p
We conclude that p=9(¢,07) if ¢ p<p and § <0 on (p,p] (with g concave) | i.e.
p>p and § <0 on [p,p) (with g convex)

<

>
p=p

(3.8) p=0(t,07) iff p<p with § concave decreasing on [p, p)
p>p

with § convex decreasing on [p, p)
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Let us call P, the set of p € [a,b] characterized by the right hand side of (3.8). Still because of Lemma 9.1,
we see that such a solution ¢ does exist in each case covered in (3.8).

Step 3: Equivalent characterization

For p € [a,b] and X := g(p), it is easy to see from (3.8) that p = py , and A € [g_(p), g+ (p)]. This shows that

p € P, and then P, C P,. The reverse inclusion is also straightforward to check. This shows P, = P, and
ends the proof of the lemma.

3.2 Basin of attraction: the map p+— BA(p)

The main result of this subsection is the following inverse characterization of the map p 75,,.

Lemma 3.2 (Inverse characterization of the map p — 75p)
Assume (3.1) with J = (—00,0]. Let p € [a,b] and some p € P,.
Then for all p' € [a,b], we have

pEPy if and only if  p' € BA(p)
where
(3.9) BA(p) := BA_(p) U{p} UBAL(p)

BA+ = {q S (ﬁa b]v g < A on (ﬁa Q]}

and BAy = BAL(p) are relative open sets of [a, b] given for X := g(p) by{ BA —{gclap), g>A on |¢.p)}

Proof of Lemma 3.2

Let p € [a,b] and p € 75p. Notice that it is much more simple to make the reasoning on a picture (see Figure
just before Subsubsection 2.1.2).

Step 1: proof that p’ € BA(p) implies p € 73,,/

Consider some p’ € BA(p). Then whatever is the position of p’ with respect to p, we get

9-(p) = inf g <g(p) =A< sup g=g.(p)
("] [a.p']
Therefore, we can consider the quantity py ,/, and whatever is the position of g(p’) with respect to A = g(p),
we easily get from its definition (3.5) that py ,» = p. Therefore p = py p € 75p/.
Step 2: proof that p’ € BA(p) is implied by p € 75,,/
Now consider some p’ € [a,b] such that p € 75p/. Hence p = py p for some N € [g_(p'), g+ (p")]. Now

whatever is the position of X' = g(p) with respect to g(p’), we easily get from (3.9) that p’ € BA(p).
This ends the proof of the lemma.

Then we get immediately

Corollary 3.3 (Set of p’s for which {p}-Riemann solutions exist with initial data p)

Assume (3.1). For anyp,p € [a,b], there exists an entropy solution v = vy 5 of (3.2) if and only if p € BA(p),
with BA(p) given in (3.9).

3.3 Dissipation property of basins of attraction

We have the following result.

Lemma 3.4 (Dissipation property of basins of attraction, N = 1, junction 1 : 0)
Assume (3.1). Let p,q € [a,b] be such that BA(p) N BA(G) # 0. Then we have

(3.10) D9(4,p) <0 with D(q,p) = sign(q —p) - {9(q) — 9(®)}
Moreover
(3.11) either  D9(4,p) <0, or p=4g
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Proof of Lemma 3.4
Notice that D9(p, §) = D9(G,p). Assume by symmetry that p < ¢, and set ¢ := inf BA(G), p := sup BA(p),
and let us show that

(3.12) g(q) < g(p) or p=gq

We first notice that for all p € BA(p), we have D9 (p, p) < 0, with moreover D9 (p,p) = 0 if and only if p = p.
Therefore if p € BA(§) or § € BA(p), this implies (14.11).
If ¢ = G, then § € BA(p). Similarly, if p = p, then p € BA(q).
~Assume now that p < pand ¢ < . If p = b, and g(b) < g(p), then BA(p) N [p,b] = [p,b] and then
G € BA(p). Otherwise, we have BA(p) N [p,b] = [p,p) and ¢(B) = g(p).
Similarly, if ¢ = a and g(a) > g(§), then BA(§) N [a, ] = [a, ] and then p € BA(G). Otherwise, we have
BA(q) N [a,q] = (¢,4] and g(g) = g(q).
Now BA(p) N BA(G) # 0 implies ¢ < p. Now if ¢ < p, then p € BA(§). Similarly, if § < P, then
G € BA(p). Hence we can now assume that p < ¢ < p < ¢ with g(p) = g(p) and g(¢q) = g(G). Now recall
that we have B B
g<g®) =g{®) on (p,p) D (¢.p) whichimplies g(q) < g(p)

Hence g(§) < g(p) which implies (14.11).
Finally, we conclude that in all cases, we have (14.11) which implies both (3.10) and (3.11). This ends
the proof of the lemma.

3.4 Characterizations of generalized Riemann germs

The following result follows immediately from the definitions and Lemma 3.2.

Lemma 3.5 (First characterizations of generalized Riemann germs, N = 1)

Assume (3.1) and let G C [a,b] be a set.

i) (First characterization)

The set G is a generalized Riemann germ if and only if for all p € [a,b], we have the singleton property
GNP, = {p} where P, is defined in (3.6).

ii) (Equivalent characterization)

The set G is a generalized Riemann germ if and only if (BA(D))peg is a partition of [a,b].

Proposition 3.6 (First properties of generalized Riemann germs, N = 1)

Assume (3.1) and let G C [a,b] be a generalized Riemann germ for a junction 1 : 0 with J =
f:=g. Given p € [a,b], the unique G-entropy solution of (2.6) writes ug,ﬁ with m(p) = wg(p) :
7 : [a,b] = G which satisfies mom = 7. We set §:= jg :=gom.

i) (Local constancy): The map § is locally constant on {§ # g}.

ii) (Inverse of 7): For all p € G, we have 7~ 1(p) = BA(p).

iii) (Level set formulation of the germ): We have G = G; :={p € [a,]], §(p) = g(p)}.
iv) (Characterization of §): The function § : [a,b] — R is fully characterized as a continuous function
which is locally constant on {§ # g} such that G = G;.

v) (Monotone bounds): We have g < § < g, with g1 defined in (3.4).

vi) (Monotonicity of 7): The map m is nondecreasing on [a,b].

vii) (Continuity): The map § is continuous.

( ,0] and
= g and

Remark 3.7 Notice that the monotonicity of § is not proved in Proposition 3.6. This seems to be a delicate
property. It will be proved later, using the locally Lipschitz properties of g in order to clean the possible
accumulation of basins of attraction.

Proof of Proposition 3.6
Step 1: proof of vi)
Let p < q. Assume by contradiction that m(p) = p > ¢ = 7(q). If BA(p) N BA(G) = 0, then

BA(q) < BA(p)



where for sets A,B C R, for A < B, we mean a < b for all (a,b) € A x B. This implies that ¢ < p.
Contradiction. Hence BA(p) N BA(G) # 0, and the partition property in Lemma 3.5 shows that p = 4.
Again contradiction. Therefore, we conclude that p < ¢, and the map 7 is nondecreasing.

Step 2: proof of ii)

From i) of Lemma 3.5 and Lemma 3.2, we deduce that m=1(p) = BA(p) for any p € G.

Step 3: proof of iii)

Recall that § = g ow. Because 7~ 1(p) = BA(p) for any p € G, we see that § is constant on each BA(p)
with value g(p) = g(p) for every p € BA(p). This implies G C G;. Conversely, let ¢ € G;. Then g(q) =
9(q) = g(¢) for the unique § € G such that ¢ € BA(§). Because g # ¢(g) on BA(§)\ {G}, we deduce that
g€ {g=y9g}NBA(G) = {¢} C G, which shows that G; C G. Therefore we have equality G; = G.

Step 4: proof of i)

Let p € [a,b]N{§ # g} and let p € G such that p € BA(p). Then p belongs to BA(p)\ {p} which is a relative
open set of [a,b]. We deduce the existence of some £ > 0 such that

w:=QpNIab] CBAP) with Q,:={p—¢c,p+e)

Because g = const = g(p) on w, this shows the local constancy of the map §.

Step 5: proof of v)

Consider p € [a,b] and let p € G such that p € BA(p). From Lemma 3.2, we deduce that p € 75,;7 and then
there exists A = g(p) € [9—(p), g+ (p)] such that p = p,. Because §(p) = g(p), this shows point v).

Step 6: proof that G is closed

Consider a sequence (P )nen With p, € G such that p, — P € [a,b]. We set P := T(Poo) € G. Either
Poo = Poo and the proof is done, or

(3.13) Poo € BA(Poo)\ {Poc}t

Then Step 3 shows that
(3.14) (Poo — &, Poc +€) Na,b] C BA(poo)

Therefore p, € BA(Poo) for n large enough, ie. p, = m(Pn) = Poo. This implies that Pos = Poo € G.
Contradiction. Hence we always have po = Poo € G, and then G is closed.

Step T: proof of vii)

The continuity of ¢ is not straightforward because we may have accumulation of basins of attraction.
Consider a sequence (p,)nen With p, € [a,b] such that we assume by contradiction that

(3.15) Pn = Pooy  9(Pn) 7 9(Pec)

We set P, = m(pn) and Poo = m(Peo), and then have g(pn) = §(pn) 7 §(Pso) = 9(Pso). Using the continuity
of g, and up to extract a subsequence, we can assume furthermore (from the closedness of G) that there
exists Poo € G such that

(316) Pn — Poos ﬁn — ﬁoo 7é Do

We exhaust the different possible cases.

Case A: po # Do

Then poo € BA(Poo)\ {Poo}, and from the definition of the basin of attraction, we deduce that p, € BA(Poo),
and then 7(p,,) = Pp, = Poo. Contradiction with (3.16).

Case B: pyo = Poo

From (3.16), we can assume that po, < Poo (the case Poo > Poo can be dealt in a similar way). Hence we
have P, = Poo < Poo = lim p,. Therefore [pn,pn) C BA(Pn) with (Pn,pn) = (Poo,Poo). The fact that

n—-+oo
the family (BA(p)seg forms a partition of [a, b] implies that the sequence (p,, ), is stationary for large n, ie.
that p = Poo. Then
(3.17) [Poo, Poc) € BA(Poo) Z Poo

By definition of the basin of attraction, we deduce that

9(Poc) = 9(Pe) OF (oo =b and g(Poo) < 9(Po))
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Case B.1: g(ﬁoo) = g(ﬁoo)

Then §(prn) = 9(Pn) = 9(Poo) = 9(Poo) = §(Pso)- Contradiction with (3.15).

Case B.2: poo =0 and ¢(Poo) < 9(Poo)

The strict inequality and the construction of BA(poo ), imply that po, € BA(Pso), which gives a contradiction
with (3.17). We conclude that (3.15) is impossible, and then § is continuous.

Step 8: proof of iv)

Assume that g : [a,b] — R is continuous which is locally constant on {g # g} such that G = G;. Then we
have § = g = g on G, where G = G; is a closed set, because § is continuous. Moreover, we have g’ = 0 on
[a,b]\G. By continuity of g, § and the structure of each basin on attraction, we deduce that g = g(p) = §
on BA(p) for all p € G. Because the family of basins of attraction forms a partition of [a, b], we deduce that
g = g. This ends the proof of the proposition.

Proposition 3.8 (Monotonicity of g, N =1)
We work under assumptions of Proposition 3.6. Then § is nondecreasing and locally Lipschitz continuous,
satisfying

(3.18) max(0,¢') > ¢ >0 a.e on [a,b].
and
(3.19) (¢' € {0,max(0,¢")} and g’ =g >0 implies g =g) holds a.e. on [a,b]

Proof of Proposition 3.8
Step 1: Lipschitz continuity of §
Consider two points p, q € (a,b) such that p < ¢, and set p = 7(p),§ = 7(¢q). From the monotonicity of ,
we deduce that p < §. Assume moreover that
P<q
With notation of Lemma 3.2, we can then write BA, (p) = (p,p), BA_(4) = (q,¢), where we recall that

:{ﬁ i BA(H) =0

{Bhp=trel o<oi) o Grl) upBALF) M BA@) A
BA_(q)i={r€lad), 9> on [} . A0
q::{nﬁBA_@) if BA_(q) #0

Because BA(p) N BA(q) = 0, we deduce that p <p < ¢ < §. Moreover p € BA(p), ¢ € BA(G) imply that
a<p<p<g<qg<b with ¢(p)=yg(), 9(¢) =g9(q)
We deduce that §(p) — 9(q) = 9(p) — 9(q) = 9(p) — g(g). Hence

90) = 9@l _ 190) ~9@| _ @) —9@)l _ o

p—q  lp—d ~ [p—¢

for any compact interval K C [a,b] containing p and ¢. This implies that Lip(g; K) < Lip(g; K) and then
g is locally Lipschitz continuous on [a,b]. Moreover, consider a point pg € (a,b) where both § and ¢ have a
derivative. Then choosing p := py < q or p < ¢ := pp, we see in the limit |p — q| — 0 that |§'(po)| < |¢'(po)|-
In particular, we get

(3.20) g’ < 19| ae. on [a,b]
Step 2: Monotonicity of §
Assume by contradiction that § is not nondecreasing on [a, b]. Then, because § and g are Lipschitz continuous,

by Rademacher’s theorem, there exists at least a point pg € (a, b) where both § and g are differentiable, such
that

(3.21) §'(po) <0
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Because ¢’ = 0 on the open set [a,b]\ {G = g}, we deduce that g(po) = g(po), i-e. po € G, and then
po = Po := 7(po)-

Case A: pg is an accumulation point of G

Then along the accumulation sequence, we get ¢ = § and then ¢'(pg)

= ¢'(po) < 0. Then the structure of
each basin of attraction implies that pg = pg satisfies for some small £ > 0

(3.22) Q = (Po — €, Do + €) C BA(po)

Case B: pj is an isolated point of G

Again, the structure of each basin of attraction implies that py = po satisfies (3.22).

Conclusion in both cases

Then (3.22) implies that § = const on Q. Therefore §'(po) = §'(Po) = 0. Contradiction with (3.21). This
finally shows that ¢ is nondecreasing on [a,b]. This implies with (3.20) that we have |¢'| > ¢’ > 0 a.e. on
[a,b]. Now recall that G is a closed set, and §’ = 0 on (a,b)\G, with § = g on G. Therefore §' = ¢’ a.e. on
G. We deduce that max(0,¢’) > §' > 0 a.e. on [a, b], which shows (3.18). Moreover we also get (3.19).

This ends the proof of the proposition.

Proposition 3.9 (Second characterization of (generalized) Riemann germs, N = 1)
Assume (3.1). Let G C [a,b] be a set. Then G is a generalized Riemann germ with respect to (J, f) =
((=0,0],9) if and only we have

(3.23) G=G; with Gg:={p€la,b], g(p)=9g(p)}

for some function § satisfying

(3.24) g :[a,b) = R nondecreasing, locally constant on {g # g}, and satisfying g— < § < g+
Moreover, when this is the case, the function g is continuous and G is a Riemann germ.

Proof of Proposition 3.9

Part I: proof that G = G; with §:=g

Assume that G is a generalized Riemann germ. Then from iii), iv) and v) of Proposition 3.6 and from
monotonicity property of § given in Proposition 3.8, we deduce that § satisfies (3.23) with (3.24). Moreover
vii) of Proposition shows that ¢ is continuous.

Part II: proof that (3.23)-(3.24) implies that G is a generalized Riemann germ

We want to check that G := Gj is a generalized Riemann germ, i.e. satisfies the following singleton property

GNP, ={p} forall pela,b

Step 1: nonemptyness of GN 75p
Recall that g— < g < g4. We first define p = n(p) for p € [a,b]. Setting X := §(p), we define

p if g(p)=A
p=m(p):=4q sup{g € [p,b], g>A on (pgl} if g(p)>A
inf{g € [a,p], g<A on [g,p)} if g(p) <A

Because g is locally constant where it differs from g, we deduce the following.

If g(p) > A, then either g(p) = A = g(p) or g(p) > A = §(p) and p = a. In the second case, we conclude that
d(P) = g(a) < g4+ (a) = g(a) = g(p). Contradiction. Therefore only the first case arises, i.e. g(p) = A = g(p)
and p € G. Moreover with py , defined in (3.5), we have

P="Drp with g_(p) <gp) <A=3(p) <3q) < g+)

Similarly, if g(p) < A, then either g(p) = A = g(p) or g(p) < A and p = b, and we exclude the second case.
Hence in all cases, this defines G 3 p = Py, with X € [g_(p), g+ (p)]. Hence G NP, D {p}.

Step 2: GN 75p is reduced to a singleton

Consider any p, € G N ’ﬁp for a = 1,2. Then there exists Ay € [g—(p), g+(p)] such that N\, = ¢g(p,) and
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moreover p, = Py, p.- Hence we have §(pa) = g(Pa) = Aa. Notice that the definition of G := G5 and the fact
that g is locally constant on {g # g} imply that

g =const = §(pa) = g(Pa) = Ao on  BA(Py)

Because p € BA(p1) N BA(p2), this implies that Ay = §(p) = A2 and then p; = ps, which shows that GN 75p
is reduced to a singleton. We conclude that G jisa generalized Riemann germ.

Part III: getting a Riemann germ

Moreover, from Proposition 3.6, we have gg, = g which is continuous. Hence G is a Riemann germ.

This ends the proof of the proposition.

3.5 Basic relaxation formula

Proposition 3.10 (Basic relaxation formula, N = 1, junction 1 : 0)
Assume (3.1). Let go be a function satisfying

(3.25) { 9o : [a,b] = R is continuous nondecreasing (Monotonicity)

g- < go < gy with gy defined in (3.4) (Bounds)

i) (Basic relaxation formula)
Then the following formula defines uniquely a map gy : [a,b] = R

(3.26) {an}= U G0} {g0(@)} forall pela,b]

q€[a,b]

where G is the standard Godunov flux associated to the function g, defined in (3.3).

ii) (Application to generalized Riemann germs)

Moreover the map g1 satisfies condition (3.25), and is such that G4, = {g1 = ¢} is a generalized Riemann
germ, and gy is the Godunov fluz associated to Gg, on a junction 1:0, i.e. g1 = gg,. -

Conversely, if G is a generalized Riemann germ, then the associated function § := gg satisfies (3.25) and
(3.26) with g1 = go = §.

Proof of Proposition 3.10
Step 1: g; is well-defined, nondecreasing, continuous and satisfies (3.25)
Let go : [a,b] — R satisfying (3.25). Given p,q € [a,b], we define @,(q) := G(p, q) — go(g) where we recall
the monotonicities go(1) and G(1,]). Recall that we have g_(p) = G(p,b) < go(p) < g9+ (p) = G(p,a).
Step 1.1: discussion for a,b finite or not
Case A: finite ¢ and b
Hence ®,(a) > 0 > ®,(b) for finite a, b.
Case B: infinite a or b
If @ = —o0, then
lim ®,(q) = lim {G(p,q) — g0(q)} = lim {?;}gg - go(q)} =400
where we have used the coercivity of g (as assumed in (3.1)) and the monotonicity of go.
If b = 400, then

lim @, (¢) = lim {G(p, ¢) — 9o(¢)} < lim {G(p,¢) —g-(¢)} = lim {inf g — inf g} = —00
a—b q—b a—b a=b | [p.a] [2,]

where we have used again the coercivity of g.

Step 1.2: remaining part of the argument

Because ®,, is continuous nonincreasing, we deduce that there exists at least some ¢ € [a,b] such that
®,(c) = 0. Now even if ¢ is non unique, the common value go(c) = G(c,p) is unique, because of the
monotonicities of go and G(p,-). This defines uniquely the value g;(p) in (3.26). Consider p’ > p. Then
there exists ¢, ¢’ € [a, b] such that

91(p) = go(c) = G(p,c) < G(p,c),  1(p) = g0(c) = G(p', )
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Hence ®,/(c) > 0 = ®,(c). This shows that we can always choose ¢ > ¢, and then ¢1(p’) = go(c’) > go(c) =
g1(p), which shows that g1 is nonincreasing, and moreover, we can always choose a map p — ¢ = ¢(p) which
is nondecreasing such that ®,(c(p)) = 0. Moreover, the continuity of go, G and the uniqueness of the value
g1(p) imply the continuity of g;.

Finally, by construction, for p € [a,b] we have g1(p) = go(c) = G(p,c) € [G(p,b),G(p,a)] = [g-(p), 9+ ()],
which shows (3.25).

Step 2: local constancy of ¢;

supg =supg if e<p

A h Il th = = = lenl lep)
ssume that g1(p) # g(p) and recall that g(p) # g1(p) = go(c) = G(p,¢) [inf]g _ (inf]g  oesp
X pe

where we have used the fact that the inf /sup can not be reached at p, because g(p) # g1(p). Notice also
that we can not have ¢ = p, otherwise we would get ¢1(p) = go(p) = G(p,p) = g(p), which is impossible by
assumption. This shows now that for p. close to p, we also have (by continuity of ¢, g1, go)

sup g =supg if ¢<pe

= = G = [C’pg] [C’p) =
9(pe) # g1(p) = go(c) = G(pe, ) fg—imfg i e>p 91(p)
[pe €] (pe]
This justifies a posteriori that we can choose ¢. := ¢ in ¢1(p:) = go(cc) = G(pe,c.). Hence g1 is locally

constant on {g1 # g}.

Step 3: conclusion for ¢;

From Proposition 3.9, we deduce that Gy, is a Riemann germ on a junction 1: 0 and g1 = gg,, -

Step 4: conclusion for §

Consider a generalized Riemann germ G C [a,b]. Let § := gg be the Godunov flux associated to G on
a junction 1 : 0. Then we have G = G; := {§ = g}. From Propositions 3.6, 3.8, the function § satisfies
(3.25). Consider g; given by formula (3.26) for go := §. Now if p € G, then we check immediately that
g1(p) = g(p) = g(p). Therefore G C G,, := {g1 = g}. Because the family (BA(p))seg is already a partition
of [a,b], where § and g; coincide, we deduce that g1 = g, and then G,, = G; = G. Moreover, this shows that
(3.26) holds true with g1 = go = §. This ends the proof of the lemma.

3.6 Proposition 2.13, Theorem 2.14 and their proofs on a junction 1:0

Proof of Proposition 2.13 for 1:0 junction

For the proof we refer to the table of Subsection 2.4. Notice that for 1 : 0 junctions, Riemann monotonicities
of m and f reduces to the fact that those functions are nondecreasing. Then the result of Proposition 2.13 for
1 : 0 junction follows from Propositions 3.6, 3.8, 3.10 (respectively first properties of gen. Riemann germs,
monotonicity, relaxation formula) and Lemma 3.4 (dissipation property).

Proof of Theorem 2.14 for 1: 0 junction

For the proof we refer to the table of Subsection 2.4. Point i) of Theorem 2.14 follows from ii) of Lemma 3.5
(first character. of gen. Riemann germs). Point ii) of Theorem 2.14 follows from Propositions 3.9 (second
character. of (gen.) Riemann germs).

3.7 Weak stability of the Riemann problem

Lemma 3.11 (Weak stability of Riemann problem on a single branch 1 : 0)
Assume (3.1). Let p, € [a,b] and p, € BA(p,). We call v, = vy, 3, the unique entropy solution of (3.2)
with (p,p) := (Pn,Pn). Assume that (pn,Pn) — (Poo, Do) € [a,b]? as n — oo. Then, up to extraction of a
subsequence (still denoted by vy, ), there exists Poo € [a,b] such that po € BA(Poo) and

Upp,pn = Un 7 Voo 1= Upoo ,Poo in Llloc([ov +OO) X (700, 0])

Here py, is the trace of the limit, while P is the limit of the trace. Moreover, we have

(3'27) 9(7500) = g(ﬁOO) with  Poo € {pooaﬁoo}
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(even if P, may not converge towards Poo, and pos may not belong to BA(Poo) ).
In other words, for self-similar solutions on a half line, if the limit is not constant in space and time, then
the trace of the limit is equal to the limit of the trace.

Proof of Lemma 3.11

Step 1: first results

Recall that v, (t,z) = Vi, (x/t) with V,, monotone and bounded in L*°((—o0,0]; [a,b]). By classical Helly’s
theorem for monotone functions, we know that, up to extract a subsequence, we have V,, — V, a.e. on
(—00,0], and then v, — voo in L}, ([0, +00) X (—o0,0]) with v (¢, ) := Vio(z/t). By stability of entropy
solutions and of their initial data, we have that v is a solution of (3.2) with initial data p := p. Because

Vs is monotone, it also has a trace poo € [a,b] at z = 07. Hence voe = vp_ 5., With po € BA(Poo)-
Pn=D5, p» with Ay, := g(Pn) and Ao 1= 9(Po)

Poo = D5 po with Ao := 9(Po)
Step 2: proof that A\, = Moo
Case A: po # Do
Because BA(Poo)\ {Doo} is a relative open set of [a,b], we deduce that p, € BA(Pso)\ {Poo} for n large
enough. Hence p, = poo, and then po = poo and 5\00 = 5\00.
Case B: pyo = Poo R
If poo = Do, then we get immediately that Moo = Aso. Assume therefore that pac # Doo- Precisely assume
that Poo < poo (the case Poo > Poo is similar).
Because (Pn,Pn) = (Poos Poo), this implies for n large enough that

Moreover, we have {

(3'28) g < 5\71 = g(ﬁn) on (ﬁ'mpn}
Let us call the interval I, := [Py, ps]. Then from the proof of Lemma 3.1, Step 2, Case 2, we have

g(a) it ael,

s A In()
Jn := concave envelope of g with g (a): { NS it acR\L

Hence §,,(pn) = 9(pn) = An and n(pn) < An, and from (3.28), we deduce that the concave function g,
satisfies

(3.29) Gn <An on (Pn,pal

We deduce (see Lemma 9.1) that

(3.30) (€2,6R) = (Gn(pn), G, (Py)) satisfies &7 <&z <0
and get

DPn it < 52
(3.31) Va(€) ={ b if < £<0

(Gnir,))7HE) i &€ [6F, &R

which is well defined for almost every £ > 0. Moreover V), is nonincreasing.
We deduce that A\, > g(pn) — 9(pso) and then

(3.32) Aco > 9(Poo)

Assume by contradiction that

(3.33) Ao > 9(Poo)

Setting Ioo := [Poos Poo], We see that §, — oo locally uniformly on [foo, Poo], Where g is the concave envelope

of g’~. Then passing to the limit in (3.29), we get { goo < oo = g(Po) on [po?,poo] . Because of
o = g on 8[poovpoo]

(3.33) and the concavity of oo, we deduce that go. is above its chord on [Pec, Pso] and then

(334) goo>g(poo) on Lﬁoovpoo)
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Then is is easy to check that V,, converges almost everywhere (by Helly’s theorem for sequences of
monotone functions) towards V., which is given by (3.30)-(3.31) for n = oco. Moreover (3.34) insures that
Voo # const a.e. on (—o0,0). On the other hand, notice that v = vp 5., = Up.. p., and then this function
is uniquely given by v = poo. Therefore Vo, = poo = const. Contradiction. Hence (3.33) is false, and we
conclude from (3.32) that Moo = I(Poo) = 9(Doo) = Moo, Where we have used our assumption pso = Poo. This
shows (3.27). This ends the proof of the lemma.

4 Riemann problem on a junction with N > 1 branches

4.1 Two families of transformations and reduction to NV : 0 junctions

Given assumption (2.2), there are naturally two families of transformations with actions on (J, f,G) where
J is a junction with N > 1 branches, f7 : [a/,b’] — R are maps for j = 1,...,N and G C [a,b] is a set.
Those are I-inversions and I’-reversions where I, I’ C {1,..., N} are subsets of indices. The first family of
I-inversions does not modify the junction J, but only modify (f,G). On the contrary the second family of
I-reversions modifies (J, f) but does not modify the set G.

4.1.1 I-inversions
We will need the following partial inversion transform defined for a subset I of indices.

Definition 4.1 (I-inversion)
Let (J, f) satisfying (2.2) with N > 1, and let G C [a,b] be a set. Given a subset I C {1,...,N}, we define

o - S y 1 if jelI
- ) - J .
the I-inversion with respect to I as the map (-) : (J, f,G) — (J, f,G) defined for & : { 1 otherwise
as

J:=J
(4.1) fi(p?) =& fi(&@p?)  for plelal,b/] =& [af,b]

G:={pelab], peG} with p:=elpl

If f: [a,b] = RYN is any map, we also define the action of the I-inversion (-) on f as

~J

(4.2) f () :=&f(p) withp defined in (4.1)

Remark 4.2 Notice that the notation for a,b is not consistent with the general definition of p as a function
of p. But this inconsistency will not bring any confusion.

Then we have the following result

Lemma 4.3 (I-inversion of a germ)

Let (J, f) satisfying (2.2) with N > 1, and let G C [a,b] be a set. Given a subset I C {1,...,N}, consider
the I-inversion which maps (J, f,G) to (J, f,G) with (J, f) satisfying (2.2).

i) (Case of a generalized Riemann germ)

Then G is a generalized Riemann germ with respect to (J, f), if and only if G is also a generalized Riemann
germ with respect to (J, f). Moreover for p defined in (4.1), we have

L) () =& BAU ) (pi
43) {BA (1()) &I BAV) (p7)

ii) (Case of a set with special expression)
Assume that there exists some function f : [a,b] — RN such that the set G satisfies G = {p € [a,b], f(p) = f(p)}

Given f in (4.2), we have G = {15 € [a,b], f(p)= f(?)}
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Proof of Lemma 4.3
It is straightforward to check point ii). Let us now prove point i). Consider an entropy solution u of
w] + 0x(f7(u?)) = 0 on (0,+00) x JI. We set

w (t, ) = &l (t, )

Then @ is an entropy solution u of @ + 9,(f7(@)) = 0 on (0,+00) x J7. Moreover @ is self-similar if u is,
and B
u(t,0) € G is equivalent to u(t,0) € G

This implies that G is generalized Riemann germ with respect to (.J, f), if G is with respect to (J, f). It is
is indeed an equivalence. Moreover, under I-inversion, the properties (4.3) of the basins of attraction and of
the natural projection follow from the definitions. This ends the proof of the lemma.

4.1.2 I-reversions

We will need the following partial reversion transform defined for a subset I of indices.

Definition 4.4 (I/-reversion)

Let (J, f) satisfying (2.2) with N > 1, and let G C [a,b] be a set. Given a subset I C {1,...,N}, we define
1 if jel
+1 otherwise

the I-reversion with respect to I as the map (~) (], f,G) — (J, 1, G) defined for &7 := {
as y B B o
J={yu |J F owith J =]
j=1,...,.N

Fi(p?) =& fi(p7)
G:=¢

If f < [a,b] = RY is any map, we also define the action of the I-reversion (~) on f as

=

(4.4) f (o) =& (p)

We see that for indices in I, the I-reversion transform changes outgoing branches into ingoing branches,
and vice versa.
Then we have the straightforward result.

Lemma 4.5 (I-reversion of germ)

Let (J, f) satisfying (2.2) with N > 1, and let G C [a,b] be a set. Given a subset I C {1,..., N}, consider
the I-inversion which maps (J, f,G) to (J, f,G) with (J, f) satisfying (2.2).

i) (Case of a generalized Riemann germ)

Then G is a generalized Riemann germ with respect to (J, f), if and only if G is also a generalized Riemann
germ with respect to (j, f) Moreover, for all q € [a,b] we have

(4.5) { BAUD(q) = BAUD(g)

71'g~ =Tg

ii) (Case of a set with special expression)
Assume that there exists some function f : [a,b] — RN such that the set G satisfies G = {p € [a,b], f(p) = f(p)}

Given J? in (4.4), we have G = {p € [a,b], Jg(p) = f(p)}

Proof of Lemma 4.5
It is straight_forward to check point ii). Let us now prove point i). Consider an entropy solution u of
wl + 0x(f7(u?)) = 0 on (0,+00) x J7. We set

W (t,x) == (t, &)
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Then @ is an entropy solution u of @ + d,(f7(@)) = 0 on (0,+00) x J7. Moreover i is self-similar if u is,
and
u(t,0) € G is equivalent to a(t,0) € G

This implies that G is generalized Riemann germ with respect to (J, f), if G is with respect to (J, f). More-
over it is an equivalence. Moreover, under I-reversion, the properties (4.5) of the basins of attraction and of
the natural projection follow from the definitions. This ends the proof of the lemma.

It is straightforward to check the following result.

Lemma 4.6 (Commutativity of inversions and reversions) o
Let (J, f) satisfying (2.2) with N > 1, and let G C [a,b] be a set. Given two subsets I,I C {1,..., N},
I I I~
(.

_ - - _ ~ I -
consider the I-inversion ()I and the I-reversion (-) . Then we have the commutativity ()I o(*) =() o ()I

4.1.3 Reduction to N : 0 junctions

The following result is a straightforward corollary of Lemma 4.5.

Corollary 4.7 (Reduction to N : 0 junctions)
Let (J, f) satisfying (2.2) with N > 1, and let G C [a, b] be a generalized Riemann germ with respect to (J, f).
Set

I'={je{l,...,N}, ol =-1}

The action of a I-reversion on (J, f,G) defines (j, 1, _C';) Then G is a generalized Riemann germ with respect
to (J, f) with J7 ~ (—00,0) = 67 - (=00,0) for all j=1,...,N, i.e. with 7 =1 for all j. This means that
J is a junction of type N : 0.

This way, we see that we reduce the problem of n : m junctions with N := n + m, to the case n = N
and m = 0. Such junctions are then called N : 0 junctions. In the remaining part of the section, we will
work which such junctions which have more symmetries. The result for the original problem can then be
obtained easily by the inverse of the reverse transform.

4.2 Proof of Proposition 2.4: L! estimate for Riemann problem

We can do the proof of Proposition 2.4 in two steps.

Step 1: reduction

We first notice that the problem reduces to a single branch N = 1 and using a reversion, we can assume
that we work on a 1: 0 junction.

Step 2: the computation

We now compute formally for j = 1 with J7 = (—o0,0)

[ (i I

7| wer-» = [ e
== [ o (P ) d
-
— 1) - P )

This computation can easily be justified (in the sense of distributions), and this implies the first equality of
(2.7), because u? (0, ) = p’. The second equality of (2.7) follows from the fact that the sign of u/ — p’ only
depends on j, for self-similar solutions (see Lemma 9.1). This ends the proof of the proposition.

4.3 First results on generalized Riemann germs

Assume (2.2) with N > 1 branches ~ (—00,0). We recall briefly some definitions/notations. For
j € {1,...,N}, we recall that the Godunov flux G’ : [a/,b]> — R associated to f7, is GI(q,r) :=

36



inf f7 if g<r
lorl” . We also define the following nondecreasing functions of p’ € [a/, b]

sup f7 if ¢g>r
[r,q]
(4.6) @)= [pijnbfj]fj =GP.Y) < flp) = [Sup_]fj =G (p,a’)
5 ad ,pi

and for A € [f2(p?), fL(p?)], we define the following element of [a7, ']

, » it f7(p7) =\
(4.7) Phpi =9 suwpid € @, V], f7>X on (p/.¢)} if fI(p)) >
inf {¢/ € [@,p7), f7 <A on (¢/,p7)} if fI(p) <A
which is nonincreasing in A. For p = (p!,...,p") € [a, ], we also define the following subset of [a, b]
(4.8) Po= [ P with P = {ﬁg’pj €ldd,b], Ae [fz(pi),fi’(pf)}}
j=1,..,N

We also recall the basins of attraction defined for all p € [a, b] by

(4.9) BA(p):= [] BA'(p’) with BA/(p/):=BA’ (p))U{p’} UBA, (p))
j=1,....N

, o . , o BA ={gd e (,V], <N on (p,¢]}
Y A— J — =+ ) ) 9
where BAY, = BA’ (p’) are given for M := fI(p?) by { BA - [ clalpi), fI>MN on [ghp)
Then from Lemma 3.2 and the definitions, we get immediately

Lemma 4.8 (Inverse characterization of the map p — 75p)
Assume (2.2) with N > 1 and a N : 0 junction. Then for two arbitrary vectors p,p € [a,b], we have

pE 75p if and only if  p € BA(p)
The following result follow immediately from the definitions and Lemma 3.1.

Lemma 4.9 (Generalized Riemann germ characterization, N > 1)

Assume (2.2) with N > 1 and let G C [a,b] be a set.

i) (First characterization)

The set G is a generalized Riemann germ if and only if for all p € [a,b], we have the singleton property
GNP, = {p}, where P, is defined in (4.8).

ii) (Equivalent characterization)

The set G is a generalized Riemann germ if and only if (BA(p))peg is a partition of [a,b].

Proposition 4.10 (First properties of generalized Riemann germs, N > 1)
Assume (2.2) with N > 1 and let G C [a,b] be a generalized Riemann germ for a junction N : 0. Given
p € la,b], the unique G-entropy solution of (2.6) writes ug’ﬁ with w(p) := ng(p) :=p € G and 7 : [a,b] = G

which satisfies mom =mw. We set f = fg = form.

i) (Local constancy): The map f is locally constant on {f # f}

ii) (Inverse of 7): For all p € G, we have 7~ 1(p) = BA(p).

iii) (Level set formulation of the germ): We have § = G; := {p € la,b], f(p)= f(p)}

iv) (Characterization of f): Assume that f : [a,b] — RY is continuous. Then f is fully characterized as

the continuous function which is locally constant on {f #* f} such that G = Qf.
v) (Monotone bounds): We have f_ < f < fi with f+ defined in (4.6).
Remark 4.11 Notice that the monotonicity properties off are not proved in Proposition 4.10. Again it

seems to be a delicate result. We will prove it later using as a key step a slicing lemma which reduces to
germs for a single branch, for which we already have proved some monotonicity.
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Proof of Proposition 4.10

Step 1: proof of ii)

From i) of Lemma 4.9 and Lemma 4.8, we have 7= (p) = BA(p) for all p € G.

Step 2: proof of iii)

From b) in hands, then Step 3 of the proof of Proposition 3.6 applies word by word.
Step 3: proof of i)

Let p € [a,b] N {f + f} and let p = m(p) € G such that p € BA(p). We set

(4.10) Lif)={je{l .. .N}, fio)# P00}

Because f = f o, we deduce that for all j € Ip(f) that p/ € BA(p?)\ {ﬁ}, which is a relative open set
of [a?,b7]. We deduce the existence of some & > 0 small enough such that [a/, 7] N Q;j C BAJ(p7) with

/= (p’ —&,p’ +¢). This means that

pi

(4.11) [0.8]NQL(p) € BA®) with QI(p)=p+ Y (~c.2)e;

JeLy(f)

with the convention that ng(p) = {p} when I,(f) = 0. Then f = const = f(p) = f(p) on [a,b] N ng(p)7
which means exactly that f is locally constant on f £ f+.

Step 4: proof of v) 4
Consider p € [a,b]. We know that p € BA(p) with p € G. Hence for each index j, we have p/ = ﬁi\j i with
Fi(p) = 1) =N € [fL(p7), fL(p")] (by assumption). This gives the monotone bounds.

Step 5: proof of iv)

Assume that f is continuous. Now consider some continuous function f : [a,b] — R which is locally constant

on {f #* f} such that G = g];. We want to show that f = f

We already know that f = f = f on G, where G =G jisa closed set, because f is continuous. Moreover,
we have for all p € [a, b]\G, there exists € > 0 such that

a—f. =0 in [a,b] ﬂQf(p) for all j € I,(f)

op
where I,,(f) and Qf (p) are defined respectively in (4.10) and (4.11). By continuity of f, f and the structure
of each basin on attraction, we deduce that f = fp) = f on BA(p) for all p € G. Because the family of
basins of attraction forms a partition of [a,b], we deduce that f= f .
This ends the proof of the proposition.

4.4 Slicing lemma and basic monotonicities

The following simple lemma is a key tool.

Lemma 4.12 (Slicing lemma)
Assume (2.2) with N > 2, and let G C [a,b] be a generalized Riemann germ for a N : 0 junction. Let
1<n < N. Then forp € [a,b], we write

p=,p") with p'=@®',....p") €[d, V] and p" =", ... p") e a",b"].
Given some pjj € [a”, V"], we set 11 := [a/, V'] x {p{j} and define the slicing of the germ G with respect to p( :
Gpy =10 €[d V], s.t. there exists p = (',p") € G with BA(p) NTL # 0}

Then Gy C [a’,b'] is a generalized Riemann germ for an : 0 junction. Moreover

(412) gpz)’ = {p,:(plv"'7pn) € [a/7b/]a f](plvpg):fj(pj) fO'I" .]:177’”’}
and the effective flur function associated to G,y is
(413) fgp()/ = (J?J(apg))J:l,m
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Proof of Lemma 4.12
Recall that BA(p) is given in (4.9) and that in the present case all branches satisfy J7 ~ (—oc0,0).
With Gy := {p € G, BA(p) N1 # (0}, we can write

Gpy = {p' € [d/,'], s.t. there exists p = (5',p") € Gn}

Because (BA(P))peg is a partition of [a, b], we see that II is covered exactly once by the family (BA(p))segy -
Hence (ILN BA(p))pegr is a partition of II. This implies that G, C [a/, V] is a generalized Riemann germ.
Now define ) B o
Gy = {' = ', 0 € [ V], PWpE) =) for j=1,...n}

For any p' € Gy, we set p 1= n(p',py) € Gn, where m = g : [a,b] — G is the natural projection associated
to G. Then p writes p = (p',p"). Moreover f = const = f(p) on BA(p), and BA(p) NI > (§,pg). This
shows in particular that G, C Gy

Conversely, consider p’ € Gy and set w(p’,pg) =: p = (p',p") € Gn with p’ € BA'(p') (with ob-
vious notation). Hence f7(p?) = fj(p’,pg) = fi(p) = fi(p’) for 5 = 1,...,n. Because we have
BAI(p)n {fi = fi(p’)} = {p’} for all j = 1,..., N, we deduce that p’ = p' with (§',p") € Gn. This
implies the reverse inclusion G,y DO g])g. This shows (4.12). Moreover, we get that fgp{), = (F7CoP)))i=1rms

i.e. (4.13). This ends the proof of the lemma.

We now state the following result.

Proposition 4.13 (Basic monotonicities of f, N> 1)
We work under assumptions of Proposition 4.10. Then we have on [a, b]

£i )
pr fj (p) } are nondecreasing in p?, for all j (Basic monotonicities)
p+ 7 (p)
Moreover we have
for all index j, the function fj is locally Lipschitz continuous in the variable p7,

(414) a’nd fO’f' a’ll q0 € [a’? b] and fOT‘ a”j7 we have ’UJZth ng(pj) = (q(1)7 s 7Qé713pj7qg+17 .. 7Q(J)V)

max (0, (f7)") > (fgo)' >0 a.e ona?,b] with fgo = fio v

and for all qo € [a,b] and all index j we have
((fgo)’ € {0,min(0, (f/)")} and (fgo)’ = (f7) > 0 implies fgu = fj> holds a.e. on [a?, "]

Proof of Proposition 4.13
Applying the Slicing Lemma 4.12 with n = 1, we get for j = 1, that fgo is the flux function at the junction
1 : 0 associated to a generalized Riemann germ. Applying vi) of Proposition 3.6 and Proposition 3.8, we
deduce the result for j = 1. Up to relabel the indices, we get the result for all indices 7 = 1,..., N. This
ends the proof of the lemma.

4.5 Theorem 2.14 and its proof: characterization of generalized Riemann germs

We first start with the following result and then give the proof of Theorem 2.14.

Proposition 4.14 (Generating generalized Riemann germs, N > 1)
Assume (2.2) for a N : 0 junction with N > 1 and let G C [a,b] be a set.

Then G is a generalized Riemann germs if and only if G = gf = {f = f} for some function f s a, 0] — RN
which is locally constant on {f =+ f} and satisfying for all j

(4.15) { P fi(p) s nondecreasing on  [a,b] (Basic monotonicities)

fo<f<fy (Monotone bounds)

with f1 defined in (4.6).
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Proof of Proposition 4.14

Part I: properties of generalized Riemann germs

Notice that if G is a generalized Riemann germ, then Proposition 4.10 and Proposition 4.13 shows that
f = fg satisfies all the required conditions.

Part II: constructing a generalized Riemann germ

Conversely, assume that f : [a,b] — R¥ is locally constant on { f#f } and satisfies (4.15) for all index j.

Then let G := g]; = {f = f} Let us check that G is a generalized Riemann germ, i.e. that G satisfies the

following singleton property G NP, = {p} for all p € [a, b).
Step 1: nonemptyness of G N ’pp
Recall that f_ < f < fy. We first define 7(p) := p for p € [a,b]. For each index j, setting X := f7(p), we
define _ o
P it fI(p?) = A
P o=ml(p) =4 sup{d € P V], fF>X on (0,1} it fI(p)) > A
inf {¢/ € [a?,p7], fI<X on [¢,p))} if  fI(p?) <\
Exactly as in Step 1 of the proof of Proposition 3.9, we conclude that G N 75,, o {p}.
Step 2: gN 75,, is reduced to a singleton

Exactly as in Step 2 of the proof of Proposition 3.9, we conclude that G N 75p = {p}. which shows that G is
a generalized Riemann germ. This ends the proof of the proposition.

Proof of Theorem 2.14
For the proof we refer to the table of Subsection 2.4. Point i) of Theorem 2.14 follows from ii) of Lemma 4.9,
while point ii) of Theorem 2.14 follows from follows from Proposition 4.14. This ends the proof of the theorem.

4.6 Partial relaxation formula

Proposition 4.15 (Partial relaxation formula, N > 1)
Assume (2.2) for a N : 0 junction with N > 1. Let G C [a,b] be a generalized Riemann germ and f := fg.
For any p € [a,b] and index j, we define for all ¢ € [a’, V]

;Z ::ijLZ, with  J(q’) == f(p*,....p7 ¢ T, )

Then for all index j, the function fg satisfies

fJ : [a?, bj] — R is continuous nondecreasing (Monotonicity)
fj < fj < fJ (Bounds)
(4.16) ,}(qj) = [ljnlf £,
;,+(qj) = sup fj
[a7,q7]

and we have the following partial relaxation formula
(4.17) {fﬁ(pj)}Z U {¢w.¢ }ﬁ{;? g }
q7 €[ad ,b7]
Proof of Proposition 4.15
The result follows from the slicing lemma 4.12, considering GJ := {qj € a7, v7], fg (¢7) = fj(qj)}7 which is

a generalized Riemann germ in [a?, »/]. Moreover the associated effective flux function is fgj = fg Then
(4.16) and (4.17) follow from Proposition 3.10. This ends the proof of the lemma.

4.7 Theorem 2.16 and its proof: characterization of Riemann germs

Before to start the proof of Theorem 2.16, recall that we consider Kruzkov entropy solution

g

pp T (ul U‘NN ”N) € Llloc ([07+OO) X (_0070))N = Llloc ([07+OO) X J)

u plpts o UpNop
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to the G-Riemann problem (2.6).

Proof of Theorem 2.16

Part I: proof of i)

We only do the proof for N : 0 junctions. The general case of junctions n : m is recovered from N : 0 with
N :=n+ m, using suitable I-reversions (see Lemma 4.5).

Step 1: necessary condition

Assume that G C [a,b] is a Riemann germ. For p, — poo, We set Poo :=: m(Pso), and up to extract a
subsequence (still denoted by p,,), we have p,, := m(p,) = Do € [a,b]. By Definition 2.5 of Riemann germs,
we have

ud o =g i Ll ([0,400) X J), as n— 400

Hence for p, € BA(p,) and from the weak stability Lemma 3.11, we conclude that f(pso) = f(Poo). By
definition, this shows that f(pn) = f(Pn) = f(Pos) = f(Pos) = f(7(pso)) = f(pos), which shows the
continuity of f .

Step 2: sufficient condition

Let G be a generalized Riemann germ and assume that f : [a,b] — RY is continuous. We want to show that

G is a Riemann germ. Because G = {f = f}, we deduce that G is a closed set. Now if p,, € [a,b] satisfies

DPn — Doo € [a,b], then, up to extract a subsequence, we have G 3 w(p,) =: P, — Poo € G. From the weak
stability Lemma 3.11, there exists po € [a,b] with ps, € BA(Pso) such that, up to extract a subsequence,
we have

Uy 1= ugnmn = Uoo = Up_ 5. 0 Li,([0,400) x J), as n — +oo
and we want to show that u,__ 5. = ug (pos)’ i.e. that poc = m(Poo). From Lemma 3.11, we also know that
(4.18) f(boo) = f(Poc)  With  Poo € {Poos Poo}

Up to extract a subsequence (still denoted by pj,), we can assume that there exists s = (s7),;-1

such that for all index j, we have
(4.19) s1(pl, —pl) <0 foralln

We set I :={j €{l,...,N}, s/ =—1}. Then, up to use the I-inversion and (4.19), we can assume that
Pn < pn. Hence

f: 5\n = f(pn) on BA(pn) D [Pn,Pn)
Passing to the limit, we get from the continuity of f that

f =)o = f(ﬁoo) on [ﬁoo,poo} D) {ﬁoo}

where we have used (4.18) for the last inclusion. Using again (4.18), we get f(Bso) = f(Poo) = Moo = J (Boo)-
This shows that fae € G. Hence po € BA(foo) implies foo € GNPy = {7m(Poo)}, and then fog = 7(poo)
which shows U = Uup__ 5.0 = ugw (po)” This shows that the limit u is unique, and independent of the
extracted subsequence. Therefore, the full sequence w,, converges towards u,,. This establishes that G is a
Riemann germ.

Part II: proof of ii)

The result follows from iv) of Proposition 4.10. This ends the proof of the proposition.

4.8 Dissipation properties for N : 0 junctions

Lemma 4.16 (Dissipative points are in the germ)
Assume (2.2) for N : 0 junction with N > 1. Assume that G C [a,b] is a generalized Riemann germ, and let
f be its associated effective flux function. Let p,G € G and p € BA(p), q € BA(q). Recall that o9 = +1,

DY (p,q) == sign(’ —¢') - {f(p) = f'(¢)} and DY (p,q) := sign® ) A{F ) - ()}
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i) (Dissipative points are in the germ)
We have for all index j

(4.20) D (p,p) <0

and

ii) (Properties of D and Df)
We have for all index j

(4.21) DY (p.q) > D" (p,q) and DY (p.q) > DI (5,9)

Proof of Lemma 4.16

Step 1: proof of i)

This is a corollary of Lemma 3.4.

Step 2: proof of ii)

We only do the proof for D, because D(p,q) = D+ (p,q) + D+(g,p) then implies the result for D.
We set A, 1= f(p), Ag 1= f(q), and p/ = ﬁi\{,,pj’ G = ]ﬁ)éﬂj. Recall that (here with ¢/ = +1)

DL = DY (n.q) = {sign* 0" = )} - { /) - F'(0)}
and let us set N , A _ A ‘

Dy := DL (p.q) = {sien™ (7" — &)} - {F (D) ~ /' (@)}
Because f(p) = f(p) and the same for ¢, we deduce that only the change of value of sign™ (p) — ¢7) #
sign® (57 — ¢’) can affect the difference Di_ - Di_. We then distinguish the only two cases where this
happens.
Case A: p/ > ¢’ and p’ < ¢/
This means that p/ = Prjpi SPxi g = ¢?. Then either p/ < ¢/ or p/ = ¢7, and from the monotonicities of

the map (M, p’) — ﬁij ,; which are (], 1), we deduce that
M>MN o (p=¢ and N =)\)

ie.

D.s0=0 o DL—0=D.
Case B: p/ < ¢/ and p/ > ¢’ . ‘
From the monotonicities, we deduce that )\Z) < )\Z. Hence D} =0 > Di
Conclusion _ _
In all cases, we deduce that D, > D’ which shows (4.21).
This ends the proof of the lemma.

4.9 Characterization of dissipative functions and technical approximations

Notice that while D’ is a continuous function, DY is not continuous in general. For later use, we will need
the following technical result.

Lemma 4.17 (Approximation of D and Di)
Assume (2.2) with N > 1. Consider the relative open set 2 of [a,b]? defined by

(4.22) Q::{(p,q)e[a,b]2, P #q forall ji=1,....,N}

and any continuous function f : [a,b] — RN. Then for all (p,q) € [a,b]2, there exists a sequence (ps,qs) € Q2
such that (ps,qs) — (p,q) as § — 0 and

(4.23) D (p, q) > liminf D/ (ps, gs)
J—01
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and
(4.24) DL(p.q) > liminf D} (ps,q5)

Proof of Lemma 4.17
We only do the proof for 0 : N junctions (because the signs of the present computation are then more natural
than for N : 0 junctions). The general case can be recovered using reversion transforms. We first notice that

D7 is continuous on 2. Assume now that (p, q) € [a,b]?\(, and define the sets

Lo={je{l,....N}, £(’—-¢)>0}, L:={je{l,....N}, (o —¢)=0}

and
La={jeh, +{fim)-F@}>0}, no={ich, {Fm)-Fa}=0}
We set -
h:=p—gq, h:= Z e — Zej
j€lo,+ Ul 0 j€lo, -
Notice that for 6 > 0, we have
(4.25) p—q+6h=h+0h€ Ex:=Eg, +Ex_ CRY with Eg, =4 Y (0,+00)e;

JeEKt
and
KerKf:@, KJFUK,:{].,...,N} with K+ = I+UIOV+UIO’0, K_:= I,UIO’,

If p, ¢ belong to the interior of the box [a, ], then we can consider the couple (p + 6h,q) € Q for § > 0
small enough. In general, we may have a,b € d[a,b]. Nevertheless in all cases, we can find p,q € RV such

that p — g = h, and for 6 > 0 small enough, we have
ps :=p+0p, qs:=q+06q, satisfy ps,qs5 € [a,b]

Because ps — ¢s = h + 0h € Ex, we deduce that (ps, ¢s) € 2, and then

6£%+Df(p5,q5) =—< Y {fj(p)—fj(q)}— > {fj(p)—fj(Q)}

A JEK+ JEK_
=Dlpa)— Y P+ DR
. j€lo,+Ulo,0 Jj€lo,—

< D' (p,q)

where we have used the definition of Iy 4+ and Iy in the last line. This shows (4.23).
Similarly, we have

6l_i>r(r)1+D_{(p5,qa) = - Z {fj(p)_fj(Q)}

JEK
=Dl - > [FF
. Jj€lo,+Ulo0

< D/(p.q)

which shows (4.24). This ends the proof of the lemma.

Lemma 4.18 (A property of dissipative functions for 0: N junctions)

Assume (2.2) with N > 1 for some 0 : N junction. Consider a continuous function f : la,b] — RV,
i) (Dissipative functions)

Then f satisfies

(4.26) DI >0 on [a, b
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if and only if in the sense of distributions in D'(a,b) with (a,b) == ][;_, (@, V)

.....

ng:Zjerj_ngkfj
(4.27) OkSk <0 forall ke K |, forall KcC{l,...,N}
OkSK >0 forall k¢ K

ii) (Semi-dissipative functions)
Then f satisfies

(4.28) D‘J’iZO on [a,b]?

if and only if in D'(a,b)

Sk = ZjeK fi
(4.29) OkSk <0 forall ke K |, forall KcC{l,...,N}
OkSKk >0 forall k¢ K

Proof of Lemma 4.18

We first do the proof in part I, assuming more regularity on f , and then in Part II for f only continuous.
Part I: assuming f locally Lipschitz continuous

Step 1: proof of i)

Step 1.1: (4.26) implies (4.27)

Let us consider two subsets K+ C {1,..., N} such that Ky N K_ = {), a point p € (a,b) := H (a?,17)

andh € F:=FExg, +FEr_ C RY with Eg, =% ZjeKi (0,400)e; and € > 0 small enough such that we have

P i=p+¢h € (a,b). Then we have 0< D/ (pe.p) = = 3 {F ()~ 0} = X {7(0) - F(0)}
JEK, jEK_

Setting S, x_ = Z fj — Z fj, we get

JjeEK 4 JEK
h-DSkg, k. <0 ae on (ab), forall hekFE

Now choosing

hi=der+0 > ej— Y ejp if keKy

JEK, jEK_

then in the limit 6 — 0%, we get +0r Sk, k. < 0 forall k € Ki. If moreover we choose Ky such that
K:=K; ={1,...,N}\K_, then we get relation (4.27).

Step 1.2: (4.27) implies (4.26)

Conversely, assume that (4.27) holds true with K := K := {1,..., N}\K_. With the same notation as in
Step 1 with e:=1and q:=p. =p+h,and h € F:= Ex, + Ex_, we get

R B B 1 B
Df(q,p):—{SK(q)—SK(p)}:—/ h-DSk(p+th)dt >0 with h:=q—p€E=FEk, +Ex_
0

For Q defined in (4.22), this implies Df > 0 on Q. From Lemma 4.17, we deduce that D > 0 on Q = [a, b]?,
which is (4.26).
Step 2: proof of ii)
The proof follows the same lines as the one of point i).
Step 2.1: (4.28) implies (4.29)
As in Step 1.1, we consider a point p € (a,b), h € E:= Ex, + Ex_ C RN and p. := p+eh € (a,b). Then
we get X

0<DLpep) == Y {Fw) - Fn)}

. JEK 4
0< DL == Y {P0) - o)}

JEK_
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Hence for Sk, =) cp, f7, we get
+h-DSk, <0 a.e. on (a,b), forall heFE

Now choosing & as in Step 1.1, in the limit § — 0T, we get (4.29) with K := K, ={1,...,N}\K_.

Step 2.2: (4.29) implies (4.28)

Conversely, assume that (4.29) holds true with K := K, = {1,..., N}\K_. With the same notation as in
Step 1.2 with € := 1 and ¢ := p. = p+ h, we get

r A A 1 A
plan ==Y {P@-Pw}=- [ kD3 3 Plo+th) g dtz0 with himgq-peE = Ex,+Ex.
JEKy 0 JEK

For Q) defined in (4.22), this implies Di > 0 on Q. From Lemma 4.17, we deduce that Di > 0on Q= [a,b)?,
which is (4.28).

Part II: general continuous f

We now only assume f continuous. Let 0 < p. := e Vp(¢71.) be a mollifier with supp(p) C [-1,1]".
Extending f (for instance by zero outside the box [a,b]), and for p,q in the interior of the box [a,b], and
integrating DY (p+¢&,q+&) > 0 (resp. Di(p+§, q+€) > 0) over the measure p.(£)d¢ and setting f© := f*p.,
we get DI° >0 (resp. Df >0)on [a,bl:=[a+e(l,...,1),b—e(1,...,1)].

Defining S5 (resp. S%) as Sk (vesp. Sk) with f’f instead of f, we see that Steps 1 and 2 do apply, and in

the limit € — 0, we recover the desired result, using the continuity of f .
This ends the proof of the lemma.

As a straightforward application of a reversion transform, we get

Corollary 4.19 (A property of dissipative functions for N : 0 junctions)

Assume (2.2) with N > 1 for some N : 0 junction. Consider a continuous function f : [a,b] — RN,
i) (Dissipative functions)

Then f satisfies

(4.30) DI >0 on [a,b]?

if and only if in D'(a,b) with (a,b) := Hj:17___7N(aj,bj)
SK,:: Yjek fi- >k fi

(4.31) Sk >0 forall ke K |, forall KcC{l,...,N}
OkSK <0 forall k¢ K

ii) (Semi-dissipative functions)
Then f satisfies

(4.32) DL >0 on [a b
if and only if in D'(a,b)

Sk =Y ek fi
(4.33) Sk >0 forall ke K |, foral KcC{l,...,N}
oSk <0 forall k&K

5 Gluing and Riemann monotonicity

5.1 Riemann monotonicity

Proposition 5.1 (The map 7 is Riemann monotone on N : 0 junctions)
Assume (2.2) for a N : 0 junction with N > 1. Let G be a generalized Riemann germ, and let m := 7g its
associated projection. Then the map 7 is Riemann monotone in the sense of Definition 2.11.
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Proof of Proposition 5.1
For all p,q € [a,b], we set p := 7(p), § := 7(q) and [7]} := 7(p) — 7(q) = p — §. Assume by contradiction
that 7 is not Riemann monotone, i.e. that we have

(5.1) (p—q)o[r]h <0 and [r])#0
Recall that

BAP)NBA@G) #0 = p=q4 < [rj=0
From (5.1), we then deduce

(5.2) BA(p)NBA(G) =0

We set
I::{k;e{l,...,N, pkzqk}}, f::{ke{l,...,N, pk<qk}}

and then TUT = {1,...,N}. Up to apply a I-inversion (see Definition 4.1), we can assume that
(5.3) pP>q, P<4q, DPF#(q

We now do the proof by recurrence on N > 1.

Step 1: Case N =1

Then we get p > ¢, 7(p) < m(q). Because 7 is nondecreasing (see vi) of Proposition 3.6), we get p = 7(p) =
7(q) = 4. Contradiction.

Step 2: Case N > 2, and Proposition 5.8 holds true for N/ := N — 1

Step 2.1: Case of the hyperplane intersection

Step 2.1.1: setting of the problem

Assume by contradiction that there exists an index ko € {1,...,N} and pi® € [a*o,b*] such that the

"hyperplane” intersection with the box [a,b] defined as I, := {p € [a,b], po = plgo} satisfies

My, N BA(q) £ 0
Up to relabel the indices, we can assume that kg = N, and then (5.4) means
(5.5) BA@Y) N BA(@GY) #0
From the slicing Lemma 4.12, we know that the flux function fg restricted to IIy N [a,b] is associated
to a generalized Riemann germ G, C Q = H [ak, br], and we set the associated projection map
k=1,...,N-1

7:Q— gpéV defined as 7 := TG,y = 7' (-, pdY) for 7 = (7', 7). Moreover, writing

p=@0"), a=(.d"), p=0"0"), ¢=(d,q")
ans using (p/,pY) € BA(p) and (¢',pl’) € BA(G), we get that p' = 7(p'), ¢ = 7(¢') € Gpy- Then (5.3)
implies (p’ — ¢') ¢ [ﬁ]g; < 0. By recurrence assumption, notice that 7 is Riemann monotone, and then
7 =0, ie. § =¢.
Step 2.1.2: consequences
Hence we get BA(p) = Q' x BAN(p"), BA(q) = Q' x BAN(¢"V) with Q" := BA(p') = BA(q'). Hence (5.2)
means BAN (pV) N BAN(GV) = 0. Contradiction with (5.5). This implies there is no index ko such that
(5.4) holds true, which is the next case.
Step 2.2: Case of no hyperplane intersection
We now assume that there is no index ko such that (5.4) holds true. Then this implies that BA(p) and

BA(G) are well separated in all directions, and then in particular we have p > ¢, p < ¢. Again, because
BA(p) and BA(§) are well separated in all directions, we deduce that

p* € BA(p*) < BA(§*) > ¢*

which implies p* < ¢*. Contradiction.
Step 3: conclusion
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Therefore (5.1) is false and we conclude that 7 is Riemann monotone. This ends the proof of the proposition.

Notice that if f is Riemann monotone on [a, b], then f is in particular Riemann monotone on G. Con-
versely, we also have

Lemma 5.2 (Transfer of Riemann monotonicity, N : 0 junctions)
Assume (2.2) for N > 1. Let G C [a,b] be a generalized Riemann germ.
Assume that f is Riemann monotone on G. Then f := fg is Riemann monotone on [a,b].

Proof of Lemma 5.2
Assume that f is Riemann monotone on G. This means that for all p,§ € G, we have

(5.6) G-dolfb<o = [ff=0

Now consider any p € BA(p) and ¢ € BA(§), and assume that (p —¢) o [f]? < 0. From ii) of Lemma 4.16 on

dissipation properties, we deduce that (p — ¢) © [f]]g < 0 and then (5.6) shows that 0 = [f]g’ = [f]h, i.e. that

f is Riemann monotone. This ends the proof of the lemma.

We finish this subsection with the following results.

Lemma 5.3 (Injectivity of perturbed Riemann monotone functions for N : 0 junctions)
Assume (2.2) for N > 1. Assume that h : [a,b] — RY is Riemann monotone.
Then for any € > 0, the function h. == h +¢eld : [a,b] — RY is injective.

Proof of Lemma 5.3
First, up to a reversion transform (see Definition 4.4), we can assume that o7 = 1 for all indices j. Let € > 0
and consider p, ¢ € [a, b] such that h.(p) = h(q). Set

I={je{l,....N}, p<q}
Then up to a I-inversion (see Definition 4.1), we can assume that p > ¢ and h.(p) = he(q). Hence
W =)W= —¢) bl —e@’ —¢)? =—(p’ —¢’)* <0
Therefore (p — q) ¢ [h]7 < 0 and the Riemann monotonicity of h implies that [A]? = 0. Therefore
e[ld]p = [h.]h — [h]F =0

q q

i.e. p = q, which shows the injectivity of h.. This ends the proof of the lemma.

Remark 5.4 All results of Subsection 5.1 generalize to junctions of type n : m. This follows from the use
of suitable I-reversions (see Definition 4.4 and Lemma 4.5).

5.2 Proposition 2.13 and its proof: properties of generalized Riemann germs

We are now ready to give the proof of Proposition 2.13.

Proof of Proposition 2.13
The result follows from Propositions 4.10, 4.13, 5.1, 4.10 and Lemma 3.4. This ends the proof of the propo-
sition.

5.3 Subclasses of germs and effect of slicing

Lemma 5.5 (Flux properties of subclasses of germs)

Assume (2.2) for N > 1. Let G C [a,b] be a generalized germ. Let f := fg. Then the following holds.
i) (Kruzkov germs)

Then G is a Kruzkov germ if and only if

(5.7) DI >0 on [a,b]?
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with . . ) ) ) . A
Dipa)= 3, D"(pa) with D" (p,q) =0’ sign(p’ —d’)- {f’(p) - fj(q)}

i’) (D4-germs)
Then G is a Dy -germ if and only if

(5.8) DL>0 on [ab)?

with . B

Di(p,q) = | > Dl with DY (p,q) =0’ sign™ (" —¢)- {fj(p) - fj(Q)}

ii) (HJ germs)
Then G is a HJ germ if and only if there exists some function h : [a,b] — R such that

(5.9) fi=h foral j=1,...,N

iii) (Monotone germs)
Then G is a monotone germ if and only if

(5.10) prs ol fl (p) is nonincreasing in p* for all k # j

iv) (Conservative germs)
Then G is a conservative germ if and only if

(5.11) oo fi= > f oon [abl

Ji 2 (—00,0) Ji=(0,400)

This means . A o
RH' =0 on [a,b], with RH!(p):= > o f/(p)=IN- OUT.
j=1,...,.N

v) (Effect of reversion tranform)

Moreover Kruzkov germs, monotone germs and conservative germs are preserved by reversion transform of
Definition 4.4, while HJ germs are not preserved in general by reversion transforms.

vi) (Effect of inversion transforms)

Moreover Kruzkov germs are preserved by any inversion of Definition 4.1, while HJ germs, monotone germs
and conservative are not preserved in general by inversion transforms.

Proof of Lemma 5.5

We mainly to the proof in the case of N : 0 junctions, the general case following by reversion transforms.
Step 1: proof of i)

Recall that G is a Kruzkov germ, i.e.

(5.12) D'>0 on G2

and f = fom. Hence for all p,q € [a,b], and p := 7(p) and § := 7(q), and fI(p) = f7(p’), we have from
(4.21) that D7 (p,q) > Df(p,q§) > 0, which shows (5.7). Conversely it is straightforward that (5.7) implies
(5.12). This shows point i).

Step 1”: proof of i°)

Recall that G is a D, -germ, i.e.

(5.13) DL >0 on G2

and f = fom. Hence for all p,q € [a,b], and p := 7(p) and § := 7(q), and f7(p) = f/(p’), we have from
(4.21) that D_{ (p,q) > D{_(ﬁ, G) > 0, which shows (5.8). Conversely it is straightforward that (5.8) implies
(5.13). This shows point i’).

Step 2: proof of ii)

Recall that G is a HJ germ, i.e. there exists some function A : G — R such that

(5.14) ff=h on G, forall j=1,...,N
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Setting h := h o, we see that (5.14) is equivalent to (5.9) which shows point ii).
Step 3: proof of iii)
Recall that a generalized Riemann germ G is monotone if and only if

(5.15) for all p,q €a,b], (p>q implies =(p)>n(q))

and we want to show that it is equivalent to (5.10). Fix some k € {1,..., N}, consider p, ¢ € [a, b] such that
p — q = €ey, for some € > 0, and call p := 7 (p), ¢ := 7(q).

On the one hand, recall from Proposition 5.1 that 7 is Riemann monotone, and then that 7*(p) > 7*(q),
i.e. that p¥ > ¢* is always satisfied. On the other hand, (even if it is not used in this proof), notice that the
monotonicity in (2.14) shows that o® f¥(p) > 0% f¥(q) is also always satisfied.

Now in order to show equivalence between (5.15) and (5.10), we see that it is sufficient to show that for
all j € {1,...,N}\ {k}, inequality p/ > ¢/ is equivalent to o7 fi(p) < 07 fi(q). We now focus on the case
od =1 (the reasoning is similar for 07 = —1). Because f7(p) = f7 o w(p) = fI(p’), it remains to show that

(5.16) p > ¢’ is equivalent to  fI(p7) < fI(¢7), for J? =~ (—o0,0)

Recall that BA7 = BA":-f")| Because p/ = ¢7, we deduce that BA’(p7) N BA(¢7) # 0. Then Definition

2.9 of BAJ for JJ ~ (—00,0) (see also the associated figure) implies (5.16). This ends the proof of the

equivalence of (5.15) with (5.10).

Step 4: proof of iv)

Recall that G is a conservative germ, i.e. Z fi= Z f7 on G. For fi = fion, this shows that
Ji~(—00,0) Ji~(0,+00)

this is equivalent to (5.11), and this proves iv).

Step 5: proof of v) and vi)

The result is straightforward. This ends the proof of the lemma.

Lemma 5.6 (Nature of germs after slicing)
Assume (2.2) for N > 2. Let G C [a,b] be a generalized germ. Let 1 <n < N. Then for p € |a,b], we write

p=(p,p") with p' = (@', ....,p") €ld, V] and p" =P ", ....p") € [d",b"].

Given some py € [a”,b"], let Gy be the sliced germ defined in Lemma 4.12.
If G is a Kruzkov (resp. HJ, resp. monotone) germ, then the sliced germ Gpy 1s also a Kruzkov (resp.
HJ, resp. monotone) germ.

Proof of Lemma 5.6
From the definitions and Lemma 5.5, the result follows from the following property

gpg:{p/:(pl,...,pn)e[a/,b/], fj(p/7pg):fj(p]) fOI' levan}

which is provided by the slicing Lemma 4.12. This ends the proof of the lemma.

Remark 5.7 In Lemma 5.6, if G is a conservative germ, then G,y satisfies the following relation

o Fy= > F) foral p=(,pf) € Gy x {0}

Ji~(—00,0) Ji~(0,+00)

which is the memory at the level of the sliced germ Gy of the Rankine-Hugoniot relation satisfied by G.
5.4 Theorem 2.17 and its proof: Riemann monotonicity of U<>f

The proof of Theorem 2.17 is done at the end of the subsection as a corollary of the following more general
proposition.
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Proposition 5.8 (The map h o7 is Riemann monotone on N : 0 junctions)
Assume (2.2) for a N : 0 junction with N > 1. Let G be a generalized Riemann germ, and let m := g its
associated projection. Let h = (h',... hV) :[a,b] — RY be a continuous map with fork=1,... . N

(5.17) each component h¥ : [a*,b*] — R is non constant on any nondegenerate interval

Assume that the map h:= hon : [a,b] — RN is continuous and satisfies

(5.18) { p > h¥(p) is nondecreasing in p*, for each k=1,...,N

h is locally constant on {iL #+ h}

Then h satisfies

(5.19) (p—q)o[hlh <0 = h=const on co(BA(p)UBA(q))
where co(A) is the conver hull of a set A C RN . In particular h is Riemann monotone.

Proof of Proposition 5.8 .

The proof follows the one of Proposition 5.1 with h instead of 7, and with some adaptations.

For all p, q € [a,b], we set p := 7(p), § := 7(q) and [iz]g := h(p) — h(q). Assume by contradiction that h does
not satisfy (5.19), i.e. that we have

(5.20) (p—q)o [iL]Iq) <0 and h#const on co(BA(P)UBA(G))

Recall that

BAP)NBA(§)#0 = p=4 = h=const on co(BA(p)UBA(G)) = BA(p) = BA(G)

From (5.20), we then deduce BA(p) N BA(¢) = 0 and up to apply an inversion, we can assume that p > g,
p < g, p# ¢. We now do the proof by recurrence on N > 1.
Step 1: Case N =1
Then (5.20) means
h(p) < h(q) and h+#const on co(BA(p)UBA(G))

Because h is nondecreasing, we get h(p) = h(q), and then h = const on co (BA(p) U BA(§)). Contradiction.
Step 2: Case N > 2, and Proposition 5.8 holds true for N/ := N — 1

Step 2.1: Case of the hyperplane intersection

Step 2.1.1: setting of the problem

Assume by contradiction that there exists an index ko € {1,...,N} and pt® € [a*o,b*] such that the

"hyperplane” intersection with the box [a, b], defined as IIj, := {p € [a,b], po = plg"}, satisfies

Oy, N BA(p) #0
(5:21) { L N BA(G) £ 0

Up to relabel the indices, we can assume that ko = N, and then (5.21) means

(5.22) BAGN)YNBA(GN) #0
From the slicing Lemma 4.12, we know that the flux function fg restricted to Iy N [a, b] is associated
to a generalized Riemann germ gp[z)v cQ:= H [ak, b], and we set the associated projection map
k=1,..,N—1

Q- Gpy defined as 7 := TG,y = 7' (-, pdY) for # = (7', 7). Moreover, we write

p=0Y), ¢=(,d"), p=0.p"), a=(d,q"), h= "), h=(" ")

and (on the model of fgpN = fo(-,p)) we set hi= W(,pd)=ho@p))=(h¥or*) o1 n_1=h of,
0

where we use our usual abuse of notation for the argument of h or A/, and where p’ — (k' o 7)*(p') is
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nondecreasing in p’* for every k=1,..., N — 1.
Using (p/,p)) € BA(p) and (¢, pl’) € BA(§), we get that p' = 7(p'), ¢ =7'(¢') €G v and

W(p) = W pY) = W on(p,p™) = W ot o) = h(p') and I (g) = hlg)
Hence (5.20) implies (p’ — ¢') © [;L]Z,, < 0. Notice that by construction, h is locally constant on {?L # h’}
and such that p — ;Lk (p) is nondecreasing in p* for k = 1,..., N — 1. This shows that sz satisfies (5.18) for

N’ := N — 1. Then by recurrence assumption, we know that l:1 = h' o 7 satisfies (5.19) for N’ := N — 1. We
deduce that
W o# =h=const =\ = () =h(§) on Q := H Q" with Q" :=co (BA(p*) U BA(G"))
k=1,..,N—1

where we recall that co(A) is the convex hull of A.
Step 2.1.2: consequences

Let Q' := H QF with Q% := {p* € [a*,b*], B*(p*) # N'*}. From (5.17), h* is non constant on any

nondegenerate interval. Hence QF is a relative open set of [a*, b*], which is also dense in Q*. By assumption
h is locally constant on {iL + h}. This implies that AN (-, p) is locally constant on ' C {X =N+ h’}.

Notice that Q' N Q" is a relative open set of Q'. Now Q' N Q" is dense in @', and A" is continuous and locally
constant on 2’ N Q’. Therefore we deduce that h™¥ (-, p\') = const on Q’. Therefore

RN @EY) = N (7N (0 py ) = BN (0 pb) = const = WV (¢, po") = BN (GV)

From (5.22), we deduce that BA(p™) N BA(gN) # 0 with hN(p™) = RN (¢V), which from the structure of
the Basins of Attraction, implies that p» = ¢V, and then we can choose any p’ € BA(pY) = BA(GN),
which shows that

h = const = h(p) = h(§) on co(BA(p)U BA(q)) = Q x BA(p")

Contradiction with (5.20). This implies there is no index ko such that (5.21) holds true, which is the next
case.

Step 2.2: Case of no hyperplane intersection

We now assume that there is no index k¢ such that (5.21) holds true. Then this implies that BA(p) and
BA(q) are well separated in all directions, and we get p < ¢ and then p > ¢, and also p € BA(p) < BA(§) 3 ¢,
which implies p < gq. Contradiction.

Step 3: conclusion

Therefore (5.20) is false and this implies (5.19). This ends the proof of the proposition.

We will need the following proposition

Proposition 5.9 (Riemann monotonicity of dissipative functions)
Assume (2.2) with N > 1, and recall that o € {:I:l}N encodes the orientations of the branches. Assume that
h:[a,b] — RY is a continuous map. Assume also that the map p — h?(p) is locally Lipschitz continuous in
p? uniformly in the other coordinates p* for k # j, and for all j =1,...,N.

If h satisfies

(5.23) D'p,q)= > ol -sign(p’ —¢’)- {W(p) =1 (q)} 20 forall p,qé ab]
j=1,..,N

then o ¢ h is Riemann monotone on [a,b].
and its straightforward corollary.

Corollary 5.10 (Riemann monotonicity for Kruzkov germs)
Assume (2.2) with N > 1, and recall that o € {£1}" encodes the orientations of the branches. Let G C [a, b]
be a Kruzkov germ, and fg be its associated Godunov flux. Then the map o ¢ fg is Riemann monotone.
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Proof of Proposition 5.9
Up to apply some suitable reversions, we can assume that we work with ¢/ = 1 for all indices j, i.e. for IV : 0
junctions. By assumption, we consider a continuous dissipative function h : [a,b] — RY i.e. satisfying

(5.24) D"(p,q) = Z sign(p? — ¢7) - [hj]z >0 forall p,q¢€lab].
j=1,..,N

and such that the map p + h’(p) is locally Lipschitz continuous in p/ uniformly in the other coordinates p*
for k # j, and for all j =1,...,N.

Now assume that p,q € [a,b] satisfy (p — ¢) ¢ [h]} < 0. Then (5.24) implies (p — ¢) o [h]; = 0. Up to
apply suitable inversions, we can assume that (p — ¢) > 0. We then set I := {z e{l,....,N}, (p—q) > O},
I:={1,...,N}\I. In particular, we get

hz} = forall ie1r
5.25 [ -
(5:25) { (p— ) forall iel

Moreover, consider the set € := {§ ERY, p+é&qt+éca, b}} and consider the quantity
T 1) =00 (q+E+tp—q)— Y, |0h(g+E+tp—q) >0
ie{l,.... NI\ {j}
which is defined for a.e. £ and is nonnegative from ii) of Proposition 6.4. Then we get for a.e. £ € Q

> W5

i€l

= Z/dtahlq+§+t(p 9) (p—q)

1,J€1
= Z(p—q)j-/ di {Zajhi(quiﬂLt(p—Q))}
jerI 0 i€l
1
> Y- [ de Qo tE-0)- Y ba+¢t i)
jel 0 i€I\{5}

1
= Yo [ @ {760+ ok e+ o -a)

Jjel iel

vV
)
|
s
.
;“\:
<%
Py

> 105k (g + €+ tp — )

jerI iel
- Z/ dt {3 (p—a) - 19;h (g + € + tp— )
i€l Jjel
1
> Z/dt D (p—a) -9k (g +E+tp—q)
iel [0 jEI
1
- S| @] X -0t to-a)
iej 0 je{lv"'7}
i1P+€
- v [h]q+5
el
ie. +¢ +&
1P z p
St > Z‘h " forac ceq
el

By continuity of both sides, we deduce for £ = 0 that Z [hi]s > Z ’ [hﬂg’ From (5.25), we deduce
iel iel

= 0. Hence we have shown that (p — ) o [h]] < 0 implies [h]] = 0, i.e. that h is Riemann monotone.

[l p

q
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This ends the proof of the proposition.

Proof of Theorem 2.17

We want to show that o ¢ fg is Riemann monotone. We only do it for N : 0 junctions, and then show that
f = fg is Riemann monotone. For the general case of junctions n : m with N := n + m, we use suitable
I-reversions (see Lemma 4.5).

Step 1: proof of i)

For junctions N : 0 and under nondegeneracy assumption (2.16), it follows from Proposition 5.8 with h := f
and h:= f which is continuous.

Step 2: proof of ii)

For Kruzkov germs G, we know from Lemma 5.5 that h := fg satisfies (5.23). We know moreover that
|0;h? (p)| < |f7'(p?)| for all 4, as do all Godunov fluxes. Then the result follows from Corollary 5.10. This
ends the proof of the theorem.

5.5 Theorem 2.19 and its proof: gluing Riemann germs

The proof of Theorem 2.19 is mainly based on Proposition 2.19, where we first glue the fluxes. Then in
Corollary 5.12, we show that this is equivalent to glue the germs. Finally in Lemma 5.13, we check the
associativity of the gluing. The proof of Theorem 2.19 is done at the end of this subsection, as a consequence
of those three results.

Proposition 5.11 (Gluing of flux functions fy for n, : m, junctions)
For~ = a, 3, assume that f., satisfies (2.2) for Ny = n,+m and n., : m., junctions J., with JJ ~ 02;~(foo,0)
and 0 € {:I:I}N”, and consider Riemann germs G- with respect to (J, f).

For v = o or 3, assume either that 1) f, satisfies nondegeneracy condition (2.16), or that 2) G, is a
Kruzkov germ. We allow mizing cases for a and .
, We set [a, b]?Y = [a%, be] We assume that for each v = «, 8, there exists one index j, € {1,..., N,} such
that

(5.26)  flo = fg‘* = f% on [a,bJ" =a, b]%ﬁ =:[a",0"] with JI ~ (0,400) and Jgﬂ ~ (—00,0)

and we glue those two branches. To simplify the notation, up to relabel the indices, we now assume that
Ja =0 =jg, and the indices now go through the values {0,..., N, — 1}. Hence we now have

Fr=(0 277

GyClabl, = [ la0b]
i=0,...,N,—1
@b, = ] lab]
i=1,...,Ny—1

J9 ~(0,400) and Jj~ (-00,0)

and consider fAV =( 0 .,ff,v”_l) the associated flux. Let the new junction after gluing be defined by

A
j k
J:={0}u U 7)o U 7
j=1,...,Na—1 k=1,...,Ng—1
and
I { U(]i Zf I= (k7a)
g = ;
N of if I=(kp)
Forp, = (p,ly7 . ,p:;”_l) € [a,b]’, (avoiding notation p’, to keep light notations), let us consider the set

R:= {T € [a07b0}> fg(r7pa) = fg(ﬁpﬂ)} with fg(iapa)v fg(ﬁ:%)
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Then R is non empty, and define the set
A:: {)‘:fN(T7pO¢7p5) 6RN&+N[€725 TGR}

with
7 ; ANo— ; ANg—1 -
F(rpaspg) == (fa(rpa)s s SN pa); F5(ropg)s o f5 7 (ripp)) € RNeHNa—2
Then A is reduced to a singleton A = {\}, and this defines the following map

(03

(Pa>Pp) = f(parpp) ==X

i: [aaby X [a,b],,@ — ]RNaJFN[s*Q

and we set the map

a

Jim e N b f5 ) s [, b] % [a, B — RN N2

0) (Gluing Riemann germs)
Then f is continuous, the map g ¢ f is Riemann monotone, and the set

G:={Pelatl,x ol f(P) =[P}

is a Riemann germ with respect to (J, f) and f is the associated Godonuv flux at the junction (no+ng—1) :
(Mmaq +mg — 1), i.e.
I=1
i) (Gluing Kruzkov germs)
Assume that G, are Kruzkov germs for v = o, 8. Then G is also a Kruzkov germ.
ii) (Gluing HJ germs)
Assume that G is a HJ germ for v = o, 8. Then G is also a HJ germ.
iii) (Gluing monotone germs)
Assume that G, are monotone germs for v = o, 8. Then G is also a monotone germ.
iv) (Gluing conservative germs)
Assume that G, are conservative germs for v = o, 8. Then G is also a conservative germ.

Proof of Proposition 5.11
Step 1: nonemptyness of R
We set p := pa, ¢ := pg and for P := (p,q), and r € [a®, b°], we set

(5.27) g:[a% 0] = R with g(r) == g(r,p,q) := fo(r,p) — f3(r,q) with f2(L,p), f3(T.q)

Recall that using (5.26) and (2.15), we get
9(a”) = f2(a®p) = f(a®,q) 2 (f)-(a") = (fD)+(a*) = GT"(a",0") = G (e, a%) = 0

g(t°) = J°p) = FR0°,q) < (f)+(6)) = (F)-(0°) = G (1°,0) = G (1°,8°) = 0
Therefore g(a®) > 0 > g(b°), and by continuity of g, we get R # ().
Step 2: A is a singleton
From the monotonicities of ﬁ? (,py) given in (5.27), we deduce that g is nonincreasing. Assume that there
exists r,7" € R with r < 7/. Then this implies that ¢ is constant (and vanishes) on [r,7’], and we deduce
that R is a closed interval. Moreover, both maps fg(-,pv) for v = a, § are also constant on R D [r,7’]. From

nondegeneracy condition (2.16), we deduce that Q0 := { ff/) (-,py) # fg} is (relatively) open and dense in the
interval R. Because fg is locally constant on { f7 #* fv} and is continuous on [a, b, we deduce that not

only the 0-component of f,y(~, p~) is constant, but the full function satisfies f,y(-, py) = const on R, and then
f(-,Da,pp) is constant on R. This shows that A is reduced to a singleton.
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Step 3: Continuity off
Consider a sequence (7, Pa,n, Pg.n) — (Vs Da,Pp) as n — +oo, such that

>\ i(pa nyPB, TL) - JE(TmIZa,mpﬂ,n) — f(rapoupﬂ) A:: >\07 ~
0= (rn) - fo(rnapoz,n) - fg(rapﬂm) — 0= g(’l") = fg(rvpa) - fg(rvp,@)

The second line shows that r € R, and then \g = f(r, DasP3) = f(pmpg). This shows the continuity of f
Step 4: bounds on f

For I € T:={(1,a),...,(na — 1,);(1,8),...,(ng — 1, 8)}, we set

(
I f(’j it I=(k«
u {f}; it 1= (k8

By definition of f, we still get that i < fl < iﬁ_ forall T€Z, ie. f < f < i+.

Step 5: local constancy ofi

Consider ]13 = (Paspp) € la,bl;, % [a,b]l; be such that f(P) # f( P) = f(r,P), and let us set Kp :=

{I €T, f (P) #iI(P)} Recall that f(-, P) = f( ) on R. In particular, for Q. := P + Z —g,e)ey,
IeKp

we get from the continuity of f that for ¢ > 0 small enough, we have f = const = f(P) on

R x (([a, b, x [a,byﬁ) N QE). Therefore f = const = f(P) on ([a,b]'a X [a,b];,) N Q., which shows the

local constancy of f .

Step 6: Riemann monotonicity of ¢ ¢ f

Step 6.1: preliminary N

We know that o, ¢ f,y are Riemann monotone from Theorem 2.17 in Case 1) and from Corollary 5.10 in Case
2). Precisely, we know that for P = (pa,pg) and p := p,, ¢ := pg, we have

{ ((r.0) = (r.p)) 0 00 o [fu]|
(.0) = (@) o7 o [l

== [fa]g? =

(5.28) . [fB](, 0 _

<
SIS
SN~—

)

< 0, and we want to show that [f] (P.3) — g,

d (p, q) such that ((p,q) — (p,q))cco [f (pa) —

) an

Here we set f(p,q) = f(7,p,q), f(p,a) = f(r,p,q). Hence
@ —p") ok {fhp) - finp)} <0
(@ —d")-of - {50 - Fina} <0

and consider (p, ) a

AA
(S

max
ke{l,...,No—1}

max
ke{l,...,.Ng—1}

Step 6.2: core of the argument
Recall that g(7,p,q) = 0= g(r,p, q), and then

(5.29) {£20.p) - 3} - {1200 - f80na)} =0

which implies (multiplying by —(7 — 7))

(5.30) ~ =) {f2p) - f2rp) }+ =) {800 - F3n )} =0
Hence

(5.31) ~ =) {f2p) - f2rp)} <0 with of =1

or

(5.32) (F—r)- {fﬁ(* Q) — f3(r, q)}SO with of = +1

If (5.31) holds true, then (5.28) implies | fa](r p) = 0- Therefore equation (5.30) implies that inequality (5.32)

also hods true, and then [fﬁ]ET’Q) = 0. This implies [f] EZ’Z; = 0 This shows that ¢ o f is Riemann monotone.
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Step 7: conclusion . .
In particular, the Riemann monotonicity of ¢ ¢ f implies the directional monotonicity ¢ ¢ f, i.e. for P :=

(Pavspg), we deduce that P! ngI(P) is nondecreasing on [a,b]! := [al,b!]. We conclude that G :
{P € [a, b, x [a,0]5, f(P) = i(P)} is a Riemann germ (because f is continuous), and f = ig.

Step 8: additional argument for Kruzkov germs
Recall from Lemma 5.5 that for Kruzkov germs G, we have

IN-OUT= ) aﬁﬁgmﬁ—@»{ﬁ@w—fﬂ%ﬁzo for all  py,qy € [a,b],
k=0,...,N,—1

which means in particular that

—sign(r—r)- {3 ~ )} +5L>0  with S,= > ok-sign( —ph)- {fip) - fi0np)}
k=1,..,.No—1

sign(7 —r) - {fg(F, q) — fg(r, q)} +85>0 with  Sf := Z ag -sign(g® — ¢) - {fg(f, q) — fg(r, q)}
k=1,...,Ng—1

Because we have (7, p,q) = 0 = g(r, p, ¢) which implies (5.29), we can now take the sum of both inequalities
and get that S;, + 55 > 0, i.e. for P := (p,q) and P = (p, q), that

S ol sign(P - P F (P - (P} >0

IeT

which shows exactly that G is a Kruzkov germ.
Step 9: additional argument for HJ germs R . X
Recall from Lemma 5.5 that for HJ germs G,, there exists h, : [a,b], — R such that f% = h, for all

k=0,...,N, — 1. Recall that 0 = g(r) = §(r,p,q) = f2(r,p) — fg(r, q) with

{ fo(r,p)

f3(r.q) =

ha(r,p) = fi(r,p) forall je{l,...,N4}
5(r,q):f§(r,q) forall ke{l,...,Ng}

Hence defining h(p, q) := fO(r,p) = fg(r, q), we see from Step 2 that this quantity is the same for r' such

that g(r’) = 0, and then is well defined. Moreover, we also have fI = h for all I € Z. This shows that G is
a HJ germ. B

Step 10: additional argument for monotone germs

Recall that G, are monotone germs, i.e. that

(5.33) P a%f? (p) is nonincreasing in p* for all k # j

Assume by contradiction that G is not a monotone germ, i.e. that

(5.34) P~ ngI (P) is NOT nonincreasing in p¥ for all K # I

. - N
i.e. that there exists P, P such that P — P € (0,+00) - ex and gli (P) > gli (P).

Case A: ] := (o, j) and K := (o, k) with k # j
Then we can write

(5.35) P=q), P=q), p—p€c0,+00) ex, olfi(r,p)> ol fi(ip)

with

{o—gm—fg(r,mpmq) o {fgu,ﬁ), R

T
0=g(F) = fa(,p) — f3(7,q) 2+ 00 fO(7,p+ zer) nonincreasing with 09 = —1

We deduce that r > 7, p > p with p/ = §’, and then monotonicity (5.33) implies o fi(r,p) < od fi (7, p),
which is in contradiction with (5.35).
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Case A’: [ :=(8,j) and K := (8,k) with k # j

This case is symmetric to case A (up to a reversion transform (see Definition (4.4)) on component fg)
Case B: I .= («,j) and K := (8,k)

Then we can write

(5.36) P=(p,q), P=(q, ¢—q€c(0,+0c0) ex, olfi(r,p)>0lfi(7,p)
with
0=g(r)=folrp) = g | 2w, f19
0=g(F) = fo(7,p) — f3(7, G z agfg(f, G+ zex) nonincreasing with og =+1

we get that r > 7, ¢ > ¢, and then monotonicity (5.33) implies o fi(r,p) < od fi(F,p), which is in
contradiction with (5.36).

Conclusion

Therefore (5.34) is false and this shows that G is a monotone germ.

Step 11: additional argument for conservative germs

Recall from Lemma 5.5 that G, are conservative germs, i.e.

oo fp) =)+ D>, fllrp) forall (r,p) € [a® %) x [a,b]],

Ji~(—00,0) §#£0, JL~(0,400)
and R B B
Brg+ Y fArd= Y fing forall (ng) e a5 x o)
3#0, J}~(—00,0) J5(0,400)
For r such that fO(r,p) = fg (r,q), we deduce that Z fl(p7 q) = Z fl (p, q), which shows that
JI~(—00,0) JI~(0,400)

G is conservative. This ends the proof of the lemma.

Then we have the following corollary of Proposition 5.11.

Corollary 5.12 (Gluing of Riemann germs G, for n, : m, junctions)
Forvy = «, B, assume that f, satisfies (2.2) for Ny = ny+m., and n, : m, junctions J., with J!Y‘ ~ U%~(—m,0)
and 0 € {:I:l}N”, and consider Riemann germs G- with respect to (J, f).

For v = o or 3, assume either that 1) f, satisfies nondegeneracy condition (2.16), or that 2) G, is a
Kruzkov germ. We allow mizing cases for a and .
, We set [a, b]?v = [a%', be] We assume that for each v = «, 8, there exists one index j, € {1,..., N,} such
that

fle = féﬁ = f° on [a,bll =]a, b]]; =:[a", "] with JI* ~ (0,400) and Jgﬁ ~ (—00,0)

and we glue those two branches. We call f,y : [a,bly = R™ the associated fluzes. We set

j~—1 ~+1 N.
f'/y::(%a"'v %W ”z/“r 7'~‘7f’y’y)
£ (f1 piy—1 fiy+1 AN~
Fyim (Bl LB
2 -
(Tvp’y) = (p%w cee 7pgy’Y ,’[“7pzy'y P 7p’Y’Y)

with an abuse of notation for the last line. Then we define

f= fatfs : [a,b], x [a,b]fy — RN«FNo=2 with  [a,b]! = 1T [a, b/
J€{1l, s Ny I\ {4~ }
where for any pq € [a,bl;, and pg € [a,b]j; (avoiding notation p,, pjs to keep light notations) and

f(Paspp) = (fa; f5)(Pas ) N g
F(pasps) = (o Jp)(rpaspp)  for some 1 € [a°, 1] such that fI(r,pa) = f3’ (r,ps)
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Here such r does exist, and when it is not unique, it does not change the value of f(pmpﬁ).
We define G := GotiGg, the gluing of germs G, with G along branches Ji= and J[]f, as

(5.37) G:i=Gu t Gsi={Pelatl,x [ty f(P)=f(P)]
atlB

Moreover the following holds.

i) (Gluing germs)

Then we have

(5.38)
(FasPa) € Ga
G =1 (Pa,Pp) € la,b]), x [a,b]b, there exists Tq,Tg € [%,b°] s.t. (7;5,}35) € gﬁo o .
fo(Pa) = GT (7o, 78) = fO(75)
where we recall that the standard Godunov fluz is given by
. [mm]fo if Fo <Tg
f A ~ _ Ta,Tg
&7 (Farp) = max [0 i fa 2
g,fa

ii) (identity element: gluing with standard Godunov flux)

a) Assume that Ng = 2 with 1 : 1 junction Jg with fé(r, s) = Gfo(r, s) for 5 = 0,1. Then f = f, and
g = goz'

b) Assume that N, = 2 with 1 : 1 junction J, with fi(r,s) = GI"(r,s) forj =0,1. Then f = faand G = Gga.

Proof of Corollary 5.12
Step 1: proof of i)
From definition given in (5.37), we see that

(P, Pa) = 7g,, (1, Pa)
' (Pg,Pp) = g, (r,pp)
(Paspp) €G = Fr€[a, bl = [a, 0] sit. FoPa) = foFasBa) = fo(r,pa) = fo(pa)
fé(A ) = f5(Ps,05) = fy(r.ps) = f5(ps) .
fO(Fa) = fio (Fa) = fi=(r,pa) = f3 (r,ps) = [} (75) = f°(Fp)

Notice that p, € BA(pa), pg € BA(Dg), r € BACTo) )( o) N BA(( 20:0).3) (7). From the basins of
attraction, we then deduce that

A A A 0 ~ A ~ A~ ~
Do =Dar Ds =05 [O(fa) =G (Fa,ip) = [O(75), Fa,rp € [a®1°]

and it is straighforward to check that conversely this implies that (pa,pg) € G. Therefore this shows
characterization (5.38) of G.

Step 2: proof of ii)

We only prove a) (the proof of b) is similar). Assume that fg = G/’ Then

F(Parpp) = F(r,parpp) for any r € [a%,0°] s.t. fO(pa,r) = G7° (r, pp)

In particular, if P = (pa,pg) € Ga, then we can choose r = pg, and we see that f( P) = f(P),ie. Pe€g.
This shows that G, C . Because both are generalized Riemann germs, we deduce that we have equality,
i.e. G4, = G, and then moreover f fg = fga = fa This ends the proof.

Lemma 5.13 (Associativity of the gluing) ‘
For § = «, 8,7, assume that fs satisfies (2.2) for N5 = ns + ms and ns : mg junctions Js with Jg ~
O'g - (—00,0) and o5 € {+1}", and consider Riemann germs G5 with respect to (Js, fs).

For § = a, B or vy, assume either 1) that fs satisfies nondegeneracy condition (2.16), or 2) that Gs is a
Kruzkov germ. We allow mizing cases for a, 5 and .
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We set [a,b}g = [aé,bj] We also assume that there exists ju,jg, k~, kg, with js,ks € {1,..., N5} such
that

flo = féﬂ =: fA, [a, bl = [a,b]J; =: [a, b4 —glo =1= O‘éﬂ7 JIe ~ (0, +00), Jé’* ~ (—00,0),
5= =8 [0y = [a,b)y = [a,b]? _Ugﬁ =1=0y, Jy~(0,4+00), JV ~(-00,0), ks#js

With notation of Corollary 5.12, we glue
(GalG8)8Gy == (Ga & Gs) £ Gy gluing first Ji= with J/Jf, and then Jgﬁ with JA’fV
kg:k

Jot ]13

and also glue

Gal(Gs1G,) :=Ga £ (G £ Gy) gluing first J;;B with Jiw, and then Ji= with Jif

Jaiip kpik~

Then we have

(5.39) (GatG3)1G, = Gat(Gs1G,)
Proof of Lemma 5.13
We set ]
[a,b]s = H [a, b} for d=a,p
j€{1,~~,N5}\{j5}
[a,b]; := H [a,b]]; for §=0,v
ke{l,...,Ns}\{ks}
[a,b]; := 11 [a,b]

Je{1,....Ng}\{jg,kp}
Step 1: first computation
We simply compute

(Pas Pp) € a, by, X [a, b},
(p\a?f‘a) E ga
there exists 74,75 € [a,b]*  s.t. (Ps,78) € Ga
. AL .
fAFa) = G (Pa,75) = fA(75)

gaﬁ = gaﬂgﬁ =

with abuse of notation for (pa, ) and (pg,75), and similarly

(o) € (la,blo x [a,]5) x [a,8]3,
GastGs 1= (ot 75) < ot

there exists 7,7, € [a,b]B  s.t. (Dy, ) € Gy
fB( ) f (fZi’fW):fB(f"Y)
Hence for pag = (Pa, D) We get

(Pas Pg» Dy) € [a, by x [a, bl x [a, b]3,
( ouTAa) € ga
Vs, T3 78) €G
GapllGy == { there exists 7,75 € [a,b] ot Eﬁﬁ f,ﬂ)rg)g ?
there exists 74,7, € [a,b]? o DT YA, .
pir € ol FA(Fa) = G (o, 75) = JA(35)
FB(Fy) = GI (7, 7y) = fB (7,

Step 2: second computation
We simply compute

(Pg: Dy) € la, bl x [a, b]3,
(P, 75) € Gp
there exists rﬂ’ﬁ,m € [a,b]P  s.t. (Dy,7y) € Gy
fB(f,) GI” (7’577"7) fB(f'y)

Gpy = GplGy =
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and then for pg, = (P, by)

(ﬁaaﬁﬁ’y) € [avb],a X [a’b]g X [avb]:m

GulGay = (Pas Ta) € Ga
@*IBY T there exists o, 75 € [a,0]4 st (pﬁyrﬂapv) € 9[37
FA(Fa) = GI" (Fa, 7g) = fA ()
ie.
(ﬁavﬁlﬁ7p7) € [avb]/a X [a’a b]g X [avb]j;w
( oura) S ga
GallGsy == { there exists 7,75 € [a,b]A ot Ep rﬁjg)ge 9

. A . vs Ty ¥
there exists 7,7, € [a,b]P FA() = GfB(fa,fﬁ) — fA(rg)
fP () = GI (i, 74) = fP(75)

Step 3: conclusion
Hence Got#Gsy = GapllG,, which shows (5.39). This ends the proof of the lemma.

Proof of Theorem 2.19
For the proof, we refer to the table of Subsection 2.4. The result follows from Proposition 5.11, Corollary
5.12 and Lemma 5.13. This ends the proof.

5.6 Self-gluing of Kruzkov germs and more

Proposition 5.14 (Self-gluing of a flux function fv for n., : m, junction, for a Kruzkov germ)
Let v be a fized index. Assume that the function f, satisfies (2.2) with Ny = n, + m., with ny,my > 1 and
N, > 3. We consider some n., : m junction J, with JJ ~ o - (—=00,0) and o, € {£1}", and o Kruzkov
germ G, with respect to (J,, f,). We set [a,b]ZY = [a%,bl'y]. Up to relabel the indices, we assume that the
indices go through the values {0, ..., N, —1}.

We now assume that there exists two indices ji,j2 € {0,..., N, — 1} such that

(5.40)  fIr=f2 = f" on [a, b)) =[a,b)? = [a°,0°] with JI'~(0,+00) and JI*~ (—00,0)

and we glue those two branches. To simplify the notation, we also assume that j1 = 0 and jo» = N, — 1.
Hence we now have

f’Y = ( YRR af“/ )
G, Clabl, = [[ [t
1=0,...,N,—1
(5.41) (@0 = ] [a0]
i=1,...,Ny—2
JY ~(0,+00) and Jév”_l ~ (—00,0)
=50 =1 on [a,b)=ab]y" " = [a 5]

Let the new junction after gluing be defined by

J:={0}U U Jé and gk:zol,; for k=1,...,Ny,—2
j=1,...,N,—2

We consider fv . [a,b], — RN the Godunov flur associated to the germ Gy, and with notation p, =
(p;7 . ,pzvv”_Q) € [a,b]) (avoiding notation p’ to keep light notations), we consider the set

Ri={rela ', f0.pyr) = mpyn)} with fopyr), S0 (rpy )
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Then R is non empty, and define the set
A= {)\ = f(?“,p»y) eRM"2 re R} with f(r,ppy) = (f,%(r,p,y,r), e fA,JyV”72(r,p7,r))
Then A is reduced to a singleton A = {\}, and this defines the following map
[+ lab)y —» RN
D~ = i(p'y) = A
and we set the map

(5.42) f=0 7% e, b)) — RN 2

v

Moreover, the map j s continuous and the set
G:={Pelatl] [(P)=[(P)}

is a Kruzkov germ with respect to (J, f) and f is the associated Godunov fluz at the junction (ny, —1) :
(my —1), t.e.

=iy
Proof of Proposition 5.14

Step 1: nonemptyness of R
We set p := p,, and for 7 € [a",b°], we set (with some abuse of notation)

g:[a®°] = R with g(r):=g(r,p) = fg(r,p, r) — ff/\f”_l(r,p, T)

Using the last line of (5.41) and (2.15), we get
9(a”) = f(a,p.a®) = (71 p.a%) 2 £ (a) = £ (a%) = £3(a”) = )N (@) = 0

g(0) = 200, p,60) = F0 0, p00) < L (0°) = £y (07) = 00 — £ () =0
Therefore g(a®) > 0 > g(b°) and by continuity of g, we get R # (.
Step 2: A is a singleton
Step 2.1: getting g vanishing on R D [r, 7]
Because G, is a Kruzkov germ, recall that the map

(5.43) [a®, 61 3 (") = (S ("), S35 ("))

1

satisfies for all (7,7'), (r,r’) € [a°,b°]* and all frozen p € [a,b]” (with 69 = —1 and aijvwf =1)

(5.44)  —sign(r —r) - {fS(F,p, ) — fg(r,p, r’)} + sign(# — ') - {fpfy\’w—l(?,p, 7)) — fyﬁ_l(r,p, r’)} >0

For 7 =7 > r =1/, we get g(F) — g(r) < 0, which shows that g is nonincreasing. Hence g is constant (and
vanishes) on [r, 7], if r,7 € R. We deduce that R is closed interval where g vanishes.

Step 2.2: coincidence of fg and f,jyvvf1

For frozen p, inequality (5.44) shows that the map defined in (5.43) is itself associated to a Kruzkov germ
1:1, and then its flux is such that the matrix

of9 of9
o o

(r,p,1")
of T ofn
or or’
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has nonnegative diagonal and is diagonal column-dominant, i.e.

a 70 ’\N.Yfl
for a.e.  (r,7') € [a°,b%]?
afel ot
(- o | T g | (hpr) 20

Setting R A

g(r,r") = f(r,p,r") = [, p,r)
we deduce that the map r — g(r,r’) is nonincreasing for a.e. r’ and the map r’ — g(r,r’) is nonincreasing
for a.e. r. By continuity of g, we deduce that g is nonincreasing everywhere in both variables r,7’. Now

if r < 7 with r,7 € R, we deduce that g(r,r) = g(¥,7) = 0. From the monotonicities of g, we deduce that
g =0 on [r,7]2. This implies more generally that

(5.45) £Cp)=Ff""(p,) on R’

Step 2.3: concluding that A is reduced to a singleton_

Because G, is a Kruzkov germ, we know that f, satisfies D/ >0 on [a,b]g. We deduce from Proposition

5.9, that ¢ f,y is Riemann monotone. If R is reduced to a singleton than A is also a singleton. Then assume
.~ 7(7,p,7)

that r,7 € R with ¥ > r. Then from (5.45), we deduce that {(7,p,7) — (r,p,r)} 00 ¢ {fw} - 0 and the

(ryp,r

N }(fapf)

Riemann monotonicity of o ¢ f,y implies [ Iy = 0. This shows in particular that f (7,p) = f (r,p), and

(rp,r)
implies that A is reduced to a singleton.

Step 3: Continuity off
Consider a sequence (7, p,) — (r,p) such that

An 1= f(pn) :A f(rnapn) — f(?“,p) =: Ao, A .
0= g(rn) - fs(rnapn,rn) - févw_l(rnapnarn) —0= g(?") = f»(y)(rvpvr) - f’évw_l(rapar)

The second line shows that r» € R, and then Ay = f(?", p) = f(p) =: \. This shows the continuity of f
Step 4: bounds onf

We consider f as defined in (5.42). By definition of f, we still get that il_ < fl < iﬁ_ forall [ € 7 :=

{1,..,Ny =2} de. f <f<f,.
Step 5: local constancy off

Let P :=p € [a,b]] be such that f(P) # f(P) = f(r, P), and let us set Kp := {I e, fI(P) #iI(P)}

Recall that f(-,P) = f(P) on R. In particular, for Q. := P + Z (—¢,e)er, we get from the continuity
IeKp

and the local constancy of f, that for e > 0 small enough, we have f = const on R x ([a,b] N Q.). Hence

f = const on [a, bl N Qc, which shows the local constancy of f

Step 6: directional monotonicity of f

For P := p, we want to show that

(5.46) Pl aIfI(P) is nondecreasing on  [a, ]! := [a’,b]]

To this end, we have to take into account the fact that f(P) = f(r, P) with the dependence r = r(P). To
reach our goal, it is more convenient to use directly that G, is a Kruzkov germ. This means that

0< —sign(F —7) - {fg(ﬁ@ F) — fg(r,n r)} +sign(F —r) - {févw—l(ﬂﬁ, ) — fé\’w—l(r,% 7")}
(547) k. _k k fk (= = = Fk
—+ Z aW-SIgn(p —p )'{fy(Tvpvr)_f'y(rvpar)}

k=1,...,N,—2
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Using §(7,p) = 0 = g(r,p), we see that (5.47) implies
S ol sig -0 {0 - 1w} 20

k=1,...,N,—2

which means that f is associated to a Kruzkov germ. In particular, this implies the directional monotonicity
(5.46) of f.

Step 7: conclusion

We conclude that G := {P € [a,b]7, f(P) = i(P)} is a Riemann germ (because f is continuous), and

f= f g Moreover G is a Kruzkov germ. This ends the proof of the Proposition.

Corollary 5.15 (Self-gluing of a Kruzkov germ for a n, : m, junction)

Let v be a fized index. Assume that the function f., satisfies (2.2) with Ny = ny + my with ny,my > 1

and Ny, > 3. We consider some n., : m junction J, with JJ ~ o - (=00,0) and 0., € (13", and a

Kruzkov germ G., with respect to (J, f). To simplify the presentation, assume that the indices go through

i=0,...,Ny—1,ie f,=(fI,.. .7fév”_1) and [a, b, = H [a,b]fy with [a,b]}, := [al,bl]. We call
i=0,...,N,—1

ﬁ, : [a, b, = RN the Godunov fluz associated to G.. Assume also that

[ =f = f° defined on  [a,b))} = [a, b)) = [a”,b°]
Jit = (0,400), JP? =(—00,0)

in order to glue branch Jﬁ/'l with branch Jff. Then we define for j1 :=0 and jo := N, — 1
. LB

[o=(f)2 a0 - RN with [a,b]]) = H [a,b]’,
i=1,...,Ny—2
where for any p € [a,b]’], we have
fp) == ( 3, . .,févﬁ_2)(r,p, r)  for some r € [a, b]?, = [a, b]ivV*1 =: [a®,b°] such that fg(r,p, r)= fﬂj,vwil(r,p, T)

where such r does exist, and when it is not unique, it does not change the value of f(p)

We also define
fp) =( v wa]/Vw_Q)(p)
We define
# R
(5.48) Gi= (G = {Pelatll, f(P)=f(P)}
Then G is a Kruzkov germ and satisfies

WY
(5.49) g:= {25 € [a,b]], there emists 7,7 € [a®,b°] s.t. { (7,0,7) € G, }

Fo(7) = G (7,7) = fO(7)

where we recall that the standard Godunov flux is given by

I B
G (7, 7)) = I[I}/a?]{fo if P>

Proof of Corollary 5.15 . R
Notice that by definition, the function f is equal to f given by Proposition 5.14.
From definition (5.48), we have

there exists 7 € [a,b]9 = [a, b]évV*1 s.t.

Pes = Firpr) = Fip), i=1,.., N, —2
By =" rp,r)
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and then (using the fact that f.(7,p,#) = fy (7, p,#) = f,(r,p,r) for (7, p, ') = wg. (1,p,7))

there exists r € [a,b]3 = [a, by st

peG = { [ G5 =76 ()
fo=r
£ = 226) = 127716 = 1)

Notice that o
p€ BA®p), re BAOFT®)) () A BA(=00./" 1) 1)

From the basins of attraction with fg = fév o f9, we then deduce that

(5.50) p=p, [oF) =G (#,7) = OF), 77 €a ), with (7p,7)€G,

and it is straighforward to check that conversely (5.50) implies that p € G in the sense of definition (5.48).
Therefore this shows characterization (5.49) of G. This ends the proof.

Similarly to Lemma 5.13, we show the following results

Lemma 5.16 (Associativity of self-gluing for Kruzkov germs)

Let vy be a fized index. Assume that f., satisfies (2.2) for Ny = ny +m, > 5 with ny,my > 2 and some
Nyt My, junction J.,. Assume that G is a Kruzkov germ with respect to (J,, f). We also assume that there
exists four distinct indices ji,ja2, k1, ke € {1,..., Ny} such that

b= fi i fA I (0,400), = (—00,0)
fﬂé sz = fB, J5+ = (0, +00), J5? =~ (=00,0)

Then with notation of Corollary 5.15, we have the germ equality

O\ e AL
(@) = (@t )

which is associated to a (ny — 2) : (my — 2) junction.
and

Lemma 5.17 (Associativity of the gluing and the self-gluing for Kruzkov germs)

For v = «, 8, assume that f., satisfies (2.2) for Ny = n, +m~ for junctions J, of type n, : m.,. We consider
Kruzkov germs G-, with respect to (J., f+).

We also assume that there exists j1 € {1,...,No} and three distinct indices jo,k1,ks € {1,...,Ng} such
that

fr=fp =4 T2 (0,400), T}~ (-00,0)
fgl :f§2 = fB7 ng 2(0,4—00), ngﬁ(—O0,0)

Then with notation of Corollaries 5.12 and 5.15, we have the germ equality

: k @kz
ga . ﬂ <(gﬂ)k1:k2> = (ga ) ﬁ gB) v
Ji:J2 J1:J2

which is associated to a (ne +ng —2) : (Mo + mpg — 2) junction.

6 Applications

6.1 Restriction of Riemann germs to bounded boxes - a priori L* bounds

We also have the following result (which can also be used to derive a priori L* bounds on solutions with
initial values in a bounded set K).
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Proposition 6.1 (Restriction of Riemann germs to bounded boxes)

For N > 1, assume (2.2) and nondegeneracy condition (2.16), and let G C [a,b] be a Riemann germ with
respect to (J, f). Let K C [a,b] NRY be a compact set.

i) (Bounded box)

Then there exists a box [a,b] such that

(6.1) K Cla,blC [a,b] with [a,b] bounded and wg([a,b]) C [a,b].

Moreover, for the inclusion there exists a minimal box [a.,b.] satisfying (6.1).
ii) (Restricted Riemann germ) B
For any box [a,b] satisfying (6.1), then the set G' :== G N [a,b] is a Riemann germ with respect to (J, fijz5)-

Proof of Lemma 6.1

Up to use reversion transforms, we can assume that the junction is of type 0 : N. Up to use inversion

transforms, we can also assume that ¥ = +1 in (2.2) for each index k. Moreover, up to increase the

compact set K, we can assume that K = [a,b] C [a,b] NRY with @,b € RV with a < b.

Part 1: case b= (+o0,...,+00)

Step 1: construction of a

For each index j, we have the following dichotomy. Either a’ > —oo, and then we set @’ := a’. Or we have

a’ = —oo0, and using the coercivity of f7 at —oo, we choose @/ € (—o0,a’] such that f’(a’) = ( inf_”fj.
—00,a

Then (2.14) implies for all index j that

P zfp= if f=if f/ foral pelab]
(—o0,p7] [a7,p7]
Hence, up to replace G by G N [a,b] which is again a Riemann germ (from ii) of Theorem 2.14 and the
continuity of f ), we can assume that a = a € R,
Step 2: bound on G towards +oo
We claim that there exists some

(6.2) there exists some b, € [b,b] NRY such that G N (b, + [0, +00)Y) =0
Assume by contradiction that (6.2) is false. Then we deduce that we can construct a sequence (py,)nen with
(6.3) Pn€G, DPn<pPuri, P, —+00 as n— +oo for all index j

Setting p,, := 7(pn) = Pn, and using the fact that each f7 is coercive, we see that up to extract a subsequence
(still denoted by n), we can assume that p,, < p,4+1 and f(p,) < f(Pn+1) (using also that f = f on G). This
means that

(6:4) (Prss = Bn) - [T 200 with [ = f(posa) = F(Bn) > 0
From Theorem 2.17, we know that o ¢ f =— f is Riemann monotone with 07 = —1 for all j. Therefore

(D1 — Do) - 12 <0 implies [f]2 =0

Contradiction with (6.4). Therefore (6.3) is false, and this implies (6.2).

Step 3: bound from above on f on [@, b]
We claim that

(6.5) ~sup sup f7 < 400

We do the proof by recurrence on the number N > 1 of branches, using (6.2).

Step 3.1: case N =1

For b, given in (6.2) for N = 1, recall that b, € [b,+00) , and consider b, := ng(b.) € G C [a,b]. Then (6.2)
implies that b, < b, and BA(l;*) S b, + [0,+00) 3 b.. Hence f = const on [by,+00). By assumption, G is

a Riemann germ, and then f is continuous, and then bounded on [a,b.]. This implies that sup f < +oo0,
[a,b]
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which shows (6.5) for N = 1.

Step 3.2: case N=n+1forn>1

Given n > 1, assume that (6.5) is true for N —1 = n, and let us show it for N := n+ 1. To this end, we use
the slicing lemma 4.12.

We first freeze the last coordinate a’¥ of a = (a’,a’). We consider the germ

I :=(f,--~7fN Y

éN = {p' = (pl,“"prl) € [a’,b'], ff/LN(p/) :f/(p/)} with { AfN(p/) — (f fN 1)( / —N)’

Then from assumption (6.5) at the level N — 1, we deduce that

(6.6) sup  sup f;N < 400
j=1,...,N—1[a’ ']

Because Gl = {p’ e la,b], AéN )= f’(p’)} and f’ is coercive, we deduce from (6.6) that there exists
some R > 0 such that G/v C @ + [0, R]V~!. Now for any p € [a/,b] x {a"} and p := mg(p), using the

fact that the function f~ is nonincreasing in pV for 0 : N junctions, we deduce that fN(p) = fN(p) <
N, al) = é\zf\,( p') with p’ € G! . Therefore

(6.7 o s N <c
[a’,a’+(R,...,R)]

Hence, using again the monotonicity of fN , we get sup fN < sup fN < Cg. Similarly, up to increase
[a,b] [a’,b]x{aN}
the constant Cr, we deduce

Step 4: construction of b - _ N o .
Using the coercivity of f/ at +oo, we choose b/ € [b’, +00) such that sup f7 < f7(b’) = sup f’. Then we
[a,b] [ad,bd]
have _ N N o _ ~
f(p) <sup f7 < f fI(V) < sup f7 forall pela,b]
[a b] [p7,b]

We conclude that

inf f7 < fi(p)< sup f7 forall pela,b
(¢} p3 ,b]

and from ii) of Theorem 2.14, we conclude that G’ := GN[a, b] is a generalized germ with respect to (J, fiia.5)

with fg/ =( fg)‘[(—l’g]. Because f = fg is continuous, we also deduce that G’ is a Riemann germ.

Step 5: a further property of [a, b]

Consider any p € [a, b], and define p := 7¢/(p) € G’ C G. Then we have (from the definition of the basins of
attraction) p € BA a3 (p) = BA”S(p) N [a,b], and then p € BA?/ (p) with p € G. Hence p = p := mg(p).
In other words, this shows that (7g)|z 5 = 7gr with G’ =GN |a, b]. In particular, we see that if G N [a, b] is
a Riemann germ, then the box [a, b] satisfies 7¢([a, b]) C [a, b].

Step 6: converse property

We now want to show that, under our assumption (2.2), for any bounded box [@,b] C [a,b] such that
ng([a,b]) C [a,b], then G N [a,b] is a Riemann germ. From ii) of Theorem 2.14, we only have to show that
for all j

(6.8) [mf 1< fi(p)< sup f/ forall pela,b
al ,p7] [p7 ,b9]

Indeed, let p € [@,b]. By assumption, we have p := 7g(p) € [a,b]. From the definition of the basin of
_ (i) > £3(p0 o>
attraction BA(p) 3 p € [a, b], and for a junction of type 0 : N, we have { ;j EZJ; ; ﬁj 8;73 g Z ;g]] .

Because p! € BA(p’) N [a?,b7] > 7, we deduce that

sup f7 > {M)>ﬂ() Y2 a e < PP gg

g
[p7,b7] () it p/<p [a,p7] {f%ﬂéﬁ@) i

IN IV
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which implies that : inf | F< @)= f(p) = f(p) < sup f7, which is exactly (6.8).
@l p) [p? ]

Step 7: minimal box B B B )

Given the compact set K, consider the set S := {[a,b] CRY, K C[a,b] and wg([a,b]) C [@,b]}. Then

define the set K9 := ﬂ [@,b]. By construction, this set is closed and is a box which contains K, i.e. we
[a,bleS

have K9 = [a,,b.] D K. Moreover, we have mg(K9) C K9, and then K9 € S which shows that K9 is the

minimal element of S for the inclusion.

Part 2: case b # (+o0,...,+00) B
This part is an easy adaptation of Part 1. Step 1 is unchanged. If b € RY, then we can choose b := b.
Assume now that b ¢ RY. Then, in Step 2, relation (6.2) has to be replaced by

6.9 there exists some b, € [b,b RY such that gn | b, + 0,40)e; | = 0
J
bl =+o00

where (e1,...,ey) is the canonical basis of RY. Step 3.1 is unchanged. In Step 3.2, relation (6.7) has to be
modified in

(6.10) ) < sup N <Cg
la’,a’+(R,...,R)]N[a’,b’]

Finally in Step 4, we have to redefine o’ := b only when » € R. The remaining part of the proof is
unchanged. This ends the proof of the proposition.

6.2 Theorem 2.21 and its proof: Kruzkov germs

Theorem 2.21 will be a corollary of the following two lemmata.

Lemma 6.2 (D-maximality of KruZkov germs)
Assume (2.2) with N > 1 with G C [a,b] a generalized Riemann germ. Consider the set

G :={pelab, D'(p,g)>0 forall GeG} for D! defined in (2.8)
If G is a Kruzkov germ, then it satisfies the following D-mazimality property: G' = G.

Proof of Lemma 6.2

Recall that by definition of the Kruzkov germ G, it satisfies Df > 0 on G x G. Hence G C G'. Assume
that there exists p € G’\G. From Lemma 3.4, we deduce that Df(p,p) < 0 for p := n(p). Contradiction.
Therefore G’ = G, and this ends the proof.

Lemma 6.3 (Stability of Kruzkov germs)
Assume (2.2). Let G C [a,b] be a generalized Riemann germ.
If G is a Kruzkov germ, then fg is continuous.

Proof of Lemma 6.3
We will show the result using Theorem 2.16. We will indeed show that the G-Riemann problem is stable.
Let [a,b] © pn = Poo as n — +o0o. From Lemma 3.11, we have for p,, = m(p,), that there exists p, such
that pe € BA(Poo) and

Up = ugnﬁn U = Up 5. 0 L ([0, +00) x J)

where we do not know yet that p. belongs to G. This is what we want to prove. For any 0 < o* €
CL([0, +00) x J*) with J* := {0} U J*¥ ~ [0, +00), we define

(0, U, €) := /

{n* (uk, *)or + F(uf, )k} dtdm+/ 0F (pn, ")k da
(0,400)x Jk

{0} x J*k

67



From Definition 2.32 of Kruzkov entropy solutions, we have for any ¢ € G (which can be seen as a constant
G-entropy solution), we have

I*(¢, up,c) >0 forany 0 < ¢* € CL([0,+00) x J¥)

Now for 0 < p* € CL([0,+o0) x J¥), and using the continuity of ¥*(-,c¥), and the notion of trace at z = 0
(which is automatically well-defined for Riemann problem, because of the monotonicity of u* in x), we get
(which can be justified, by approximation from C' to Lipschitz continuous, with ¢* := ©F — ©*(t,0)0.(z)
with 0.(z) := max {0,1 — 7'z} in the limit € — 0), that

o) = [ ¥ ()
(0,+00)x {0}
Choosing ¢* = I =: ¢©° on (0, +00) x {0}, we get
k=1,...,.N (0,+00)x {0}

where the last inequality follows from D7 (p,,c) > 0 because Pn,c € G and G is a Kruzkov germ. Passing
to the limit, we get I(p, uoo,c) > 0. Now choosing @I (t,x) = ¢%(t,0)0.(z) for all index j (up to use again
approximations from C! to Lipschitz continuous), we get in the limit e — 0 that

0< I(peune, ) — D, €)¢° = D(poc, ) / &
(0,400)x {0} (0,400)x {0}

Because this is true for all 0 < ¢ € C1([0, +00)), we get D(foo,¢) > 0 for all ¢ € G. From Lemma 6.2,
we deduce that po € G with use = up_ 5. Hence pos € GNP, = {7(po)}, i€, Poc = T(po) and

Uy = ugoo 2 (po)” This shows the stability of G-Riemann problem. Hence from Theorem 2.16, we deduce

that f is continuous. This ends the proof of the lemma.

Proposition 6.4 (Characterization of Kruzkov germs among generalized Riemann germs)
Assume (2.2) with N > 1.

i) (Kruzkov germs)

Let G C [a,b] be a generalized Riemann germ, and let f = fg be its associated Godunov germ. Then G is a

Kruzkov germ if and only sz is locally Lipschitz continuous on [a,b] and its Jacobian matriz is diagonally
dominant, i.e. precisely

(6.11) oo ft > Z 8;f7| a.e on [a,b], i=1,...,N
je{1,....,N}\{:}

ii) (General continuous dissipative functions)
Assume that h : [a,b] — RY is a continuous map. Assume also that the map p — h?(p) is locally Lipschitz
continuous in p uniformly in the other coordinates p* for k # j, and for all j =1,...,N.

Then D" >0 on [a,b)? if and only if h is locally Lipschitz continuous and satisfies

(6.12) olO;ht > Z |0;h7|  a.e. on [a,b], i=1,...,N
JE{1,...N}\{i}

Proof of Proposition 6.4

Part I: proof of i)

We first recall that from Lemma 5.5, the generalized Riemann germ G is a Kruzkov germ if and only if it
satisfies DY > 0 on [a,b]? for f= fg. We only do the proof for N : 0 junctions. The general case then
follows by reversion transforms.

Step 1: necessary condition

Step 1.1: interior regularization
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Consider a Kruzkov germ G. Then recall that Df > 0 implies for all points p, ¢ in the interior of the box
[a,b] with 07 =1 for all j

(6.13) Dip+éa+e= > sign@ —¢)-{Fo+-Fla+9}20

j=1,...,.N

Let 0 < p. := e Np(e~1.) be a mollifier with supp(p) € [—1,1]". Extending f (for instance by zero outside

the box [a, b]), and integrating (6.13) over the measure p.(€)d¢ and setting f= := f % p., we get DI° >0 on
[a,b]c :==[a+e(1,...,1),b—¢e(1,...,1)].

Step 1.2: application

Recall that Corollary 4.19 holds for N : 0 juntions, and (4.31) means for f¢ that a.e. on [a, D]

SKJZ ZjeK(fs)j - ngK(fs)j
(6.14) OkSk >0 forall ke K |, forall KcC{l,...,N}
OSKk <0 forall k¢ K

Fix a point p € [a, b] where f¢ has a derivative, and fix the index 1. Let K_ (p) := {j €{2,....,N}, 0u(f)(p) < O}.
Then for K := K(p) := K_(p) U{1}, we get from (6.14)

aiN w+ Y alfyw- Y e =0

JEK_(p) JE{2,.... NI\K_(p)

ie.

(6.15) a(f) = Y ()| ae on [ab]

jE{2,..,N}

The same result holds true for all other index than 1, which shows that f€ satisfies (6.11) on [a, b]..

Step 1.3: the limit ¢ — 0

We also know that 0 < 8;f7 < |(f7)'| a.e. for N : 0 junctions. Joint to (6.15), this shows that f¢ is locally
Lipschitz continuous, uniformly in € in the interior of the box [a,b]. From Lemma 6.3, we know that fis
continuous on [a,b]. Hence f¢ — f locally uniformly in the interior of the box [a, ], and we conclude that f
is locally Lipschitz continuous in the interior of the box [a,b]. Then, inside the interior of the box [a,b], we
can apply Corollary 4.19 to f as in Step 1.2. This shows (6.11) for ¢/ = 1 for all j. Finally, the continuity
of f on [a,b] implies that f is locally Lipschitz continuous on the whole box [a, b].

Step 2: sufficient condition

Assume now that f is locally Lipschitz continuous on [a, b] and satisfies (6.11) for 07 = 1 for all j. Then this
implies immediately (6.14), which from Corollary 4.19 is a characterization of Df > 0 for a N : 0 junctions.
Finally recall that Lemma 5.5 shows that G is a Kruzkov germ.

Part II: proof of ii)

The same argument as in Part I applies and give the result. This ends the proof of the proposition.

Proof of Theorem 2.21:
For the proof, we refer to the table of Subsection 2.4. This follows from Lemmata 6.2 and Proposition 6.4.
This ends the proof of the theorem.

We end this subsection with the following result.

Lemma 6.5 (Convergence of Godunov flux for Kruzkov germs)

Assume (2.2) with N > 1. Let G,, C [a,b] for n € N be a sequence of Kruzkov germs with respect to (J, f),
with associated Godunov flux fn = fg Then, up to extract a subsequence (still denoted by n), there exists
a Kruzkov germ Goo C [a,b] with respect to (J, f) and foo := fg. such that

fgn%fgx as n — +oo

Proof of Lemma 6.5 .
We know from i) of Proposition 6.4 and vii) of Proposition 2.13 that the sequence f,, is locally uniformly
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Lispchitz. Hence from Ascoli-Arzela theorem, we can extract a convergent subsequence and call foo the
limit. We define the set G = {foo = f}, which is a closed subset of [a,b]. Notice that we have D/» >0

on [a, b]?. Passing to the limit, we recover Df > 0 on [a,b]?. Hence Df > 0 on G, X Goo, which shows that
Joo 1s a Kruzkov germ, once we know that G is a generalized Riemann germ.
Now recall that f,, satisfy (2.14), and also (2.12) which is

For all p € [a,b] and Kn pi= {j e{l,....,N}, fi(p)# fj(p)}, there exists £, > 0

(6.16) such that for @, ., (p) :==p+ Z —En,En) e;, we have
R JEKn p
fn=const on [a,b]NQye, (p)

Then it is easy to see that condition (6.16) is closed. This follows from the Lipschitz continuity of f which
allows to bound from below &, for n large enough as fn — foo, starting from K ;, defined similarly for foo.
We conclude that fs satisfies (2.12) and (2.14). Then Theorem 2.14 ii) implies that Go. is a generalized
Riemann germ and that foo is the Godunov flux associated to G,,. We conclude that G, is a Kruzkov germ
with fgm = foo This ends the proof of the lemma.

6.3 Theorem 2.23 and its proof: D, -germs

Proposition 6.6 (Characterization of D -germs among generalized Riemann germs)
Assume (2.2) with N > 1. Let G C [a,b] be a generalized Riemann germ, and let f := fg be its associated

Godunov germ. Then G is a Di-germ if and only sz is locally Lipschitz continuous on [a,b] and satisfies
a.e. on [a,b]

(6.17) (o f) > > 10:f, forall i=1,...,N
Je{1,....N}I\{i}

and

(6.18) 0i(07f1) <0, forall i#j

Proof of Proposition 6.6
The proof follows part of the lines of the proof of Proposition 6.4.
We first recall that from Lemma 5.5, the generalized Riemann germ G is a D -germ if and only if it satisfies

Di > 0 on [a,b)? for f = fg. We only do the proof for IV : 0 junctions. The general case then follows by
reversion transforms.

Step 1: necessary condition

Step 1.1: preliminary

We first notice that a D -germ is in particular a Kruzkov germ (i.e. a D-germ) because D(p,q) = D4 (p, q) +
D, (q,p). Then Proposition 6.4 implies that f is locally Lipschitz continuous on [a,b] and satisfies (6.17).
Step 1.2: application

Recall that Corollary 4.19 holds for N : 0 juntions, and (4.33) means for f that a.e. on [a,b] we have

Sk =Y ek fi
(6.19) oSk >0 forall ke K |, forall K c{l,...,N}
OSK <0 forall k¢ K

Hence for K := {j}, this gives (6.18) with ¢ =1 forall £=1,...,N.

Step 2: sufficient condition

Assume now that f is locally Lipschitz continuous on [a,b] and satisfies (6.17) and (6.18) for o7 = 1 for all
j. Then (6.17) implies immediately the second line of (6.19), while (6.18) implies the third line of (6.19).

Therefore (6.19) holds true, and then Corollary 4.19 implies that D_{_ > 0 for a N : 0 junctions. Finally
recall that Lemma 5.5 shows that G is a Dy-germ. This ends the proof of the proposition.

Proof of Theorem 2.23

For the proof, we refer to the table of Subsection 2.4. The result follows from Proposition 6.6 and i’) and
iii) of Lemma 5.5. This ends the proof of the theorem.
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6.4 Theorem 2.24 and its proof: conservative Riemann germs

Proof of Theorem 2.24
Recall that we assume that G is a Riemann germ which is conservative. From Lemma 5.5, this means f = fg
is continuous and satisfies . .
RHY =0 with RH'/(p):= Y o’ f/(p)
j=1,..,N

Still from Lemma 5.5, recall that G is monotone if and only if
(6.20) prs ol fi (p) is nonincreasing in p* for all k& # j, and nondecreasing in p

and G is Kruzkov if and only if D/ > 0. We first notice that up to apply a suitable reversion transform, we
can assume that the junction is of type N : 0, i.e. that J/ ~ (—o0,0) with ¢/ =1 for all j.

Step 1: monotone implies Kruzkov

Assume that f satisfies (6.20) and let us show that it satisfies (4.33). To this end, consider a set K C

{1,...,N}, and call Sk := ) f7. Then (6.20) implies

jeEK

(621) 845‘;( S 0 forall ¢ g K

We also have Sk = RrRHS — Z fj =— Z fj. Hence for all £ € K and j ¢ K, we have 8gfj < 0, and then
JEK JEK

(6.22) 0Si >0 forall fe K

Therefore (6.21)-(6.22) show (4.33). From ii) of Lemma 4.18, this implies for >0, and then Df > 0 and G
is a Kruzkov germ.

Step 2: Kruzkov implies monotone
Assume that G is Kruzkov. Then Df > 0, and from i) of Lemma 4.18, this implies that Sy satisfies

(6.21)-(6.22), with

Sk=Y f1=> fl=-RH +2) f/ =2 fl =25

JEK JEK JEK JjeEK

Therefore Sk also satisfies (6.21)-(6.22). Given an index k and K := {k} and ¢ € K or ¢ € K, we deduce
from (6.21)-(6.22) applied to Sk that Auff < 0 for all ¢ # k and O,f¥ > 0, which is nothing else than
condition (6.20). Therefore G is monotone.
Step 3: equivalence with D -germs
Using Theorem 2.23, we deduce that monotone is equivalent to Kruzkov which is also equivalent to D -germ.
This ends the proof of the lemma.

6.5 Theorem 2.25 and its proof: Hamilton-Jacobi germs and HJ-relaxation
operator

The proof of Theorem 2.25 requires two intermediate results: first Lemma 6.7 shows the existence of some
HJ-relaxation operator, which in particular has an action on locally constant functions. Then Proposition
6.9 presents important properties of HJ germs. Finally, we conclude the section with the proof of Theorem
2.25.

Lemma 6.7 (HJ-relaxation operator)
Assume (2.2) with N > 1. Let hg be such that

ho : [a,b] = R is continuous
(6.23) p > alho(p) is nondecreasing in p’ for all j =1,...,N,
fo := (ho, ..., ho) satisfies the monotone bounds given in the second line of (2.14).

Assume moreover that either [a,b] C RN is compact, or [a,)) NRYN =RN | or

(6.24) fo = (ho, ..., ho) is locally constant on {fo # f}

71



Then the following formula defines uniquely hi(p) for each p € [a,b]

(6.25) {(m@}y= U [{@in [ {Fe.dIn [ {&.p)}

q€la.b] Ji(—00,0) Ji2(0,400)
Then we set
(6.26) Rho := My
and hy satisfies (6.23) and moreover f1:= (hy,...,h1) is locally constant on {f1 # f}.

Remark 6.8 Notice that in Lemma 6.7 and in the special case of assumption (6.24), we do not have to
require the continuity of ho in (6.23). Indeed the continuity of ho is then automatic, as it will be independently
shown later in i) of Proposition 6.9, for the HJ germ Gy, = {fo = f}.

Proof of Lemma 6.7

Step 1: h; is well-defined with good properties

Step 1.1: non emptyness of the intersection

We consider hg satisfying (6.23). In particular, for fo := (hg,...,ho) we have f_ < fo < f4, which means

holg) < fl(q)=G"'(¢,af) if JI = (—00,0)

F(a) = G (¢7,b7)
(020 { hola) < flla) =G (W,¢)) if J7=(0,+00)

<

fg) =G (), ¢') <
Recall that the monotonicities of hy are opposite for ingoing and outgoing branches. It is more convenient
to have the same monotonicities on each variable. To this end, we define

P o=olp, (@, V]:=d[d, V] f(p)=f(p), J :=0/(-00,0) for j=1,...,N and ho () := ho(p)

(which can be seen as a composition of some inversion transform and the reversion transform) which satisfies

BO(T7 cee 7T) and

628) (@) =G (@) < ho(q) <

(@) = G (¢,a’) and JJ ~ (—00,0) forall j

+ ul.

We also set J := {0} U U J?. Then (J, f) satisfies (2.2), with possible coercivity assumption for some
j=1,,N
6% € {£1}. Up to apply some inversion, we can furthermore assume that 6% = 1.
We distinguish cases.
Case A: a,b e RV B o B
Then f?(a) = inf [’ and f1(b) = sup f’,j=1,...,N. We define the functions
) I

[ad,bi [ad,bi]

®(q) =G (@, @) —ho(@), j=1,...,N

For any p € [a,b] and using the monotonicity of @%, we get for Lg(dj) = (¢, ....,¢@ &, @, ...,dV) and

for all g € [a, b] that

®L((a)) = G (7,@) — ho(dl(@)) > GF (7, @) — FL(a) = sup [/ — fi(a’) >0

[a7,p7]

We also get

L) = GF (7, V) — ho(h(¥)) < GF (7, V) — FL(¥) = inf 7 — FI(B7) <0

I (59 ,b7]

Recall that the map g + ®5(q) is continuous. Hence we deduce from Poincaré-Miranda theorem (see [17])
that there exists g € [a, b] such that

(6:29) 25(2) = 0

72



This implies that

(6.30) {ho@}n {Gf] (ﬁ],ff)} #0

j=1,...,N
Case B: —a’ = b/ = +co for all j
Here we do not use Poincaré-Miranda theorem, but make a direct proof. We first notice that (6.28) implies
for the special choice § := p etk (p7,07) < ho(p) < el (p7,a’) for all j, i.e. (using the coercivity of f7 to
bound A; from below)

—00 < A; = max ij(;ﬁj,l;j): max _f7 () < ho(p) < min f+(p7)= min ij(ﬁi,dj)::A—z

j=1,...N j=1,..,N j=1,...,N j=1,...,N

Consider now for € > 0, the functions
GI'w. @) =6¢"(0.¢@)~e@~-p) j=1....N

) o 0w
Then @ — G’ (p’,§) is locally Lipschitz continuous and satisfies ﬁGgJ (7,7) < —e a.e.. Moreover
q

GI (p,a0) > Ay —e(@ —p?) > N\ = +o0 and GI (p7,b) < Ay — (b — p7) < A;. Hence for any X € R,
there exists a unique ¢ (\) € R such that

(6.31) GL (7, @ () = A

and moreover the map A — @()) is nonincreasing and continuous. Now define ©-(A) := X — ho(g())),

which by construction is also nondecreasing in A, and satisfies ©.(};) < 0 < ©.()\;) = +oc. By continuity
of ©, we deduce that there exists \° € [A;, +-00) such that

(6.32) 0.(\) =0

Up to extract a subsequence assume that A* — A\* € [Aﬁ,—i—oo] as € — 0. Assume by contradiction that
A* = +00. From (6.31) and (6.32), we have

ho(@) = G (77, 9) — (@7 — p') = X = 400 with @7 := g ()°)

where the second equality implies that ¢ — —oo. This is in contradiction with the first equality and the
monotonicity of hg. We conclude that A\* € [A;, +00) and then ¢ — ¢* which satisfies ho(7*) = G (9, q7)
for all j, which is (6.30) for q§ := g*.

Case C: f; := (ho,...,ho) is locally constant o {f + f}

From ii) of Theorem 2.14, we deduce that G I { fo=1f } is a generalized Riemann germ. Setting 7 := TG
0

we define

p:=m(p), peBAYI(p), Ao :=ho(p) = ho(p)
where in the last equality we have used the fact that hg is constant on BA(>/) ( p). Notice now that p € G o
and then G (p7, p7) = f(p7) = ho(p) = Ao which is (6.30) with g := p.
Step 1.2: uniqueness of the common value
A= ho(q) = GI (P, @)
N =ho(q) = G (#,4")
contradiction that A # \. Up to exchange ¢ and ¢’, we can assume A > A. From the monotonicities of the
standard Godunov fluxes, we deduce that 77 < @. From the monotonicies of ho(f,...,1), we deduce that
N = ho(7') < ho(q) = . Contradiction. Hence )\ = ), and we have uniqueness of the value A and we call
hi(p) := A. We also define hy(p) := hy(p).
Step 2: h; satisfies condition (6.23)
It is sufficient to check that h; satisfies condition (6.23) with hg replaced by hg and o7 = 1 for all j.
Step 2.1: continuity of ha
The continuity of h; follows from the compactness of the set of solutions ¢ to (6.29). Indeed consider a
sequence [a@,b] > p, — P € [a@,b] as n — +oo, and an associated sequence G, € [a,b] such that

(6.33) h(Bn) = ho(@n) = GT (., @) for all j

Now assume that there exist two values g,§ € [a,b] such that { . Assume by
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If [a@,b] C RY is compact, then the result follows from the continuity of hg, f.
We will use coercivity in assumption (2.2) in order to show compactness of the sequence g,. Then assume
by contradiction that |g¥| — 400 as n — +oco for at least some index k. Notice that

G (pE, g% = inf fF< fREE) and  ho(@a) > fE(@.) = inf fF o 400 if gF — 400
[Pk ,qk] (gk ,b*]

and this leads to a contradiction with equality (6.33). Therefore we deduce that g8 — —oo, and then
ho(gn) = Gfk(ﬁf;,(js) = sup f* — +o0. Now (6.33) implies that @7 — —oo for all j =1,..., N.
[ax.px)

Consider any ¢ € [@, b]. The monotonicitiy of ho then implies that ho(¢) > ho(g,) — +oo. Contradiction.
Therefore we conclude that ¢, stays bounded, and we can extract a convergent subsequence that we still
denote (Gy ), such that g, — ¢. Using the continuities of A, f, we can pass to the limit in (6.33) which gives
hi(pn) = ho(q) = G (7, @) = hy(p) for all j, which shows the continuity of hy.

Step 2.2: checking other properties of h; B
Let us now show the monotonicities of h;. We write hy(p) = X\ = ho(q) = G (o, &), j = 1,..., N, and
consider p’ with p’' = p' and §’ > p, and hy(7') = N = ho(q') = G (77, 77).

Assume by contradiction that A’ < A\. Then the monotonicities of the standard Godunov fluxes imply
@ > q and the monotonicity of hy implies X = ho(g') > ho(g) = A. Contradiction. We deduce that X > X,
and then h; is nonincreasing in p'. Similarly, we show that h; is nondecreasing in each coordinate /.

We now check that h; satisfies the bounds given in the second line of (2.14) for hg replaced by hg and
o7 =1 for all j. Recall that hq satisfies (6.28), i.e.

FL@) =G (@,V) <ho(a) < FL(a) = G (@, @) for all j
Then for hy(p) = A = ho(q) = G (7, %) for all j, we get
PP =GP (0 .P) < A=6"(.¢) <7 (P @) = FlL(P)
which shows exactly that h; satisfies (6.27) which are the bounds given in the second line of (2.14).
Step 3: local constancy of fi := (hy,...,h1) -
Again, we show it for fi := (hy,...,hy) with respect to f and this gives the result for f; = (hy,...,h1) with

respect to f. Assume that hy(p) # f/(p) for all j € I C {1,..., N}, and recall the argument of the proof of
Proposition 3.10, in Step 2. We have here

sup f4 = sup f’ if @ <p

F1(5) # hy(p) = ho(q) = G (7, ) = { @) [@p) o
D) # hi(p) = ho(q) @) it foomf i g
RN R

where we have used the fact that the inf /sup can not be reached at p7, because A7) # h1(p). Notice also
that we can not have ¢/ = p7, otherwise we would get hy(p) = ho(p) = G (77, 77) = f/(7") = f7(p), which

is impossible by assumption. This shows now that for p. close to pin | p+ ZR@j N [a,b], we also have

B jel
(by continuity of f, hg)
sup f/ = sup 7 if @ <pl
_ ) @ [¢7.p7) =hi(p j
_ = - . i . . . p=hi(p) forall jel
o _— £ fi— inf F £ G !
ho(q) = G7'(pL, @) [ﬁlzr,lqﬂ]f R
= hi(p) because pl =p’ forall j&I

This justifies a posteriori that we can choose ¢. := ¢ in hi(p:) = ho(q.) = qu (p2,q?). Therefore
f3(Pe) # h1(p=) = ho(q) = ha(p) for all j € I. Hence f; is locally constant on { f; # f}.
This ends the proof of the lemma. Then we have the following result.
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Proposition 6.9 (Properties of HJ germs)

Assume (2.2) with N > 1. Let G be a generalized Riemann germ which is a HJ germ.
i) (Regularity properties of f)
Then G is a Riemann germ, i.e. f: fg s continuous, and f is locally Lipschitz continuous on [a, b].
ii) (HJ-relaxation formula)

Moreover there exists some continuous function h [a,b] = R such that for all index j, we have fj = h.

And the function h satisfies the following HJ-relazation formula

(6.34)  for all p € [a,b], there exists q € [a,b] s.t. h(p) = h(q) = { g;; EZJI’Zg ZZ jj z E(:Oj;gg

Proof of Proposition 6.9

Step 1: proof of i)

By assumption, we know that there exists h : G — R such that f = (h,...,h) on G. Define h := hong :
[a,b] — R. This implies that f = (h,...,h) : [a,b] = RN. Up to apply a reversion transform, we can assume
that we work on N : 0 junction. From (4.14), we deduce that for each j € {1,..., N}, the map p — ﬁ(p) is
locally Lipschitz continuous in p’, uniformly in p* for k # j. Because this is true for any index j, we deduce
that 4 and then f is continuous. Moreover, from (4.14) we have |Opi h(p)| < |(f9) (p7)| for a.e. p € [a,b].
Step 2: proof of ii)

From Step 1, we know that f is locally constant on {f #* f} and G = {f = f} Hence any p € G satisfies
h(p) = GI' (p7,p7) for all j = 1,...,N. Therefore, setting ho := h, we see that the function hy given by
relaxation formula (6.25) satisfies

hi(p) = holq) = GI' (7, ¢/) = h(p) with ¢=p

ie. hy = h on G. Therefore fi = (h1,...,hy) satisfies f; = f on G, and from Lemma 6.7, we know that f; is
locally constant on {f; # f} and also satisfies (2.14). Therefore ii) of Theorem 2.14 shows that f; = fg = f.
Moreover we have (h,...,h) = f = f1 = (hy,..., h1) with hy = Rhg = Rh, where Rhg is defined in (6.26).
This shows that & = %A which means exactly (6.34). This ends the proof of the lemma.

Proof of Theorem 2.25
For the proof, we refer to the table of Subsection 2.4. Theorem 2.25 follows from Proposition 6.9, and the
two last lines of (2.18) follow from ii) of Theorem 2.14. This ends the proof of the theorem.

6.6 Theorem 2.28 and its proof: HJ germ G determined by \x§G

We now start with the following result.

Lemma 6.10 (Key reduction for HJ germs)
Assume (2.2) with N > 1. Let G be a generalized Riemann germ which is a HJ germ with fg = (h,..., h).
We consider any y = (y*,...,y"™) with yJ € J7 for all j. Let p € [a,b] be such that there exists A € R with

(6.35) fApYy=X forall j=1,...,N

Assume the following

(6.36) forall qexg, (aoyzpoy = hla)<\)
and
(6.37) for all q € XG, (qoyﬁpoy = iL(q)z)\)

with sub/super characteristic sets xG and XG given in Definition 2.27 and Hadamard product o given in
Definition 2.10. Then

A = h(p)

(0]



Proof of Lemma 6.10
Let p € [a, b] satisfying (6.35) and set

vt x) = -X+pz, j=1,...,N

Then v/ is a viscosity solution of v + f7(vi) =0 on R x J7, j=1,...,N. We claim that v = (v!,...,v
is a h-viscosity solution on {x = 0} if v°(¢,0) := v (¢, 0) satisfies

(6.38) o) + Al oN)(t,0) =0 forall teR
and we show it in the next steps. To this end, for q € [a,b], we set w = (w',...,w") with
wi(t,x) = -M+¢z, j=1,...,N

Step 1: checking that v is a iL-viscosity subsolution on {z =0}
Notice that for all ¢ € [a, ], inequality g ¢y > p oy is equivalent to

(6.39) w>v on RxJ withequality on R x {0}

Set I := {je{l,...,N}, o¢/=1}. Now from Lemma 9.4 (and using I-reversion composed with I-
inversion), we get that v is a iL—ViSCOSity subsolution on {z = 0} if and only if for all ¢ € xG, relation
(6.39) implies the subsolution viscosity inequality —\ + B(q) < 0. In other words, condition (6.36) is equiv-
alent to the fact that v is a h-viscosity subsolution on {z = 0}.

Step 2: checking that v is a iL-viscosity supersolution on {z = 0}
Similarly notice that for all ¢ € [a, b], inequality g oy < p oy is equivalent to

(6.40) w<wv on Rx.J withequality on R x {0}

Now from Lemma 9.4 (and using I-reversion composed with I-inversion), we get that v is a iL-viscosity
supersolution on {x = 0} if and only if for all ¢ € XG, relation (6.40) implies the supersolution viscosity
inequality —\ + A(q) > 0. In other words, condition (6.37) is equivalent to the fact that v is a h-viscosity
supersolution on {z = 0}.

Step 3: conclusion

We conclude that v is both a h-viscosity subsolution and supersolution on {z = 0}. Therefore v is a h-
viscosity solution and satisfies (6.38), i.e. =\ + h(p) = 0, which ends the proof of the lemma.

Proof of Theorem 2.28

Let fg = (iL, e ﬁ) and fgo = (;LO, R fzo) be the associated Godunov fluxes to the germs G and Gy. Let
p € Go D xG and let us show that p € G. We set \ := ho(p) = f7(p’).

Step 1: proof of (6.36)

Let ¢ be such that

(6.41) gexG and qoy>poy

Because xG C G, we deduce that ¢ € Gy and then h(q) = fi(q) = ho(q) < ho(p) = A, where we have used

the monotonicities of hg and inequality in (6.41). This shows (6.36).

Step 2: proof of (6.37)

The proof is similar to the one of Step 1.

Step 3: conclusion

From Lemma 6.10, we deduce that f7(p?) = ho(p) = A = h(p). Therefore p € G. This ends the proof of the
lemma.

6.7 Theorem 2.29 and its proof: conservative 1: 1 germs

The proof of Theorem 2.29 requires the following intermediate result.

76



Lemma 6.11 (Conservative 1: 1 junctions)

Assume (2.2) for N =2 and 1 : 1 junctions. Let G C [a,b] be a generalized Riemann germ.
i) (Equivalence of conservative and HJ germs)

Then G is conservative, i.e. satisfies

(6.42) f'!=7 on G

if and only if it is a HJ germ.

ii) (Further properties of the germ)

When G is conservative, then G is also a Riemann germ which is at the same time a Kruzkov germ, a HJ
germ and a monotone germ.

Proof of Lemma 6.11

Point i) follows from the definitions. We now focus on the proof of point ii).

Relation (6.42) shows that G is a HJ germ, and then a Riemann germ from Proposition 6.9. Defining
h:G — R by h(p) :== fX(p) = f2(p) for p € G, and setting h := h o mg, we see that f = (f*, f2) = (h, h)
with monotonicities il(T, 1). This shows that G is a monotone germ.

We now set for ¢! =1 = —0?

D/(p,q) = Y. D (p,g) =IN=OUT with DI (p,q) := 0" - sign(p* — ¢") - { /*(0) - f*(0) }
k=1,2

Hence we have Df(p, q) = {sign(p* — ¢*) — sign(p® — ¢*)} - {ﬁ(p) — iz(q)} and the monotonicities of i show

that D/ > 0 on [a, b]?. Because DS and Df coincide on G x G, we deduce that D > 0 on G x G. Therefore
G is a Kruzkov germ. This ends the proof of the lemma.

Proof of Theorem 2.29

For the proof, we refer to the table of Subsection 2.4. The result follows from Lemma 6.11, from ii) of
Proposition 6.9 for the relaxation formula and from Theorem 2.28 for the characterization of the germ by
xG. Notice that inequalities (2.22) then follow automatically from ii) of Theorem 2.14. The independent
proof of relation (2.20) (which gives explicitly a way to recover the full germ from its characteristic subset)
is postponed to Lemma 7.17. This ends the proof of the theorem.

6.8 Proposition 2.30 and its proof: germ product property for conservative
lines

Proof of Proposition 2.30

We do the proof by recurrence on n > 1.

Step 1: case n=1

Then we can apply Theorem 2.29 to get that G = G! is a Riemann germ which is Kruzkov, HJ and monotone.
From [14] (and also Theorem 2.28), we know that all HJ germs with all convex fluxes (and then also with
all concave fluxes) are classified by a flux limiter A7 < A7 := arilinR max f/¢ for j = 1 with

G =Gl = {0 ") e @7, min {47, fHH (), R () = ) = PR}
with Q7 := [a/L, 1] x [a/ T, b/ 7] and

ja, _ [ () for z € [a?®, ST B Co () for z € [a?®, 9]
f +(Z) = { fja(cja) for z¢ [Cja,bja] and f (Z) = { fja(z) for =€ [cja7bjo‘]

Moreover, for A7 < AZ, let us denote U (A7) = (v, uiR) € Q7 such that fi*(ui*) = AJ, o = L, R, and
V(A7) = (" (A7), u(4%)) with xG), = {U2(47)}
where the characteristic subset xG7 of the HJ germ G/ is defined in Definition 2.27 and with «/*(A7) €

[a?®,b7*] defined by ‘ ‘ ‘ o ‘ ‘
PO (AT) = 1o (ul(AT)) = AT
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Because BA(UZ(A7)) = ((uiL(Aj), +00) X (—oo7uj_R(Aj))) NQ7, we see that if U!(B) € Qilj then U (B) €
f;‘_,. N BA(UZ(A7)) and then (using for instance Theorem 2.28)

Ui(Byeg),, = B=A

Step 2: fromn>1ton-+1

Step 2.1: first property of maximal A

Assume that the result is true up to level n, and let us show that it is true at the level n + 1. Now

consider any A = (A',..., A") ¢ H (—00, A7) such that there exists U4 := (U,...,U™*) € G
j=1,...,n+1

with U/ = U7 (A7) for j = 1,...,n+ 1, and which is maximal in the following sense:

there exist no A > A with A # A such that U4 € G
Now for U’ := (U (Al),...,U"(A™)) € R*", consider the sliced germ (see the slicing Lemma 4.12)
Gy C @Q'n {ij(ij) = ij(ij)} for ji=n+1
From Step 1, we know that there exists AJT" < A?*! such that U"+1(A™H!) € Gy = gzﬁl. Because
0

A is maximal, this implies that A"+l = AG’H, and then we can assume (without loss of generality) that
Un+1(An+1) — Uerl(AnJrl) = U,:Hrl.

Conversely, the sliced germ satisfies U’ € Gyn+1 = H gié for some Ag < A forj =1,...,n. Because

(A, ..., A") is also maximal, we deduce that A" = Ay, and by recurrence (Al,..., A") = (A},..., AR).
Therefore, we conclude that

U= UurtY)eg, for UA=:(U,U"") and UM .=ynrtli(4antl)
Udeg
A= (A, ...  A"1) maximal

gUS+1 = H g,];;j

j=1,....n
and then
A= (A',... A" maximal = U2eqG, with U:=UL...,U"") and UJ:=UJ(A)) forall j

Step 2.2: uniqueness of the maximal A
Now consider A and A maximal. Then U2, U2 € G and g : 0 # BA(U?) N BA(US) — {U2} = {Uf}

implies A = A. Therefore any maximal A (which always exists) is then unique, and let us call it 4g. We

have in particular Uf‘(’ eq.

Step 2.3: going further for component n + 1

We want to show that G C H Qiﬂ. Consider any U4 € G with A not necessarily maximal. In
Jj=1,...,n+1 0

particular, we have then A < Ag. We write U4 = (U’, U"+1) with U™+l = Unti(An+tl).

Case 1: A"+t < A7H!

We want to show that Unt1 # Unt1(An+1). Assume by contradiction that

(6.43) Urtt = uptt (At

Then, up to increase A!,..., A", we can assume that (A',..., A") is maximal for the sliced germ Gyt
Hence Step 2.1 shows that (U}(A"),...,Ur(A™)) € Gyner, and then UM = (UL(AY),..., U (A™H)) € G.
Then the argument of Step 2.2 shows that A = Ag. Contradiction with A"+! < AZT!. Therefore (6.43) is
false, and we get U"+! € gL\ {Ur (45T .

Aptt
. 1 _ +1
Case 2: A"t = 4143
Then U™ € G™F

Aptte
Conclusion

We deduce that in all cases, we have: U = (U!,... .Ut e G = U"*tle¢ ggﬁl.
0
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Step 2.4: final step
Repeating Step 2.3 for all components j = 1,...,n + 1, we conclude that

U=U,..., 0" eg = Uﬂ'egij forall j=1,....,n4+1
0

ie. G C H gig. Because both sides are (complete) generalized Riemann germs, we deduce that we
j=1,...,n+1
have equality. This ends the proof of the lemma.

Remark 6.12 Notice that from [14], the result of Proposition 2.30 stays true if strict concavity of each f¢
is replaced by the fact that continuous f7¢ : [a/®,b/®] — R is increasing on (a’®,c’®) and decreasing on
(CANEN

7 Complementary results

7.1 More on Riemann monotonicity

Our goal is now to show that for locally Lipschitz continuous maps h : RY — RY which are Riemann
monotone, their Jacobian matrices have a particular monotonicity property, called Py-monotonicity. In
order to describe this property, it is useful to focus first on the linear case h(x) = Mz, and to transfer our
notions of monotonicity for the functions h = fg, to the square matrices M.

Definition 7.1 (FPy-monotone, Riemann monotone, Kruzkov monotone)

A principal minor of anxn matric M = (M;;); jeq1,... .} 5 the determinant of a submatriz My := (Mj); jer
for a subset ) #£ I C {1,...,n}, obtained by depletion of columns and of lines with the same labels. Let M
be a real n X n matriz.

i) (Po-monotone)

A matriz M is said to be a Py-monotone, if all its principal minors are nonnegative.

ii) (Riemann monotone)

A matriz M is said to be a Riemann monotone, if for all x € R™, it satisfies

zoMr<0 — Mzxz=0

iii) (Kruzkov monotone)
A matriz M is said to be Kruzkov monotone if it satisfies

ijz Z |M1‘j| fOT all jzl,...,n
ie{l,..,n\ {5}

(i.e. if M is (non-negatively) diagonally column-dominant).

Remark 7.2 We refer the reader to the book of JOHNSON, SMITH, TSATSOMEROS [15], for the properties
of Py-(monotone) matrices.

Then we have the following result.

Lemma 7.3 (Hierarchy of monotonicities)
For a real n x n matriz M, we have the following hierarchy

i) M is Kruzkov monotone = ii) M is Riemann monotone =—> iii) M is Py-monotone

Proof of Lemma 7.3

Step 1: i) implies ii)

Assume that M is Kruzkov monotone in the sense of Definition 7.1, and consider the linear map h(z) := Mzx.
Then ii) of Proposition 6.4 shows that D" > 0. Then Proposition 5.9 implies that h is Riemann monotone.
Because h is linear, this means that M is Riemann monotone in the sense of Definition 7.1.

Step 2: ii) implies iii)

We only show that the determinant of the full matrix M is nonnegative, and the argument is the same for
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all principal submatrices. The argument of the proof of Lemma 5.3 shows that the linear map of matrix
M + eidgn is injective for all € > 0. For large € > 0, the determinant is then positive, hence by continuity
in € > 0, we deduce that det(M + gidg~) > 0. In the limit ¢ — 0T, this shows that det(M) > 0. This ends
the proof of the lemma.

Then we have the following result.

Proposition 7.4 (Jacobian of Riemann monotone maps)
Assume (2.2) for N > 1. Assume that h : [a,b] — RY is Riemann monotone and locally Lipschitz continu-
ous. Then the Jacobian matrix (8jhi)i,je{17__7N} is a Py-monotone matriz a.e. on [a,b].

Proof of Proposition 7.4

The proof follows closely the proof for matrices (see Step 2 of the proof of Lemma 7.3).

We only show that the determinant of the full Jacobian matrix is nonnegative, and the argument is the same
for all principal submatrices. Assume by contradiction that there exists a Lebesgue point pg € [a, b] such
that

(7.1) det(A) <0 with A := Dh(pp)

Then Lemma 5.3 shows that h+eidg- is injective for all € > 0. For large € > 0, the determinant det(A+¢cidgn)
is positive, hence by continuity in € > 0, we deduce that det(A + eidgr) > 0 for all £ > 0. In the limit
e — 07, this gives a contradiction with (7.1). Therefore (7.1) is false, and we conclude that det(Dh) > 0
a.e. on [a,b]. This ends the proof of the proposition.

The following result shows that Py-monotonicity is indeed very close to Riemann monotonicity.

Lemma 7.5 (A property of P;-monotone matrices)
Let M be a Py-monotone nxn matrixz. Then for alle > 0, the matriz M¢ := M +¢€ld is Riemann monotone.

Proof of Lemma 7.7

Consider some x € R™ such that z ¢ M¢x < 0. We now use an argument introduced in FIEDLER AND
PTAK [10], in the proof of their Theorem 1.3. We deduce that there exists some diagonal matrix A > 0,
with nonnegative diagonal such that M¢x = —Ax. Let us denote A® := A + eld, and My is the principal
submatrix of M of indices I, and similarly for A% the submatrix of A of indices I:={1,... N}\I. If
x # 0, then z is a 0-eigenvector of the matrix M + Af, and using the fact that M is Py-monotone, we get

0 =det(M + A®) = Z det(My)det(AF) > det(A®) > " >0
Ic{1,...,N}

Contradiction. Hence we deduce that x = 0 and then M¢x = 0. Hence we have shown that x o Mz < 0
implies M¢z = 0, i.e. that M*® is Riemann monotone. This ends the proof of the lemma.

We finish this subsection with two counter-examples, which show that we can not hope the Jacobian
matrix of Riemann monotone maps, to be Riemann monotone everywhere.

Lemma 7.6 (Counter-example for matrices)

For n =2, consider A := ( 01

10 ) Then A is Py-monotone, but is not Riemann monotone.

Proof of Lemma 7.6

Consider p := . Then we have po Ap = Ogz and Ap # Orz. This ends the proof of the lemma.

1
0
Lemma 7.7 (Counter-example for maps)

Forn =2 and z,y € R, consider the map h : R™ — R" defined by

R (z,y) =2 +y

— (h* Y i
h = (h",hY) with {hy(x’y)_x+y3

0

1 0 ) is not Riemann

Then the map h is Riemann monotone, but its Jacobian matriz Dh(0,0) = <

monotone as a matriz (i.e. in the sense of Definition 7.1).
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Proof of Lemma 7.7 )
For p = (x,y) and p := (&, ), we see that (p — p) ¢ [h]i < 0 means
Taking the sum, we get 0 < (z — z)(z® — 2*) + (§ — y)(¥® — ¥*) < 0, which implies z — 2 =0 =gy — y, ie.

p = p and then [h]} = 0. Hence (p—p)<[h]; <0 implies [h]) = 0, which shows that / is Riemann monotone.
This ends the proof of the lemma.

%3 |

IO L S

@ I

7.2 Adding an (N + 1)-th branch to get conservative germs

In what follows, RH refers to the Rankine-Hugoniot relation.

Lemma 7.8 (Adding an (N + 1)-th branch)
Assume (2.2) with N > 1, and let G C [a,b] be a set. Define

(RHT)(p):= > o f(p))

j=1,..,N
Consider the smallest one-dimensional box Iny1 = [ant1,bny1] C R such that
Iny1 D —RH/(G)

Let us consider any locally Lipschitz continuous decreasing bijective function fN41: I — Iny1. We then
define

(7.2)

f= "N, a:=(a,ans1), b:=(bbyy1), J:=JUJVTL with JV'~(—00,0), oVl =1

and the set

(73) Gi={p= " @l p¥i= (PRI () with peg)

i) (Construction of a conservative germ G)
Then G C |a, b] is a generalized Riemann germ with respect to (J f) if and only if G is a generalized Riemann
germ with respect to (J, f). When it is the case, then G is moreover conservative. More precisely if f fg

(resp. = fg~) is the flux associated to the Riemann germ G (resp. G), then

foQZ(f,—RHf) and RH;:O on [a,b]

ii) (Case of Riemann germs)

Then G C [a,b] is a Riemann germ if and only if G C [a,b] is a Riemann germ.

iii) (Case of D+-germs)

Then G is a D -germ if and only if G is a D+ -germ.

iv) (Case of conservatlve dissipative sets)

Let G C [a,b] C RN be a set and G C [a,b] C RN be the set defined in (7.3). Then

Df >0 on GxG
(7.4) { RH' =0 on G
implies
f> >« C
(7.5) D > 0 on q x G
RHf =0 on G

for f defined in (7.2).
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Proof of Lemma 7.8
Points i) and ii) of the lemma are straightforward. We now prove iii). Up to apply a suitable reversion
transform, we can assume that J is of type IV : 0.

Step 1: from Di-germ to Di-germ
Consider p = (p,p" ™), q = (¢,¢"") € [a,].
We have

DL(5,3) = DL(p. ) + {sian* (0" — ")} - {-RET () (~REI () }

with D_f;(p, q) = Z {sign®(p’ —¢/)} - [fj]f]’. Either pV*! < ¢V*! and then Di(ﬁ, q) = D{_(p, q). Or
j=1,...,.N
pNHL > N+l and (using 1 — sign™ (z) = —sign™ () if 2 # 0), we get, if p? # ¢7 forall j = 1,..., N, that

D{:(ﬁ, 9 =Dl(p.qg) - [RH’?].Z o
= Z {sign=(p' — ¢’)} - 15

For Q deﬁr}ed in (4.22), this means Di(ﬁ, q) = Dﬂi(q,p) if (¢,p) € Q. Hence if Di > 0, then G is Kruzkov
and then f is continuous and f is also continuous. Moreover we have Df:_ >0 on €. From Lemma 4.17, we
deduce that D{_ >0 on Q = [a,b]?. Therefore, if Gisa Di—germ, then G is a Di—germ.
Step 2: from D{_-germ to Df;-germ
Conversely, if Di > 0, then
0.< DL (5,4) = { g‘;t(p’ 0o pZi - qi’]i

tp) i pTTi>gq

Hence for

0= {(;ﬁ,ij) clab, pP£§ forall j=1,....N+ 1}
we see that D_f; > 0 on €. From Lemma 4.17, we deduce that Df; > 0on Q= [a, 5]2 Therefore, if G is a

Di—germ7 then G is a Di—germ.
Step 3: proof of iv)
Assume that the set G satisfies (7.4). For all p,q € G, consider pV*! := (fN*1) =Y (~RH/(p)) = (fN+1)~1(0)

and ¢V = (V)TN -RH (p)) = (fN*)71(0). Then for p = (p,p"*),¢ = (¢.¢"*') € G C [a,b], we
have 5
DY (p,q) = D! (p,q) + {sign(p"*' = ¢"*)} - {~RH!(p) — (-RH(q))} = D! (p.q) 2 0
From the definition of G, we deduce (7.5).
This ends the proof of the lemma.

7.3 Duality for D, -germs

In this section, we study the following notion of duality, in particular useful for D, -germs.

Definition 7.9 (Left-dual and right-dual)
Assume (2.2) with N > 1, and let G C [a,b] be a set.
Then we define the left-dual of the set G as

"gi=7g.={yelat], DLW =0 foral peg}

and its right-dual
g =g ={p ela.t, DLpp)>0 foral peg}

where Di is defined in (2.9).
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Remark 7.10 (A model case)

Before to start with duality, it is instructive to keep in mind the following model case for 1 : 0 junctions.
For N =1, we consider f*(u) = g(u) = u(1 —u) on [0,1], with Apez = Sup[o,1] g = 1 = g(uo) with ug := 1.
We set the monotone envelopes of g

g9(u) for p € [0,u0] - 9(uo)  for p € [0, uq
p) = { g(uo) for p € Jug, ?] and g~ (p) = { g(u()) for p € [ug, g]

and the monotone inverse functions uy (\) < u_(X) defined by

! or )t or
o= (70 R = (70

For a 1: 0 junction, and for the parameter A € [0, Apaz], we can consider the following germ G4 C [0,1]
defined by

Ga:={pe[0,1], galp)=9g(p)} with flur Ga(p):=min{A,g"(p)}
Then for DY (p,q) == sign™(p — q) - {g(p) — g(q)}, a direct computation gives

Ga = [0,up(A)]U{u_(A)}
“(Ga) =1[0,u_(A)]
(Ga) =10, U+( )JU fu—(4),1]

Here the left-dual behaves like a sort of left completion of G4, while the right dual behaves like a sort of right
completion.

We now start with the following straightforward result (with Di (p,q) == Z ol - signt(p? — ¢) -

{F7@) = @)}

Lemma 7.11 (Explicit characterization of duality)

Assume (2.2) with N > 1. Then for any sets P,Q C |[a,b], we have D_{_(P,Q) >0 if and only if
(7.6)

Zcrj~{fj(p)ffj(q)}20 forall (p,q) € PxQ, forall KcC{l,...,N} suchthat p—q € Eg,
jeEK

.....

with

(7.7) Eg = Z(O,—i—oo)ej - Z[O,—i—oo)ej.

JEK J¢K
Remark 7.12 Notice that quantity Ex shares some similarities with quantity Ex defined in (4.25).

We also notice the following straightforward result about left and right duals.

Lemma 7.13 (Exchanging left and right-duals by inversion transform)
Assume (2.2) with N > 1, and let G C [a,b] be a set.
Consider the full inversion transform

Then we have

and

We now have the following result.
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Lemma 7.14 (Characterization of the duals of D -germs)
Assume (2.2) with N > 1, and let G C [a,b] be a Dy-germ. Then we have for f = fg

(7.8) ‘G=g"F = {pelabl, oo(f-f) <0} and DLGTE.G) =0
and
(7.9) G =G5 = {pefatl, oo(f-NE) 20} ad DIG.65F) 20

Proof of Lemma 7.14

We only prove (7.8), because (7.9) follows from (7.8) and Lemma 7.13.

Step 1: proof that G5UB C *G

Fix some p € GSUB | and let us consider any ¢ € G such that p — ¢ € Fx with Ex defined in (7.7). Then we

get ‘
=Y o {F ) -}

jeEK

_ZUJ { — fi(q )}

jeEK

>3 o { P - o)

JEK

= D/(p,q)
>0

because G is a Dy -germ. Therefore p € *G.
Step 2: proof that GSUB > *g
Conversely, consider p € *G and for p := mg(p), let us set

(7.10) Ki={ke{l.. N}, o {f*0") - F6h)} <0}
Because p* belongs to the basin of attraction BA*(p*) on the branch J* ~ o* . (—00,0), we deduce that
pk>pk forall keK
Similarly, for all k € {1,...,N}\K, we have o* - { f¥(p*) — f*(p*)} > 0 and then
pF <pf forall ke{l,...,N}\K
Therefore p € G with p — p € Fx. Because p € *G, we deduce that

0< DY =Y o {Fp)- B} < 0

7.10
jeEK ( )

if K # . Contradiction. Therefore K = (), and oo (f — f)(p) > 0, i.e. p € GSUB.
This shows (7.8) and ends the proof of the lemma.

Corollary 7.15 (Key dissipation of the duals)
Assume (2.2) with N > 1, and let G C [a,b] be a Dy-germ. Then we have

Di(*G,G") 20, ie. Di(G57F,G%7F) >0
and
GNG =g
Proof of Corollary 7.15
Let p € *G = G°UB = {Jo(f—f) §0} and ¢ € G* = G°UP = {Uo(f—f) 20} such that p — ¢ € Ek.

Then we have
Di(p,q) =>_o"-{f(p) - f(a)}
JEK

>Za] {Fw) - @)}

JEK

= D1 (p,q)
>0
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because G is a D-germ. This ends the proof of the corollary.

Lemma 7.16 (Max and Min of duals for D, -germs)
Assume (2.2) with N > 1, and let G C [a,b] be a Dy-germ. Then we have componentwisely

max {gSUB’gSUB} C gSUB

and
min {gSUP7 gSUP} C gSUP

Proof of Lemma 7.16 .
For v = a, 3, let us consider p, € GVZ, which then satisfies o o (f — f)(p,) < 0. Then consider p :=
max {p.,pg} componentwisely, i.e.

i ::max{pg,pg}, j=1...,N

Recall that we have the monotonicities (Ulfl)(T, 1,...,)). Let v1 € {a, 8} be such that p' = p#l. Then,

using the monotonicities of ! f 1 we deduce that
o' fHp) =o' f1 (P, p) <o fl(py) =o' F(ph,) =o' f D)

Similarly, we get o o (f — f)(p) < 0, which shows that p € GSUB. The proof for the minimum is similar.
This ends the proof of the lemma.

7.4 Duality and characteristic subsets for conservative 1: 1 germs

Lemma 7.17 (Duality and characteristic subsets for conservative 1:1 germs)

Assume (2.2) with N =2 for 1 : 1 junction with f = (f£, f%) for indices j = L, R (for left and right) with
ol =1 and o = —1. Let G C [a,b] be a conservative Kruzkov germ. Following Definition 2.27, we recall
the following sets of characteristic points of G (the sub-charcateristic set xG and super-characteristic set XG )

L L(sL AL AL L 1L
XG = {ﬁz(ﬁL,ﬁR)eg, fchJ}R({;R)) o EgR’f 83%2[[‘;3’,%] ’ for somee>0}

L LiaL ~L ~L L L
X0 = {ﬁ (. 5%) € G, ﬁRi"}R((gR)) o EﬁR &7 E))i[[‘;ﬁ,ié] ’ Jor some & > 0}

XG == xG UXG
For p = (p*,pf) and q = (¢*, ¢™*), we recall
RH'(p) := f*(0") =" ("), DL(p,q) = sign™ (0" —a")-{ * ") = F*(a")} =sign™ (0" —¢")-{ 12 (™) — *(¢")}

Then we have

(7.11)
"(xG) :={pela,bl, RH'(p)>0, DL(p,q)>0 forall qexG}=6VB={oo(f-f)<0
(x9)" :=1{pela,b], RH'(p)<0, Di(g,p)>0 foral qexG}=GVF=1c0(f—f)>0
and
(7.12) (@) == {pelatl, RH'(p)=0, D'(pa)=0 foral qexgf=9

Proof of Lemma 7.17
Step 1: proof of (7.11)
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We prove the first line of (7.11) (the proof of the second line is similar).
Consider p € (xG). Then we have

(7.13) ") = R >0

and
(7.14) signt(p" — ¢") - {F* (") — fH(d")} —sign™ (" — ") - {FFO") = fF(¢™)} >0 forall gexG

Assume by contradiction that p ¢ GS5UB = {fL —fL<o, —(fR- B < O}.

Case A: fh(p") < f*(p")
Then we get p© € BAL(p) N (p*, +00). Moreover, using (7.13), we get

FREO™) < fE05) < fH67) = FH6T)

and then pf € BAR(p) N (—oo,p’), which shows that p € xyG. Then the first term in (7.14) leads to a
contradiction for the choice of ¢ := p. N

Case B: [R(p") > fR(5%)

Similarly to Case A, we get p® € BALR(p) N (p?, +00). Moreover, using (7.13), we get now

Ot = R > fR6") = £ ")

and then p € BAL(p) N (—oo, p), which shows that p € YG. Then the second term in (7.14) leads to a
contradiction for the choice of g := p.

Conclusion and consequences

Therefore p € GSYB | Hence we have shown that

(7.15) "(xG) c G°VE =g

But, by duality, the inclusion xG C G implies the reverse inclusion
(7.16) "(x6) > "G :="gn {RHf > 0}
Moreover using the fact that RH f= 0, we deduce that

{RH >0} 5 {oo(f- ) <0} =g5UF =g

Hence (7.16) shows that ~ (xG) D *G and the reverse inclusion (7.15) implies the equality, i.e. the first line
of (7.11).

Step 2: proof of (7.12)
Step 2.1: preliminaries
Let p € (xG), i.e. satisfying

(7.17) FFO") = R =0
and
(7.18)  sign(p® — ¢") - {fF (") — fH(a")} —sign(@® — ") - {FF ") — fF(¢™)} =0 forall qexG

Again assume by contradiction that p ¢ GSUE = {fL —fl<o, —(fR-fB)< 0}.

Case A: f&(p") < fH(p")
Because (7.17) implies (7.13), then Case A of Step 1 shows that p € xG with

oty < 0N g fREPR) < fR(pH)
pt > ph, pt < pt
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Then both terms in (7.18) lead to a contradiction for ¢ := p.
Case B: ff(p") > f7(p™)
Similarly, because (7.17) implies (7.13), then Case B of Step 1 shows that p € XG with
et > freh) g {00 > e
L AL an R “R
p <p p >p

and both terms (7.18) lead to a contradiction for ¢ := p.

Conclusion: p € G5UB

Step 2.2: Further conclusion

Similarly we show that p € GSUF. Hence p € G5U8 N GSUF = G. This shows that

(7.19) (x9)' cg

Conversely, notice that xG C G, and then by duality, we get
(7.20) (xG) > ¢ =¢Pn {RHf - 0}

with GP := {p € [a,b], D/ (p,q) >0 for all g € g}. From Lemma 6.2 on the D-maximality of Kruzkov
germs, we deduce that

gD:gc{RHf:O}

where the last inclusion follows from the fact that G is a conservative (Kruzkov) germ. Then (7.20) gives
(xG) D G’ = G, and the reverse inclusion (7.19) implies the equality, i.e. (7.12). This ends the proof of the
lemma.

Remark 7.18 For N = 1 and for a junction of type 1 : 0 or of type 0 : 1 (where no Rankine-Hugoniot
relation is required), results similar to Lemma 7.17 still hold. Precisely, we have

{p € [a, b], Di(p,q) >0 forall gqc¢ Xg} — gSUB

{pelab. Dlap =0 foral qexg}=g5"

and
{pelabl, DI(p.g)>0 forall qexG}=G

7.5 Polar decomposition of Godunov flux for bell-shaped fluxes

In the special case of bell-shaped fluxes, it is possible to show that Godunov flux at the junction has a unique
polar decomposition in preflux composed with a capacity. The capacity is explicit, while the preflux encodes
the structure of the Godunov flux. The preflux is unique on the image of the capacity.

Definition 7.19 (Preflux)

Let N >1 and o € {+1}".
0) (Preflux)
We say that v is a preflux if it satisfies the following set of conditions

(7.21’3 : [0, +00)N — [0, +00)N is continuous (Continuity)
0 <4 <idp 4o0)N (Bounds)
v = 47(7) is nondecreasing in 7, for allj =1,...,N (Basic monotonicity)
4 is locally constant on {’y #* id[07+OO)N} in the sense of Definition 2.12 (Local constancy)
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Recall that the local constancy of ¥ means that for all vy, € [0, +00)™, and I := {j €{l,....,N}, 4 (v) # 'yi},
there exists € > 0 such that

4 =const =F(v«) on Qe(v«):= 7*+Z —&,¢e)e; | N[0, 4+00)V
jel

i) (HJ preflux)
We say that the preflux v is HJ if

49 =g forall j=1,...,N, for some function g : [0,+00)N — [0, +00)

ii) (Kruzkov preflux)
We say that the preflux v is Kruzkov if

0< DI =Y, sign(¥ —7)-{¥ @) =4 (1)} forall 7,v€[0,+00)"

j=1,....N

iii) (o-monotone Kruzkov preflux)
We say that the preflux 4 is o-monotone Kruzkov if

0< DL, (7,7 =Y. sign” (¥ —+) {5@) =4 (1} forall 7,7€0,+00)"
j=1,...,N

(where we make some abuse of notation for sign"j).
iv) (o-monotone preflux)
We say that the preflux 4 is o-monotone if

the maps v +— o947 (y) are nonincreasing in the variable o*~* for all k # j.

v) (conservative preflux)
We say that the preflux 4 is conservative if

\2>
H

R

Remark 7.20 Notice that condition (7.21) defining a prefluz, means exactly that 4 is a Godunov flux for
a junction N : 0 with function f := idj o)~ associated to a Riemann germ Gz := {'Ay = id[0,+oo)N} C
[0, +00)N. This follows immediately from Theorems 2.1/ and 2.16.

Definition 7.21 (Capacity, for bell-shaped fluxes)

Assume (2.2) for N > 1.

i) (Bell-shaped)

We say that f = (f',..., fN) is bell-shaped, if each scalar function f* : [a* b¥] — [0, +00) is continuous,
satisfies f¥(a¥) = 0 = f*(b¥), has a mazimum value f£, = f*(ck) at & € (a*,b*) and is increasing on

(a*,c*) and decreasing on (c*,b%) for k =1,...,N. We set the monotone functions

, _ fk( ) for € [akvck] ,— _ fk(ck) for € [akvck]
fk+(Q) = { fk(g]) for ZE [ck,bk] and fk (Q) = { fk(q) for ZE [ck,bk]

ii) (Capacity)

We recall that the orientations of each branch J* is encoded in o = +1 if J¥ ~ (—00,0) and o* = —1 if
JF ~ (0,4+00). We define the capacity ¥ = (3*,...,3N) : [a,b] — [0,+00)N as the following function for
p € [a,b]

(7.22) T (p) =75 (0") = (8 forall k=1,...,N

(with a slight abuse of notation).
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Remark 7.22 As an example, consider some 1 : 1 junction with indices j = L, R (for left and right)
with o = 1 and o® = —1. Then the standard Godunov flux f = (fL fR) associated to some HJ germ
with flux limiter A, is given by fL(p) = fR( = min {A ftph), f=( _)} Then the capacity is 7(p) =
(fL p ) fR ( R)) Jorp= (vapR) and the prefluz is y = (7 ol ) with ’AYL(’Y) = &R(’Y) = min {Aa'YLy'YR}
for v = (v*,~%). Here the prefluz 4 has all the properties: 4 is H.J, conservative, o-monotone, Kruzkov,
and o-monotone Kruzkov.

Proposition 7.23 (Polar decomposition of Godunov flux, for bell-shaped fluxes)
Assume (2.2) for N > 1 for a junction (J, f). Assume that f is bell-shaped, and call 7 : [a,b] — [0, 4+00)N
the capacity given by definition 7.21.
i) (Polar decomposition)
Let G C [a,b] be a Riemann germ with respect to (J, f). Then the Godunov flux fg associated to G has the
following polar decomposition .
fa =707
where 4 : [0, +00)N — [0,+00)Y is a prefluz (as in Definition 7.19) and 7 is the capacity. Moreover the
preflux v is unique on the image of the capacity.
ii) (Riemann germ construction)
Given any prefluz 4 : [0, +00)N — [0, +00)N, we define

(7.23) Gi=gj= {p €la,b), flp)= f(p)} with f:=407:[a,b] = [0,+00)N

Then G is a Riemann germ.
iii) (Further properties of the germ)
In the previous construction i)-ii), the preflur 4 is HJ (resp. o-monotone, conservative, conservative
Kruzkov), if and only if the germ G is HJ (resp. monotone, conservative, conservative Kruzkov).

Moreover, if the Riemann germ G is KruZkov (resp. monotone Kruzkov), then the preflux ¥4 is also
Kruzkov (resp. o-monotone Kruzkov).
iv) (Counter-example: KruZkov preflux = KruZkov germ)
There are examples where the preflurz 4 is KruZkov (resp. o-monotone KruZkov), and where the associated
Riemann germ G given in (7.23) is not Kruzkov (resp. not monotone Kruzkov).

Remark 7.24 Notice that Kruzkov property for preflur 4 is not transferable in general to the germ Qf,
because the Kruzkov property does not behave well by composition by functions in general, contrarily to
monotonicity properties.

Proof of Proposition 7.23

Step 1: proof of ii)

Step 1.1: continuity and basic monotonicity

We notice that the map ¥ : [a,b] — [0, +00)™ defined in (7.22) is continuous and each map p’ — 757 (p?)
is nondecreasing. This implies that f is continuous and the map p — o7 fJ (p) is nondecreasing in p’ for all
indices j.

Step 1.2: local constancy

Let us now check that f is locally constant on { f *f } Fix some p € [a,b], and let

I={je{l .. ,N}, ) # P ()} and I:={je{l...N}, ¥G0) #7 ()
Consider g € [a, b] such that

s 1= gl
e —ep+e)nfad,b7] if jel

Now, consider some j € I and assume that ¢/ = +1 (the case 07 = —1 is similar). We distinguish two cases.
Case A: pJ € [d/, /]
Then we have fyﬂ( (p)) =
(5(p) — 5,5 (0) + 6) N [0
Case B: p/ € (¢/, V]

(p) # fi(p) = f2+(p’) = 47(p), which shows that j € I. Moreover 49(q) €
oo) for some ¢ > 0 small enough.

K
+
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Then for e > 0 small enough, we have ¢/ > ¢/ and then 47 (q) = f(¢’) = fi(¢?) = 77 (p).
Conclusion
Using both cases A and B, and the local constancy of 4 on {& #+ id[07+oo)zv}, we deduce that for ¢ > 0
small enough, we have f(¢q) = 5(7(¢)) = 4(3(p)) = f(p), which means exactly that f is locally constant on
{F#1}
Step 1.3: bounds
We also have for p € [a, b]
Fp)=inf fF=0<f(p)<H(p)=fp)= suwp f1=f@) if J~(-00,0)

[p7,b7] [ad ,pi]

Sl = b P =0< Pp) <3'(0) = 7 0) = sup =) i J7~(0,+00)
@ 7,

From the first three steps and the characterization of generalized Riemann germs (see ii) of Theorem 2.14),
and of Riemann germs (see i) of Theorem 2.16), we deduce that G is a Riemann germ.
Step 2: proof of i)
Let G be a Riemann germ, and set f = fg which is known to be continuous.
Step 2.1: unique decomposition off
Notice that the capacity 4 genuinely varies on the set

[a?, 7] if o/=1
K= [[ K with K/ :=
j=1,...N [, b7] if o/ =—1

We then define p = (p!,...,p") : [a,b] = K as

P max {p’, ¢/ if 0/=1 , o
which is such that fj’”j = fiop/, and then ¥ = f o p. Because p is a projection, we deduce in particular
that

(7.24) 5 = A o p.

Now for p € [a,b], we first distinguish the first index and set p = (p*,p’), and consider g := f1(-,p') :
[a',b'] — R. Assume also that o' = 1 (the case o' = —1 is similar). From Theorem 2.14 and the slicing
Lemma 4.12, we know that g is nondecreasing and is locally constant on { g# f 1}. Because f! is decreasing

on (c,b'), we deduce that g is constant on [c!,b!]. Hence g # f! a.e. on [c},b!]. Because f is locally
constant on {f # f}, we deduce that the whole function f(-,p/) : [a',b'] — RN is locally constant on

(¢!, b!]. Therefore, we have f(-,p') = f(-,p') o p'. The the same raisonning with all indices j, shows that

(7.25) f=TFfop
We now define
(7.26) A= fo@r) ' :To(c) = To(c) with To(c):=[0,7(c)] = | [0, f7 ()] .

Hence we get f|K = 4 o7k and then using (7.25), we get

f = ﬁKOP
= JoYkop
(1.24) . _
=" jo7y.

Notice that the invertibility of 4 shows that the function 4 is unique on the image K of the capacity ¥
and given by (7.26).
Step 2.2: properties of the preflux
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The fact that 4 is preflux in the sense of point 0) of Definition 7.19 (i.e. continuity, bounds, basic monotonicity
and local constancy) follows immediately from its expression (7.26), and from the similar properties of f .
Step 3: proof of iii)

Step 3.1: o-monotone preflux

For a o-monotone preflux, we know for k # j that 0747 is nonincreasing in o*4%, which is itself nondecreasing
in p*, by definition of 4. By composition, we deduce that o7 fj is nonincreasing in p* for all k # j. This shows
that if the preflux 4 is o-monotone then (from Lemma 5.5) the Riemann germ G is monotone. Conversely,
we similarly get that if G is monotone, then 4 is o-monotone.

Step 3.2: HJ and conservative properties

It is straightforward to check that the preflux 4 is HJ (resp. conservative) if and only if f satisfies the same
properties, which from Lemma 5.5 is equivalent to the similar properties for the germ G.

Step 3.3: Kruzkov germ —> Kruzkov preflux

The result follows from the restriction f|K = 4 07k, and the fact that Jx : K — [0,7(c)] is bijective. We
also use the change of variables sign(37(p?) — 47 (p?)) = o?sign(p? — p’) for p,p € K. The similar result holds
true for monotone Kruzkov germ which implies o-monotone Kruzkov preflux, using the change of variables

sign” (¥ (1) — 7 (1)) = o7sign™ (07 — p/).

Step 3.4: conservative Kruzkov

Ifg i is conservative Kruzkov, then Steps 3.2 and 3.3 imply that the preflux 4 is conservative Kruzkov.
Conversely, if the preflux 4 is conservative Kruzkov, we can only indirectly show that it transfers to the
germ. We first show the following result.

Step 3.4.1: 4 is conservative Kruzkov — 4 is oc-monotone

We consider a (partial) inversion-reversion and set

[0,400) if of=1
(—00,0]  if of =1

%

() :=4(co7): Q= [0,+00)Y with Q:= H J7,  and Jj:{
N

J=1

Then it is easy to check that 4 is a Godunov flux for the Riemann germ
g§ = {%/: f} CQ with f:=o¢idg

with respect to (J, f ). Then the fact that 4 is conservative Kruzkov implies that the germ Q§ is conservative
Kruzkov. From Theorem 2.24, we know that conservative Kruzkov implies that G 5 is monotone, which means
that 4 is o-monotone.

Step 3.4.2: core of the proof

Now we know that 4 is o-monotone and conservative. Because those properties are transferable in general to
the germ G 7 (from Steps 3.1 and 3.2), we deduce that G; is monotone conservative, and then from Theorem
224, G i is also conservative Kruzkov. This ends the proof of Step 3.4 for the equivalence of conservative
Kruzkov preflux 4 and conservative Kruzkov germ G -

Step 4: proof of iv), a counter-example

We build a counter-example for some 1 : 1 junction, with indices j = L, R (for left and right). We build some
preflux 4 which is Kruzkov, but non conservative. We will then show that G 7 is not Kruzkov for f =407,
with the capacity ¥(p) = (f©+(p), ff= (p?)) for p = (p¥, p¥) € [a,b], where f = (fL, fF) is bell-shaped.
Precisely, consider ¢ : [0,400) — [0, +00) which is a continuous increasing and bijective function. We set

4:[0,400)% = [0,+00)? with 4(7) := (min {7*,¢(+")}, min {+7,¢71(v")}) for ~:=(v",7")

Then it is easy to check that 4 = (4%, 4%) is a preflux. Moreover for o = (o, 0%) = (1, —1), the preflux 4
is o-monotone, Kruzkov, and o-monotone Kruzkov. Moreover ¥ is conservative (or equivalently HJ) if and
only if ¢ = id|g 4o). Now assume that ¢ # id ;), such that 4 is not conservative, say with d(E) > A&
for some v > 0. Then assume that the maxima of the bell-shaped functions satisfy fZ(cf) > ¢(y{)
and fF(cf) > ~f. Then consider p§ € (cf,b%) such that fE(pf) = &, and pl € (a,c*) such that
fL(ph) = o(7E), and call py := (p&, p{t). Then we get

3(b) = (fEHO8), 27 (%) = (F(e").0), Fpo) = (F7 (05), F57 (05)) = (¢(36):76)
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and using f := 09, we get f(b) = (0,0) and f(po) = ($({1),7&). Hence

DI (b,po) = sign(b — p§) - { F4(0) = F*(po) } — sign(v” = pf) - { F(0) = fR(po) }
= {72®) = o)} ~ {770) - R(00)}

= — o)
<0

The case ¢(7&) < & leads similarly to Df(a,p) = o() — A% < 0, using f(a) = (0,0). Then from
Lemma 5.5, we deduce that the Riemann germ G; C [a, ] is not Kruzkov. A fortiori, G; is neither monotone
Kruzkov. This ends the proof of the proposition.

Lemma 7.25 (Characterization of prefluxes)

Assume (2.2) for N > 1 for a junction (J,f) with o € {1}, Let fi : 670, +00) — [0,+00) with
) =olp’.

i) (Characterization of prefluxes)

Then a map 4 : [0, 4+00)N — [0, +00)Y is a prefluz if and only sz =4 Of 1s a Godunov flux associated to

a Riemann germ G :=<{p € H a7 [0, +00), f(p) = f(p) with respect to (J, f)
j=1,....n
ii) (Characterization of conservative c-monotone prefluxes)
Moreover, the preflux 4 is conservative o-monotone if and only if the germ G is conservative monotone, or
equivalently if and only if 4 is Lipschitz continuous and satisfies

dkoIiOLA7 <0 forall k+#j

7.27 ) .

(7.27) 1>070;4" > Z 04" for all indices j
ke{1,....,N}\{j}

Proof of Lemma 7.25

The proof of i) is easy and similar to the proof of i) of Proposition 7.23 on polar decomposition. Hence we
skip it. The proof of ii) is also similar and follows from the relation (9yra”? f7)(p) = (Jnpr(0747)) (0 © p).
Notice that (7.27) follows from the fact that conservative monotone germs are conservative Kruzkov germs
(see Theorem 2.24), and both characterizations of monotone germs (Theorem 2.22) and of Kruzkov germs
(Theorem 2.21). Notice that the bound by 1 in the second line of (7.27) follows from vii) of Proposition
2.13. This ends the proof of the lemma.

We finish this section with examples.

Lemma 7.26 (Example of the truncation preflux)
Assume N > 1, and let A = (A, ..., AN) € [0, +00)¥, and the truncation function

(7.28) Ty : [0, +00)N = [0,+00)N  with Tyx(v) = (min{y",A'},...,min {™,AV})
Then Ty, is a (Kruzkov) prefluz.

Proof of Lemma 7.26

The function T is continuous. We obviously have 0 < T5(v) < 5. Moreover if Tg (7) < +7, then all coor-
dinates of T} are locally independent on 47, which means that T is locally constant on {T;\ # id[0, +o0)N }
Finally each map v +— T{(fy) is nondecreasing in 77/. This shows that T is a preflux. Moreover its is
straightforward to check that it is a Kruzkov preflux. This ends the proof of the lemma.

Lemma 7.27 (Composition of prefluxes)

Assume N > 1, and let g : [0, +00)N — [0, +00)" be a prefluz, and for X € [0, +00)N, let T : [0, +00)N —
[0, +00)N be the truncation prefluz defined in (7.28). Then 4 := 4y o T} is also a preflux.

Moreover, if 4 is HJ (resp. o-monotone, conservative), then 4 has the same property.
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Proof of Lemma 7.26

Step 1: 4 is a preflux

The function 4 is continuous by composition. Recall that 0 < 4g(7), T5(7) < 7, an inequality which is also
preserved by composition. Assume that for some 7. € [0,+00)", we have 43 (T5 (V) = 47 (7.) < vi. We
know that Tg('y*) <.

Case A: TY(v.) =i ‘ ‘

Recall that 4o(7y) is independent on 47 close to T3 (v«) = 7i. Now because

(7.29) the components of Tf(’y) do not depend on ¢ for k # 7,

this implies that 4 = 4o o T is also independent on 7 close to 1.

Case B: T} (7.) < i

Then the whole vector T is independent on ~J for 7 close to fyi, and then 4 = 4y o T is also independent
on 7 for 47 close to 7. ‘

This shows that 4 is locally constant on {& # id[o, 4o0)N } Finally the fact that v — 47(v) is nondecreasing
in 79, and the same property for T and property (7.29) imply that v — (% o Ty )(7) is nondecreasing in 7.
Therefore 4 is also a preflux.

Step 2: further properties of ¥

Notice that if 49 is HJ (resp. o-monotone, conservative), then it is directly transferable by composition to
4 =49 o T5. This ends the proof of the lemma.

8 Examples and counter-examples

8.1 A monotone germ which is not a Riemann germ

Lemma 8.1 (A monotone germ which is not a Riemann germ on a 1: 1 junction)
Assume (2.2) with N = 2 for j = L, R with JV ~ (—00,0) and JF ~ (0,+00) and [a,b] = [0,1]2. We
consider Lipschitz continuous functions f7 : [0,1] — R for j = L, R with

0<plf<iglit<l
~L ~L R(sRY _— fR(ARY _
0<p®<aq-<1 . ] f0%)=Ff"a") =0 -
f* decreasing <o on [0,p")
fE>0 on  (p",¢") U (g%, 1]

We set

G=1{pq} with p=(p"p") and ¢=(q"q")
Then G C [a,b] is a generalized Riemann germ with respect to (J, f), which is also a monotone germ.
Moreover f = fg satisfies

ff=o0 on [a,b] = [0,1]?
jro{ g o BAG 0 <
FH(d") on  BA(q) = [0,1] x [¢",1]

Hence fL is discontinuous on [0,1] x {(jR} with 8prL <0 and G is not a Riemann germ.

8.2 A monotone germ with f continuous but not locally Lipschitz

Lemma 8.2 (A monotone germ on a 2 : 0 junction, with f continuous but not locally Lipschitz)
Set N =2 and [a,b] = [0,1]? and three C' functions

g:[0,1] = [0,1] an increasing bijection (hence with g(0) =0 and g(1) =1)
f1:]0,1] = R decreasing with (f*) < -6 <0 on [0,1]
f2:10,1] = R increasing with (f?)’ > § >0 on [0,1]

Then the set
G:={p=0p"p") €lab], p’=90p")}
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is a Riemann germ, and satisfies G = {f = f} with continuous function f = fg given by

Then G is a monotone germ for a 2 : 0 junction.
Moreover G is a Kruzkov germ (for f) if and only if

(8.1) the map (f* + f2og):[0,1] — R is nondecreasing

In particular, if g'(0) = 0, then G is a monotone germ, is not a Kruzkov germ and f 1s not locally Lipschitz.

Proof of Lemma 8.2

We just compute DY (p,q) = 51gn q") - {f* q")} + sign(p? — ¢%) - {2 (p? ¢*)}. Then

for p,q € G, i.e. for p? = g(p*) and 7 = g(q ), we get (Wlth g increasing) that D/ (p7 ) = 81gn(p -
1

q') - [P+ S og]zl, and then Df > 0 on G2 if and only if (8.1) holds true. Moreover, if ¢’(0) = 0, then

(f1 4+ f20g9)(0) = (f1)’(0) < —§ and (8.1) does not hold true, which shows that G is not a Kruzkov germ.
This ends the proof of the lemma.

8.3 Counter-example to Riemann monotonicity for degenerate f

Lemma 8.3 (Counter-example to Riemann monotonicity for degenerate f on a 2: 0 junction)
Assume (2.2) with N =2, JJ ~ (—00,0) for j = 1,2 and [a,b] := [0,1]2. We consider Lipschitz continuous
functions f7:[0,1] — R for j = 1,2 with

2=0
ft  decreasing
h:[0,1] = [0,1] continuous increasing and bijective

We set
G:= {p = (p17p2) € [&v b]v pl = h(pQ)}

Then G is a Riemann germ with respect to (J, f) with

i
fHp) = (froh)(®?)
Here f is continuous but not Riemann monotone. Moreover G is a monotone germ.

Proof of Lemma 8.3 . R R A . .
Consider p,q € [a,b] with p > ¢, f'(p) < f'(q), f*(p) = 0 = f?(q). Hence (p — q) o [f]7 < 0 but [f]k # 0.
This ends the proof of the lemma.

8.4 Counter-example to gluing without Riemann monotonicity

Lemma 8.4 (Counter-example to gluing Riemann germs without Riemann monotonicity)
Assume (2.2) with N =2, JJ ~ (—00,0) for j = 1,2 and [a,b] := [0,1]2. We consider Lipschitz continuous
functions f7:[0,1] = R for j = 1,2 with

£2=0

ft decreasing

h:[0,1] = [0,1] continuous increasing and bijective

We set _
G={p=0"p) clatl, p'=h(")} =G
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Let us define
f=US2 =+f-f* and J:={0}uU U J? with J=—J for j=1,2
j=1,2
Then G is a monotone Riemann germ with respect to (J, f) and G is a monotone Riemann germ with respect
to (J, f) with f = —f. Moreover both G and G are not Riemann monotone and the set
Go := GiG  for the gluing of branch J? ~ (0, 4o0) with J* ~ (—oc0,0)
defined as in (5.38) is such that Gy is a not a generalized Riemann germ.

Proof of Lemma 8.4 .

f2=0

i o) = (ftoh)(?)
by construction, G is obtained by reversion transform of G (see Definition 4.4), and then is also a monotone
Riemann germ. Define the set for f0:=0= f? = f?

From Lemma 8.3, we know that G is a monotone Riemann germ with { . Moreover,

(PP €g
Go =< (p*,p") € [a',b']?,  there exists (p?, p?) € [a?, b?]? s.t. (pt,p*) €g .
0% = G (p?,p%) = °(p*)

By definition, we have Gy = G#G for the gluing of branch J2? ~ (0, +00) with J2 ~ (—00,0). If f and f
would be Riemann monotone, then Gy C [a',b']? would be a Riemann germ with respect to (Jo, fo) with
fo:=(f', f1) and Jo := {0} U J* U J'. But we have Gy = [a',b']?, and for any ¢ € [a', b']?, we have

BAUO(q) = [a b1

Therefore (BA(§))geg, is not a partition of [a',b']?, which shows that Gy is a not a generalized Riemann
germ. This ends the proof of the lemma.

8.5 Counter-example to self-gluing of HJ germs

Lemma 8.5 (Counter-example to self-gluing of HJ germs)

Consider g : [0,1] — R with g(u) := u(1 —u). For N = 3, consider f* = f1 = f? := g, [a,b] :=[0,1]® and
branches J° =~ (—00,0) and J' =~ J? =~ (0,+00) and J := {0} UU,;_q o J7. We set the nondecreasing and
nonincreasing envelopes of g

(

g (u) = I[r01a>]<g and g~ (u):= mal)]cg for all w € [0,1]

Then the set
G:={p=0"p"p*) €01 min{g"(°).g" ("), 9" ("} =9(°) = g(") = 9(v*)}

is a HJ germ with respect to (J, f), which is not a Kruzkov germ.

Let 92{10 be the self-gluing of G along branches J? and J° for the flux f?> = f° = g. Then QZ#O is not a
generalized Riemann germ with respect to (J*, f1).

Proof of Lemma 8.5

Here g : [0,1] — R is a bell-shaped flux. For v = (7°,9,7%) and N = 3, define the function  : [0, +00) —
[0, +00)" as 47(7) := min {’yo,’yl,fyz} for j = 0,1,2. Then it is easy to check that 4 is a HJ preflux in the
sense of Definition 7.19. For the capacity ¥(p) := (¢F(p°), 9~ (p'), 9~ (p?)), we then deduce that v := 407 is
a Godunov flux, and that G is the associated HJ germ. We set G9 : [0,1]?> — R for the standard Godunov
flux associated to the flux g, which satisfies here G9(p”, p®) = min(g*(p%), g~ (pf*)). Then recall that the
standard Godunov germ is defined as G9 := {p = (p*,p®) € [0,1]%, g(p*) = GI(p",p") = g(p*)}. Then, by
definition, we have

gzjzio = {pl €10,1], there exists (p?,p°) € G9 such that p = (p°,p*,p*) € G}
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For A € [0, 1], we define ui()) := (¢*)7!(A). Now for any p* € [0,1], set A := g(p') and p° := uy (A) =: p*.
Hence it is straightforward to check that (p?,p°) € G9 and (p°,p',p?) € G, which implies that p' € go{j?.

Therefore 92{10 = [0,1] and (BA(Jl’fl)(ﬁl)) ¢ is not a partition of [0,1], by definition of the Basin of

ﬁl €3Go:2

i
Attraction. Therefore Theorem 2.14 implies that G2 is not a generalized Riemann germ (with respect to
(J1, f1)). Finally Corollary 5.15 implies that G is not a Kruzkov germ. This ends the proof of the lemma.

8.6 Strange germs for 2: 0 junctions and classification
Lemma 8.6 (Strange germs for 2 : 0 junctions and classification; f! |, f? 1)

Assume (2.2) for a with N = 2, JJ ~ (—o0,0) for j = 1,2 and [a,b] := [0,1]2. We set J := {0} UJ* U J2.
We consider Lipschitz continuous functions f7:[0,1] — R for j = 1,2 with

Y decreasing and f? increasing.

i) (Classification of Riemann germs)
Then the set G C [a,b] is a Riemann germ with respect to (J, f) if and only if there exists h : [0,1] — [0, 1]
continuous such that

(8.2) G=Gn with Gn:={p=(".p") €la,b], p'=hn(p)}

We also have Gy, = {fh = f} with continuous function fh = fgh given by

) = 2%
(8.3) { ) = FH(h(p?)

ii) (Existence of strange germs, nonconservative Kruzkov germs)
If h is not monotone, then the Riemann germ G is not monotone, not HJ, neither conservative. Moreover,
if f1, f2, h are Lipschitz continuous, then the Riemann germ G is Kruzkov if and only if

(8.4) (£ +{(f"Y oh}-|h|>0 ae on [0,1]

with the convention that g - |h'| =0 if b’ =0, even where g is not defined. In particular G is not Kruzkov if
|h'| is large enough.

On the contrary, if (f?)) >8>0 a.e. on [0,1], and for || small enough with h non monotone, then G
is a monmonotone nonconservative Kruzkov germ.

Moreover if h is nondecreasing such that the function f2 + f! o h is nondecreasing and non identically
equal to zero, then G is a monotone nonconservative Kruzkov germ.

Proof of Lemma 8.6

Step 1: proof of i)

Step 1.1: necessary inclusion of G

From the slicing lemma 4.12, notice that if G C [a, b] is a Riemann germ with respect to (J, f) with fi= fg,
then for any fixed p? € [0,1], the set

Gy = {p' € 0,1], F'0',p%) = 7' (")}

is a generalized Riemann germ with respect to (J*, 1), which is also a Riemann germ because f is continuous.
Because f! is decreasing and the map f;2 . pt = fl(p',p?) is nondecreasing and locally constant on

{j} #* fl}, we deduce that f;z is constant on [0,1]. Moreover, we know that we have fz}z = flo TG,z
Because f! is decreasing, we deduce that mg . + [0,1] = [0,1] is constant and set h(p?) == TG (p') for any

p! €]0,1]. Hence we have f1(p',p?) := f1(h(p?)). Still because f! is decreasing, and f! is continuous, we
deduce that h : [0,1] — [0, 1] is continuous. Therefore

GC {fl = fl} = Gp, with continuous h:[0,1] — [0,1].
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It is also easy to check that G, = {fh = f}
Step 1.2: property of G,
Conversely, consider G, = {fh = f} with fj, given in (8.3) for continuous h : [0, 1] — [0, 1]. Notice also that

because f? is increasing, we see that ffl has expected monotonicities in p?. Moreover it is easy to check that

fn is locally constant on {fh #* f} Now from (2.15) and from the monotonicities of the f7’s, we get

fL=fr<f0)=fi and f2=f20)<f=f2

Hence from ii) of Theorem 2.14, we deduce that Gy, is a generalized Riemann germ, and from i) of Theorem
2.16, we deduce that G, is a Riemann germ.
Step 1.3: conclusion for G
Now from Step 1.1, we have G C Gy, C [a, b] with both G and G}, generalized Riemann germs (in [a, b]) with
respect to (J, f). From i) of Theorem 2.14, we conclude that G = Gj,.
Step 2: proof of ii)
For conservative, HJ and monotone germs, we use the definitions of the classes of germs and also Lemma
5.5 for their characterization in term of their Godunov fluxes f .

Hence the Riemann germ § is conservative if and only if f! + f2 =0, i.e. —f*(h(p?)) = f2(p?), i.e. the
(continuous) function h := (—f1)~! o f? is increasing.

Similarly, the Riemann germ G is HJ if and only if f e f2 and is nondecreasing in each coordinate p7,
ie. h:=(f1)"!o f?is decreasing.

Similarly, the Riemann germ G is monotone if and only if p? — f* (p) and p' — f2 (p) are nonincreasing,
i.e. h is nondecreasing.

By definition, the Riemann germ G is Kruzkov if and only if we have D/ (p,p) > 0 for all p,p € G, i.e.
(8.5)

sign(p' —p")-{f1(8") — F1(p") pHsign(p®—p) { f2(0°) — f2(p*)} 20 forall p':=h(p®), p'=h(p*), p*.p°€[0,1]

Because the composition of Lipschitz functions is Lipschitz, and using Rademacher’s theorem, we deduce
(8.4) in the limit [p? — p?| — 0. Conversely, the integration of (8.4) implies (8.5).

In particular, if A is nondecreasing such that the function f2+ f' o h is also nondecreasing and non iden-
tically equal to zero, then G is a monotone nonconservative Kruzkov germ. This ends the proof of the lemma.

Lemma 8.7 (Classification for 2 : 0 junctions; f! |, 2 ])
Assume (2.2) for a with N = 2, JJ ~ (—o0,0) for j = 1,2 and [a,b] := [0,1]2. We set J := {0} UJ* U J2.
We consider Lipschitz continuous functions f7:[0,1] — R for j = 1,2 with

' and f? decreasing.

Then the set G C [a,b] is a Riemann germ with respect to (f,J) if and only if there exists p € [a,b] such
that G = {p}. When it is the case, then we also have G = {f = f} with the function f = fg given by

f = const = f(p).

Proof of Lemma 8.7

Consider some p € [a,b], and set p := w(p) with 7 := 7g : [a,b] — G the natural projection map. Because
f1, f? are both decreasing for a 2 : 0 junction, we deduce that BA(p) = [a, b], and then m = const = p, which
shows that G = {p}. Moreover fg = f(p). Conversely, for any p € [a,b], it is straightforward to check that
G = {p} is a Riemann germ. This ends the proof of the lemma.

Lemma 8.8 (Classification for 2 : 0 junctions; f! 1, f2 1)
Assume (2.2) for a with N =2, JI ~ (—00,0) for j = 1,2 and [a,b] := [0,1]%. We set J := {0} U J' U J2
We consider Lipschitz continuous functions f7 :[0,1] — R for j = 1,2 with

' and f? increasing.
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i) (Classification)
Then the set G C [a,b] is a Riemann germ with respect to (f,J) if and only if there exist continuous maps
hL 2 10,1] = [0,1] for j = 1,2 such that 0 < h? < b <1, and for j € {1,2}\ {j}, we have

G=K'NnK? with K’ .= {pe [a,b], hj,(pj) <p < hi(p])}

with moreover G = {f = f}, with f locally constant on {f #* f}, where f : [a,b] — R? is continuous and
satisfies for j =1,2
(8.6) Fip) = P T W) with Tiz) =wvzny for z<y

and x V z := max(z, z), y A z := min(y, 2).
ii) (Further properties)
Moreover, we have the following properties for any p € [0,1]2 with p := ng(p) € [0,1]2, we have

(f=H'p) >0 and (f—f)>*(p)>0)  implies  BAp) > [(0,0),7] S5p
57) (Jf - H'p) >0 and (f — [)2(p) <0)  implies  BA(p) D [(0,p*),(p,1)] >p
(f=HUp) <0 and (f—f)*(p)>0)  implies BAP) D [(5',0),(1,*)] >p
(f=H'p) <0 and (f—f)>?(p)<0)  implies  BA®) > [h,(1,1)] >5p

Proof of Lemma 8.8

Part 1: proof of i)

Step 1: necessary conditions on G

Step 1.1: freezing p?

From the slicing lemma 4.12, notice that if G C [a, b] is a Riemann germ with respect to (J, f) with f := fg,
then for any fixed p? € [0, 1], the set

Gp2 = {p1 €01, fp'p?) = fl(Pl)}

is a generalized Riemann germ with respect to (J', f1), which is also a Riemann germ because f is con-
tinuous. Because f! is increasing and the map fgg : pt = fl(p',p?) is nondecreasing and locally constant
on {f;Q + fl}, we deduce that f;Q coincides with f! only on a subinterval [h! (p?),hl (p?)] C [0,1], and
satisfies L)

FLo 1\ _ plomzg (o1 : z-=h_(p

P = Pz wim {2
Because f! is continuous, we deduce that { fl=7y 1} is a closed set, and then h! is lower semicontinuous
and hi_ is upper semicontinuous. Moreover, it is easy to see that the strict monotonicity of f' and the
continuity of f 1 also imply the continuity of hl.
Step 1.2: freezing p' and first consequences
By symmetry from Step 1, we get a similar result, exchanging indices 1 and 2. This shows (8.6) with con-

tinuous maps hi : [0,1] — [0,1]. Moreover, this implies that G = {f = f} = K'N K2, and f is locally

constant on { f # f } and f : [a, b] — R? is continuous from i) of Theorem 2.16, because G is a Riemann germ.

Step 2: sufficient conditions for G
From ii) of Theorem 2.14, we only have to check the second line of (2.14). Recall that

F) = inf]fj = L") < fL(p’') = sup f = fI(1)

p7,1 [0,p7]

and because f7 is increasing. We deduce from the expression of f7 that f < f7 < f], and Theorem 2.14

implies that G = { f =f } is a generalized Riemann germ. Because f is continuous, G is then a Riemann
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germ.

Part 2: proof of ii)

We only do the proof for the first line of (8.7) (the other cases are similar). Assume that (f* — f1)(p) > 0,
(f2 — 2)(p) > 0. Because f!, 2 are increasing, we deduce that BA(p) N[Oz, p] = [Orz, p], which shows the
result with moreover f = f(p) on [Ogz,p]. This ends the proof of the lemma.

8.7 An explicit example of gluing without cancellation property

Lemma 8.9 (A 1:1 explicit example of gluing without cancellation property)

Assume (2.2) with N = 2, JV' ~ (—00,0) and JE ~ (0,+0c0) and f7 = g with [a,b’] = [0,1] for j = L, R,
with g : [0,1] — R strictly concave with g(0) = 0 = g(1). Let Ay := maxjg119 = g(po) > 0 with po € (0,1)
and A € [0, Ag]. We define

_J 9@ Jor =z €0, po] oy J 9po)  for x€0,po
9" (@) '_{ 9(po) for x € (po,1] and g~ (x) _{ g(x) for x € (po,1]

and
Ga={("p") €[0,1?, min{A,g* ("), 9~ 0"} =9(") = 9(")}
Then for any A, B € [0, Ag|, we have

GatGp = Gmina,By for the gluing of JgRA ~ (0, +00) with JéB ~ (—00,0)
In particular we always have

GaotGa = GaliGa and GaliGa, = GatiGa

which does not imply the cancellation property that G4 = Ga,.

L
p
p/; fffffffffffffffffff R RSRahh SEEEEEEE
p()
0 p;': po 1 pR

Figure 2: The germ G4 for A € (0, Ag)

Proof of Lemma 8.9
For A € [0, Ao), let pf\t € [0,1] be such that g(py) = A = g*(py). Notice that Gy is a HJ germ. From [14],
we know that all HJ germs with all convex fluxes (and then also with all concave fluxes) are classified by a
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flux limiter, which is A, and particularly by a single point (p;p;) € Gy, because xG) = {(p;pi)}, where
XG» is the characteristic subset of the HJ germ Gy (see Theorem 2.28). Let

3 (P, p") € Ga
Go = GatGp = { (0", 5") € [0,1]*,  there exists (5*,p") € [0,1]* st. | (5", p") € Gp
g(p™) = G9(p", pb) = g(p*)

From Theorem 2.19, we know that Qg is a HJ germ, and then of the form Qo = G, for some A € [0, Ag].
Moreover (p”, p*) € Gy if and only if (using GY(p%, p*) = min {g* (p?), g~ (5*)})

min EA,W( L), 97 (%)} = g(*®) = g(p™)
min { B, g% (p%), g~ (p") } = 9(p*) = 9(")
g(p") = min {g* (p7), 9~ (")} = 9(p")

For C := min {A, B}, we have (with obvious notation for the gluing (p%, p®)t(pL, p%) := (p’,p%))

5 — v e, pb)iwEpE) i C=A
gk)a(pc’pC)_'{ <p§,p§>mp§7p§> if C=nB

We deduce that A = C and Gy = G which ends the proof of the lemma.

8.8 An example of non commutativity of the gluing
g

172 {4

Figure 3: Graph of g

Lemma 8.10 (Explicit example of a HJ germ for 1: 1 junction)
We set J := {0} U JE U JE with J* ~ (—00,0) and J® ~ (0,+00). We also set f = (f*, f%) = (g,9) and
[a,b] := [0,2]?, with

g:10,2] > R with g(u) :=go(u) +go(u—1) and go(u):=max{0, min{u,1l —u}}

Given A := (A, B,C, D) with % >A>B>C>D >0, we want to define a germ G4. To this end, given
A€ [0,1], we set

k
1. 2 _ 3. 4. ) gpy) =X for k=1,...,4
=, =1-A =1+ =2—-X\ with
" " & " {0 << <pi<pi<?
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Y A I
2
R
A pA
L %
Ip
0 R
0 2 =P
Figure 4: Level sets of h with four plateaux (see (8.8))
We also set for p = (p~,pf)
pa = (P}, P4)
pB = (D} Pp)
pc = (b, pe)
pp = (ph,Ph)
We then define for p = (pL,p%) € [a,b] := [0, 2]?
(8.8) h(p) :=X for peTly
with
[P%,2] x [0, p}]
48 = ({p3l x [0,p2]) U ([p3,2] x {p3
AR
B¢ .= ({pt) x [0,p2]) U ([pL, 2] x {p2
R W
D§P = ({p3} x [0,p3]) U ([px. 23] x {pR}) U ({p3} x [pX.03]) U ([R.2] x {p3})
([PA. 0] x [PR.px]) x T
R0 := ({pi} x [p3.p3]) U ([}, 2] x {pi})

which is a continuous function h : [0,2]> — R. Let f = (h,h). Then

Gai={pelatl. fp)=10)}
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Figure 5: HJ Germ G4 C {g(p") = g(p™)} and characteristic subset xG4 = {pa.ps,pc,pp}

is a generalized Riemann germ which is a HJ germ (and then also a conservative germ and a Kruzkov germ)
with respect to (J, f). Moreover we have
(89) XgA = {pA7pB7pCapD}

Proof of Lemma 8.10 . .
It is easy to check that h : [0,2]?> — R is continuous. Moreover by construction f := (h, h) is locally constant

on { f £f }, with A nonincreasing in p® and nondecreasing in p”. Moreover, we have the following monotone

bounds .
max { fX(p"), FE®T)} =0 < h(p) < min { fX(p"), FE(PT)} = min {27pL,2 —pR}
with )
fE(p") == sup g = min {pL, }
[0,p"] 2
Lpl):= inf g=0
[pL,2]
fE@™) = inf g=
[0,p7]
, 1
F(p") := sup g = min {2 - p~, 2}
[p7,2]

Then from ii) of Theorem 2.14, we deduce that G4 is a generalized Riemann germ with respect to (J, f).
Moreover by construction it is a HJ germ. Finally it is easy to check (8.9). This ends the proof of the lemma.

Lemma 8.11 (An example of non commutativity of the gluing)
We work with notation of Lemma 8.10. Let

1
A:=(A,B,C,D) with §>A>B>C>D>O
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and
1
A = (A',B',C,D) with 3> A'>B'>C>D>0
and
AA>A>B">B>C>D
Then the gluing satisfies
(8.10) G = GatGa = G.B.c.p) # GB.B.C.D) = GartGa = G

Proof of Lemma 8.11 ~ B
First notice that by gluing HJ germs are preserved. Hence both G and G’ are HJ germs, and are then
characterized by their characteristic subsets that we expect to satisfy

(8.11) XG > {pi:pp.pcppt and XG' D {pippipespp}
Precisely we compute (with obvious notation for p = (p%, p®) and the gluing (p~, pP)i(p=’, pf’) == (p¥, pR))

pi = Whpp) = Oh0E 0L, pE) €GatGa  with A =B’
Pp = (vapB) (vap%)ﬁ(pB pB) € GatGua with Bi/ =B
ber = (pCapC> (pC’pé')ﬁ(pé'ap ) € gAﬁgA' with CN” =C
Py =D, 0h) = 0D, ph)iWD,ph) € GatGa  with D':=D
pi=(p.pp) = Wprp)iwE.rE) €Gwifa  with A:=B
pg = (05pp) = (05 PR)E(PE.PE)  €GatGa  with B:=B
pe =W pE) = 0P PE)  €GaliGa  with C:=C
pp = Wh.ph) = Wb pH)EwH.ph)  €GatGa  with D:=D

This shows (8.11), and then Theorem 2.28 shows (8.10). This ends the proof of the lemma.

8.9 D-maximality does not imply completeness

We give two examples. The first example is explicit for 2 : 0 junction, while the second is less explicit for
junctions 0 : 3.

Lemma 8.12 (Explicit conservative D-maximal set, which is not complete, for 2:0 junctions)
Let g(z) == |z| = 1 with g : R = R, and a 2 : 0 junction J with f1 = f? := g. There exists an explicit set
G C R? satisfying

(8.12) Pif2—0 on G

Then the set G is conservative D-mazximal in the following sense: if some set G' C R? satisfies (8.12) and

G C G, then G' = G. Moreover G is not complete, i.e. U BA(p) # R?.
PEG

{szo on Gx@G

Proof of Lemma 8.12

Step 0: preliminaries

We consider the following three points A := (2,0), B := (0,2), B’ := (0, —2), and define the subset G C R?
as G := Sap U Sap:, where Syp is the closed segment joining A to B in R2. For all p,q € R?, recall the
dissipation

Df = DI (pg) = Y sienp — ) [F7]7, with [F]7) = P )~ ()

j=1,2
Step 1: proof that D/ >0 on G x G
We have
1 2
[ (7. 20 if pg€ Sag, with pP=p 24 =7,
1 2
o) P —IPlLz0 i pa€Sam, with —p?=p' >q¢'=—¢
o +[f%0. 20, if p€Sap, g€ Sap, with pP=p >q'=—¢">0,
1 2
[fl]];l +[f2]52 >0, if peSap, q€Sap, with 0<p?=p' <q' =-¢%
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Step 2: maximality of G

Notice first that it is straightforward to check that f! + f2 =0on G.

Assume now that there exists p € R? such that G’ := {p} UG satisfies (8.12). Then we have (f!+ f2)(p) = 0,
ie. |pt|+ |p?| = 2. If p! <0, then [p?| < 2 and we get

DI (B',p) = {f'0) = f'®")} = {f2(=2) — PO} = —p'| - {2— P} =2lp*| -4 <0

Contradiction. Therefore pt > 0 and p € G, i.e. G’ = G. We conclude that G C R? satisfying (8.12) is
maximal for the inclusion.
Step 3: basin of attraction of G

We have
BA() = (—00.0] x (-00,2),  for  p=B'
BA(p) = {p"} x (00, —p?) forall  peSap\{B'}
BA(p) =A{p forall  pe Sap\{4, B}
BA(p) = (—00,0] x {2} for  p=B
Then
U BA(p) = R*\Qy with the open set Qg := {p= (p',p?) € R?, p*> h(pl)} #0
PEG

where h(p') := min {2,2 — p', =00 - 1159} }. This shows that G is not complete and ends the proof of the
lemma.

Lemma 8.13 (A conservative D-maximal set, which is not complete, for 3:0 junctions)

There erists a 3 : 0 junction J with f7 = g for j = 1,2,3 for some Lipschitz continuous function g :
[a, B] = R for some o, 8 € R with a < 8. We set a := (o, ,cx) and b := (B, 5,5). Then there exists a set
G C la,b] C RN for N = 3 satisfying

DI >0 on GxG
(8.13) > =0 on g
j=1,...,N

Moreover G is conservative D-mazimal in the following sense: for every set G' C [a,b] satisfying (8.13) such
that G C G', then G’ = G. Moreover G is not complete, i.e. U BA(p) # [a, b].

PEG
Proof of Lemma 8.13

Step 1: properties of G,
Let ,0,m € (0,1) be such that « < —1 < e+ § < 8 and g such that

gla)=0, g(=1)=n, gle)=—-(1+n), gle+d) =1, g(B)=0

We set
U1 = —e1 t+ €62 + (6 + 5)63
Uy :=—eg +ces+ (e +d)ex
Us = —e3 +ce; + (€4 0)es
and consider the set
Gy := {CL, b,U;, Uy, Ug} C [a, b]

Using g(—1) 4+ g(e) + g(e + ) = 0, it is straightforward to check that Gy satisfies the second line of (8.13).
Now let us check that we have

(8.14) DY >0 on GyxGo

which implies that Gy satisfies the first line of (8.13), because D/ (p,q) = D_{ (p,q) + Df:_(q,p). In order to
check (8.14), now consider the matrix E whose lines are vectors Uy, Us, Us, i.e.

vl Ut U “1 & e+9d
E=|uUl v2 U3 |=|crs -1 =
Ul U2 U e e4s -1
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Then we consider B = g(F) componentwise, we get with gz-‘ = g(Uij)
(

9 9 9 no —(4n) 1
B= g% 9§ gg = 1 n —(1+mn)
g3 93 93 —(1+mn) 1 Ui
Recall that
Dy (Uy,Us) =sign™ (U} —Uy) - {g1 — g3} +sign™ (U} = U3) - {g} — g3} +signt (U} = U3) - {4} — g3}
We get
Dy(Un,Us) ={gi — g3} + {98 — 93} = — {91 —93} = D4 (Us,U1)
Dy(Us,Us) ={g5 — 93} +{95 — a3} = — {95 — 93} = D+ (Us,Us)
Dy (Us,Ur)={g} —gi} +1{95 — 91} = — {93 — gi} = D4 (U1, Us)

Hence D (U;,U;) >0 for i,j = 1,...,3 if and only if g} < g3, 93 < g3, g5 < g3, which is the case because
gi=95=93=n<1=gl=g3=g} Wealso have D, (a,b) = 0 = D, (b,a) because g(a) = 0 = g(B).
Moreover Rankine-Hugoniot relation f' 4+ f2 4+ f3 = 0 implies

D+(Ui7a’):O:D+(a’7Ui)a D+(Uiab):O:D+(b7Ui)7 for i=1,2,3

Hence (8.14) holds true, and then G, satisfies (8.13).

Step 2: definition of g

We now consider a set G C [a, b] satisfying (8.13) with Gy C g and such that G is maximal for the inclusion.

Step 3: uncompleteness of G

Assume by contradiction that G is complete, i.e. that U BA(p) = [a,b]. From Lemma 3.4, we deduce that
pEG

(BA(P))peg 1s a partition of [a,b], and then G is a generalized Riemann germ. Because G satisfies (8.13), we

deduce that G is a conservative Kruzkov germ, hence f = fg satisfies for N = 3

Dl >0 on [a,b)’
(8.15) Z =0 on [a,b
j=1, N
We set fI := fi(0) for j =1,2,3 and 0 = Ogs. We compute
DI (U1,0) = {g? — f3} +{at — f3} = —{at = fd } = DI(0,tn)
DI (Us,0) = 195 — fo { + 195 — fo | = — 195 — f¢ { = DT (0, V)
DI (Us,0) = 195 — fo | +193 — f3 | =— 193 — /i { = D! (0,Us)

From the first line of (8.15), we deduce g} < fl, g2 < f2, g3 < f3, which gives
0<3n=gi+g3+95<fo+fo+ /=0

where the last equality follows from the second line of (8.15). Contradiction. Hence G is not complete and
this ends the proof.

Corollary 8.14 (Counter-example to completeness for N > 3) _

Let N > 3. Then there exists a N : 0 junction and particular Lipschitz continuous functions (f7)j=1,. .~
and a set G C [a,b] C RY satisfying (8.13). Moreover G is conservative D-mazimal in the following sense:
for every set G’ C [a,b] satisfying (8.13) such that G C G', then G’ = G. Moreover G is not complete, i.e.
U BA®) # la.b].

pPEG

Proof of Corollary 8.14

For N = 3, the result follows from Lemma 8.13 for some set G5 satisfying (8.13) which is maximal for the
inclusion, and the contradiction to the completeness of G3 precisely follows from the evaluation of

(8.16) DI (0ps, U;) >0, j=1,2,3.
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For N > 3, we set
(8.17) Py = (O, ..., pN) with p% = (fF)710), k=4,...,N.

Now fix some N > 3, and assume that there exists some set Gy satisfying (8.13) which is maximal for the
inclusion. Let us now show that we can transfer the result to the level N + 1. Indeed, applying Lemma
7.8, we see that we can construct a set Gy C [a, B] C RN+ which satisfies (8.13), hence at the level N + 1.
Then consider a set G117 with Gn C Gn41 C [a, l;] C RN+ satisfying (8.13) at the level N + 1, and which
is maximal for the inclusion.

Assume now by contradiction that the set Gy is complete. Then the argument of Step 3 of the proof
of Lemma 8.13 applies and shows that Gy is indeed a conservative Kruzkov germ. In particular ng 4118
continuous, and using definition (8.17) at level N + 1, we get

ngs (ORst]) = ngN+1 ((OR:;’pGV—&-l)? (UJ7pI]V+1)) Z 07 .7 = 17273

which leads to the same contradiction as (8.16) did. Therefore Gy C RV must be not complete. This
ends the proof of the corollary.

9 Appendix of Part 1

9.1 Standard Riemann problem

We consider the entropy solution u = u(t, z) to the following Riemann problem

u + (9(u))e =0 on (0,+00) x R
pr if <0
PR if >0

(9.1) u(0,2) = up(x) :=

Lemma 9.1 (Explicit solution to Riemann’s problem on the real line)
Assume that g : R — R is continuous, locally Lipschitz. The for any pr,pr € R, there exists a unique
entropy solution w to (9.1). It satisfies u(t,xz) = U(xz/t) for all t > 0. Moreover, let us define I :=

[min(pr, pr), max(pr,pr)| and

g(a) if ael

I .
e S el BT IUIS S T A
porg bL = bR —00 if a€R\I, PL > PR
and set N o _
( gdr) » dWwr) ) if pr<pr

§L <&r with (§0,€R) =4 ( 0 ; 0 ) if prL =pr
( L) » IR ) i pr>pr
Then

L if §<é&L
(9.2) UE)=1{ Pr if £€>&r
((g)) ") if €elén,érl

where the map U : R — R is monotone and is uniquely defined outside a countable set.

Remark 9.2 Notice that ((§1))~" is not defined for &, = 0 = &g, which only arises when pr, = pr. When
pL # pL, as a help, the function ((gu)’)*l is better understood as the inverse mazximal monotone graph of
the mazximal monotone graph (g 1)’

proof of Lemma 9.1

For the proof, we refer to the textbook SERRE [19], where it is done for C* functions g. Indeed, only the
regularity C? is used there. This can easily be extended to the case of g continuous and locally Lipschitz, by
approximation, and stability of entropy solutions. On the same topic, the reader can also consult textbooks
DAFERMOS [9] and HOLDEN, RISEBRO [13]. This ends the proof of the lemma.
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Remark 9.3 Notice that the result of Lemma 9.1 also follows from HJ-SCL relations (for instance justified
using vanishing viscosity method, and BV bounds for scalar conservation laws). Indeed it is also a straight-
forward consequence of Hopf formula (see Theorem 3.1 in [5]) for convex initial data of Hamilton-Jacobi
equations. Here the convex initial data is Wo(z) = pro - 1iz<0y +PrT - 1{z>0) when pr < pr, for non convex
Hamiltonian g.

9.2 Reduction of test functions for viscosity solutions on junctions
Consider the problem

vl + (i) =0 on RxJi, j=1,...,N
(9.3) v0(¢,0) := 7 (¢,0) on Rx{0}, j=1,....,N

W)+ h(vl, .. o) =0 on R x {0}

We also define the half-relaxation operators

(BR)(p) i= sup min (b foun} (@) with foin(e) = | min _ £(0)
(9.4)
(BR)(p) := inf max {h B f (@) with fua(a) = max | f(e)

Lemma 9.4 (Reducing the set of test functions)

Assume (2.2) with N > 1 with a junction J of type 0 : N. Let G C [a,b] be a generalized Riemann germ
which is a HJ germ. Then the associated Godunov flux is fg = (iL, cee fl) with b : [a,b] = R given by i) of
Theorem 2.25. For any p € [a,b], consider the function v = (v',... vN) defined by

Vit x) = -M+plz forall (t,z)eRxJ), j=1,...,N

i) (Viscosity subsolutions)
Then h satisfies

(9.5) h = Rh with R defined in (9.4)

Moreover v is a viscosity subsolution of (9.3) if and only if —\ + fi(p’) <0 and
for all q€xG, (qu = —A+h(q) < 0)

ii) (Viscosity supersolutions)
Then h satisfies

(9.6) h=Rh with R defined in (9.4)

Moreover v is a viscosity supersolution of (9.3) if and only if =\ + fi(p’) > 0 and
forall qexg, (a<p — -A+hig)20)

Proof of Lemma 9.4
Step 1: proof of (9.5)
By definition of Rh and by monotonicity of h, we have Rh < h. Now for p € [a,b], let p := mg(p). Then

(Eh) (p) ‘= Ssup min {}Ala .fmin} (Q) Z sup min {il, .fmin} (q)
q€(p,b] q€[p,bJNBA(p)

By construction, there exists ¢ € [p,b] N BA(p) such that fi(¢’) > fi(p/) =
Therefore (Rh)(p) > h(p) = h(p), which implies the equality and then shows (9
Step 2: proof of (9.6)

h(p) = h(q), j = 1,...,N.
5).
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The proof is similar to Step 1.

Step 3: proof of i)

The proof of i) is a simple variant of the proof of Theorem 2.7 in [14]. An easy adaptation of the proof is
done for instance in [11] in the case [a,b] NRY = R¥Y in the subsection on the reduction of test functions.
The adaptation to the general case [a, ] is straightforward (and indeed easier).

Step 4: proof of ii)

The proof is similar to Step 3. This ends the proof of the lemma.

9.3 Gluing of matrices

In Subsection 5.5, we have studied the gluing of two germs G,fGg. We have also seen that naturally is
associated the gluing of their Godunov fluxes f = fof f3.

In this section, we are interested in the algebra giving the Jacobian matrix D f in terms of the two
Jacobian matrices D f, and D fg. This is given by the following result.

Lemma 9.5 (Formal Jacobian matrix after gluing)

For v = a, 8, let some integers n, > 2. By abuse of notation, let us also allow the indices o, B to denote two
sets of indices with o ~ {1,...,no — 1} and 8 ~ {1,...,ng — 1}. Now let f,y = AS, 3, ce Ay”_l) :R™ D
la,b], — R™. Forp, = (P, ... ,pzwfl) e R™ 1, let us set f = (—f2, f1 ...,fg“_l)ﬁfg defined formally by

yJao

(9.7) F(Paspp) = { éér Pa) U TECN i satisfying — F(r.pa) = £3(r.ps)

7, 0p) if jep

(having in mind J2 ~ (0, +00) and Jg ~ (—00,0), and then here (—f°)(1, pa) and flg(T,pg), i.e. fO(1,pa))-
We set (with index i for the line and j for the column)

3 — (9, i _( 9fy 03 fDjea Y _( By D
B = (a]fa)L,]E{O}Ua - ( (80]%;)16& (8]']?&)17]6@ - C/ B/

and

5o (. iy _ 3ofg (ajfg)jeﬁ B ( By D )
B := (ajfﬁ)z,JG{O}Uff = ( (aofé)ieﬁ (ajfé)i,jeﬁ “\C B

Then we have formally

>/ > £ B0 c’ 1 . I
B xB := )\o(an )i,anUB =X 0 B — C . (D D) with Mg := BO + By

When Ao > 0, we set B'B := \;'(B' x B).

Proof of Lemma 9.5
Taking the derivative of the last equation of (9.7), we get easily

@fg + )\oﬁjr =0 if jea
ajfg —|—)\08J~r =0 if j € I}

The elimination of 9;r then gives

Mo, F)iscans = (Modifo — 00fi01fQ)ijea (0= 00fi0;f)sesxa
I (0— aoféajfg)(i,j)eaxﬁ (/\063'«7% - 80féajfg)i’j€5

and the result follows. This ends the proof of the lemma.

Then we have the following result about the new algebra of gluing of matrices.
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Proposition 9.6 (Properties of the gluing of matrices)
Let M,, denote the set of n X n matrices, with the convention that M, = {0} for n < 0. For m,n > 0 and
m+n > 1, the gluing map
* Mm+1 X Mn+1 — Mm+n
(B, B) — B'xB

is quadratic. Moreover if the square matrices B', B are Py-monotone (resp. Riemann monotone, resp.
KruZkov monotone, in the sense of Definition 7.1), then B’ x B is also a Py-monotone (resp. Riemann
monotone, resp. Kruzkov monotone).

For the proof of Proposition 9.6, we need the following easy result.

Lemma 9.7 (A property of Riemann monotone matrices)
By D
C B
where the block decomposition is for By € R and B € R™. We have By > 0. Moreover By = 0 implies C' = 0.

Assume that the following matrix B= is Riemann monotone (in the sense of Definition 7.1),

Proof of Lemma 9.7 A .
Recall that by assumption, for all x € R**" we know that z o (B -x2) < 0 implies B -z = 0. Now for

z = (a,0,...,0)" with a # 0, we get z o (B -z) = 0 with By = 0, and then 0 = B x—a(?j)implies

C = 0. The fact that By > 0 is general and follows from the fact that B is in particular Py-monotone. This
ends the proof of the lemma.

Proof of Proposition 9.6
Step 1: Proof of P;-monotonicity
We claim that

(9.8) § = det(B'+ B) = A"tV {det(B’)det(B) + det(B’)det(B)}

Notice that & > 0 if both matrices B’, B are Py-monotone. This property also passes to minors of B« B,
because they are then expressed as functlons of minors of B’ and of B.
Now let us show (9.8). Denoting by B} the matrix B’ whose column [ has been suppressed (and similarly
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Bq the matrix B whose column ¢ has been suppressed), we get

A s = Ag M det (B « B)

1 0 0

= A™Y 0 A\B —C'D -C'D
0 —CD' \NB-CD
1 0 0

= A"V N AeB —C'D —-C'D
C/Xo —CD' X\B-CD
1 XD’ \oD

= A"V 0 h AeB! 0
C/ro O AoB

Xo D D
- | ¢ B 0
cC 0 B
/ m ) . n Cl B/ O
= Xodet(B')det(B) + det(B) - Y_(~1)'Djdet(C”, B) + (-1)™ Y (-1 c o B
1=1 q=1 !
/ m , " B C' 0
= Aodet(B)det(B) + det(B) - Y (=1)'Djdet(C”, B)) + > (~1 0 C B
1=1 q=1 !

(—1)'Djdet(C’, By) + det(B') - Y (~1)?D,det(C, B,)
qg=1

NE

= Modet(B’)det(B) + det(B) -

I
-

where, in the fifth line we have factorized the first column by Ay 1 and the other columns by Ao, in the sixth
line we have used expansion along the first row. Again using expansion of the determinant on the first row,
recall that

m
det(B') = Bydet(B') + Y _(—1)'Djdet(C’, By)
=1
. q
det(B) = Bodet(B) + Y _(—1)'Dydet(C, B,)
q=1
Mo = B\ + By
Hence )\a(mﬂhl)é = det(B’)det(B) + det(B’)det(B) which shows (9.8).
Step 2: Proof of Riemann monotonicity
Case A: ) =0

The case Ao = B} + By = 0 implies B’ x B = —CD with C := ( g

Recall that B07 By > 0. Hence Ap = 0 also implies B{ = 0 = By. Moreover Lemma 9.7 shows that C=0.
Hence B’ «+ B = 0 which is in particular Riemann monotone.

Case B: \g:= B+ By >0

Then in statement of Proposition 5.11, we can consider the functions

fg(r7pa) = B6T+Dl'pa
fa(ripa) = (C")'r + (B pa)’

!

) and D := (D' D).

fg(r,pg) = qu +D-pg .
fy(rips) ==C'r+(B-pg)

They are not locally constant, but there is a unique solution r € R of

_fg(rapa) = fg(ﬁpﬁ)-
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When B’ , B are Riemann monotone matrices, then fa, fﬁ are Riemann monotone maps. Then Step 6 of
the proof of Proposition 5.11 applies and shows that f (P, pp) is Riemann monotone, which means precisely
that the matrix B'#B := A\;* (B’ « B) is a Riemann monotone matrix.

Step 3: Proof of Kruzkov monotonicity

If A\g = 0, then Step 2 shows that B’ % B = 0 which is in particular Kruzkov monotone. If Ay > 0, the proof
follows the lines of Step 2, replacing Riemann monotonicity by Kruzkov monotonicity, and using Step 8 of
the proof of Proposition 5.11 instead of Step 6. This ends the proof of the lemma.

Remark 9.8 Our calculations are related to the Schur complement (see [15]) for B:= ( go g ), which
is B/By := B — CBy'D and satisfies classically det B = det By - det(B/By).

Lemma 9.9 (Formal Jacobian matrix after self-gluing)
Let v be a fized index, and some integers ny, > 3. Let I, := {0,...,ny — 1} and I"” := {1,...,ny —2}.

Now let f,y = (37 },..., A;l“’_l) : R™ D [a,b], — R™. For p, = (p}y,...,p:”_Q) € R™ 72, let us set
« N . N . #

f=( fjl,f;, ey 3”72,f$2)’“1”“2 with k1 := 0 and kg :=n, — 1, defined formally for j € I" by

(9.9) fj(pv) = fi(r,pw,r) with v satisfying — fg(r,pw,r) = f;”_l(r,pwr).

(Ahcwmg in mind J,’jl ~ (0,400) and JZYC? ~ (—00,0), and then here (—fﬁ’fl)(i,pw,r) and f:’fz (r',py, 1), e
fﬁl (1,py,7)). We set (with index i for the line and j for the column)

X N (aklﬁh) (ajf!;l)jel” (3k2f:§“) B, D' F}
B = 0if)igetpyorvtny = | Ouly)ierr Oif)iger Onfy)ier | =| ¢ B C
(O, 152) (0 15)jerr (O, f2?) Ey D Bo

Then we have formally
lefj? = )\o(ajfi)i7j€]// = )\0B — (C/ + C) . (D -+ D/) with )\0 = {36 + Fé} + {Eé —+ BQ}

. L x
When Ao > 0, we moreover set B2 := \g' Biriiz,

Proof of Lemma 9.9
Taking the derivative of the last equality of (9.9), we get easily

—{u g+ @) {0507 + 0}y = 0,58 + @) {05, 07 + 05,2
ie. B N
5'jf,jyl + ajf,z,z + )\Oajr =0
The elimination of d;7 then gives
Xo(0; )i jern = ()\oajﬁi - {@-ﬁl + 5jf§2} : {ajlfz + aj2ij}>ijel”

and the result follows. This ends the proof of the lemma.

Proposition 9.10 (Properties of the self-gluing of a matrix)
Let M,, denote the set of n x n matrices, with the convention that M, = {0} for n < 0. Forn > 3, the
self-gluing map

* Mn — Mn_g

B = Br=DB with j1:=0, jo:=n—1

is quadratic. Moreover if the square matriz B is Kruskov monotone (in the sense of Definition 7.1), then
B* is also Kruzkov monotone.

111



Proof of Proposition 9.10
Case A: \g:={By+ Iy} +{Ey+ Bo} =0
Because B is Kruzkov monotone, we know with I := {1,...,n — 2} that

By > | Byl + Y I(C)']
el

By > [Fyl+ Y |C7
el

Hence \g = 0 implies C’ = 0 = C and then B* = 0, which is in particular a Kruzkov monotone matrix.
Case B: \; >0

Then in statement of Proposition 5.14, for n., := n, we can consider the functions for p, = (p}Y7 e ,pf;”fz) €
R™ 2 with ki := 0, ko := Ty — 1

ffl (r',py,7) = Byr'+D"-p,+ Fyr
Fir,pyar) = (C')ir' + (B-p,)i+ Cir, i€ l”
ffI;Q(Tlvp’yaT) = (/)T/+D'p7+BOT

They are not locally constant, but there is a unique solution r € R of

_fjl (T,pW,T) = fﬁQ(rapr)-

The proof follows the lines of Step 6 of the proof of Proposition 5.11, which shows that f defined in (9.9)
satisfies D > 0, which means exactly that Ao ! B* is Kruzkov monotone. This ends the proof of the lemma.

Part 11
Existence and uniqueness theory for Kruzkov
germs

10 Properties of semisolutions

10.1 Stability

Lemma 10.1 (Solutions versus sub/supersolutions)
Assume (2.2) with N > 1, and let G C [a,b] be a generalized Riemann germ. Then u is a G-entropy solution
of (2.4) if and only if it is a G-entropy subsolution and supersolution of (2.4).

Proof of Lemma 10.1

We know that GSVE N GSUP = G. Hence the desired property is true at the junction point for G-entropy.
We now want to check (it is probably very classical) that on each branch a function is an entropy solution
if and only if it is an entropy subsolutions and supersolution. To this end, we consider the case N = 1 and
drop the index j. We get with notation 17 in (2.24) and ¢, in (2.25)

{ lu—k|=]u—Fkl++|u—Fk- and |u—Fkl-=]k—ul|t+
w(% k) = ¢+(U7 k) + w—(ua k)

and this implies that if a function u is both an entropy subsolution and supersolution, then it is an entropy
solution. Conversely for an entropy solution (hence bounded), we have for all k € R

lu— k| + Ju—a| = 2ju — k|4 + |k — a| + 2Ju — a|_
(10.1) { s k) + (0, 0) = 20 (0, )+ LF(K) — (@)} + 20 (u,a)
and

lu— k| + |u— b = 2Ju— k|- + [k — b + 2[u — b|
(10.2) { W(u, k) + (u,b) = 2¢_(u, k) — {f(k) — f(b))} ‘:2¢+(U7 b)
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Notice that u € [a,b] implies 0 = 2|u — a|— = 2¢_(u, a) = 2|u — b+ = 2t)1 (u,b). Hence this shows in the
integral formulation that every standard entropy solution u satisfying a < u < b also satisfies both conditions
of standard entropy subsolution and supersolution for k € [a,b], and then for all k¥ € R.

This ends the proof of the lemma.

In general, we do not expect to have stability of G-solutions for all Riemann germs G. Here we present
stability for certain subclasses.

Lemma 10.2 (Stability of solutions and of sub/supersolutions)
Assume (2.2) with N > 1, and let G C [a,b] be a set.
We consider a sequence of functions (un)nen with uy, : [0,4+00) x J = R, such that

Up = U i L ([0, 400) x J)

i) (Solutions for Kruzkov germs)

If G is a Kruzkov germ and if each function w, is a G-entropy solution of (2.4), then the limit u is also a
G-entropy solution of (2.4).

ii) (Subsolutions/supersolutions for monotone KruZzkov germs)

If G is a monotone Kruzkov germ and if each function w, is a G-entropy subsolution (resp. supersolution)
of (2.4), then the limit u is also a G-entropy subsolution (resp. supersolution) of (2.4).

Proof of Lemma 10.2

First recall that the stability of Kruzkov entropy solutions/subsolutions/supersolutions is classical outside
the junction point, and follows from the very definition of Kruzkov entropy solutions. Hence it remains to
show the stability of the boundary condition at the junction point.

Step 1: proof of i)

We simply use the integral formulation of (2.4), which is recalled in Proposition 2.39. Forgetting the initial
data, and focusing on the junction point, this means the following for w,,. For all test functions 0 < ¢/ €
C((0,+00) x J7), and with J7 = {0} U J/ ~ [0, +00) or (—o0,0] with ¢7(¢,0) = ©*(¢,0) for all ¢ € [0, +00)
and all index 7, k, we have

(10.3) Z {/( - {0 (wn, ) o + ¥F (up, )k} dtdas} >0 for all elements c¢=(c',...,cN)€g
2 0,+00)xJ

At the limit n — +oo, the function u still satisfies (10.3). Choosing
P (t,x) = Bt)al(x) with od(x) =a?(e7tz) with 0<B€CH0,+00), 0<al € CHTY), o (0)=1

and using the existence of strong Panov’s traces, we get at the limit ¢ — 0:

/ BD(tso,c) >0 with D(ue,c) := Z VF (oo, €) — Z VF (U, €)
(0,400)x {0}

Jk(—00,0) Jk~(0,+00)

We deduce that for a.e. time ¢ € (0, +00), we have D(u(t,0),¢) > 0 for all ¢ € G. Because G is a D-germ,
it is D-maximal, and this implies that us(¢,0) € G for a.e. time ¢t € (0,+00), which shows that u., is a
G-entropy solution of (2.4).

Step 2: proof of ii)

The proof follows the same lines as in Step 1. Recall that at the junction point, G-entropy subsolutions
(resp supersolutions) u, of (2.4) satisfy the following. For all test functions 0 < ¢/ € C}((0, +00) x J7) with
J7 = {0} U J? ~ [0,4+00) or (—00,0], and with ¢’ (t,0) = ¢*(t,0) for all ¢ € [0, +c0) and all index j, k, we
have the following inequality

(10.4) ; {/(0,+oo)xJk (0% (un, ©)f + % (un, )k} dtdw} >0 forall cegVB
(respectively the same relation with (% ¢ GSUT) instead of (ni, wi, GoYB) with ¥* (uy,,c) = z/ﬁ (c,un)).
Then we deduce D, (us(t,0),c) > 0 for all ¢ € GYB. Using the fact that the left-dual satisfies
*GSUB — GSUB  we deduce that us(t,0) € G3UB for a.e. time ¢t € (0,+00), which shows that us, is a
G-entropy subsolution (resp. supersolution) of (2.4). This ends the proof of the lemma.
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10.2 L'-contraction, uniqueness and comparison

Lemma 10.3 (L!-contraction, uniqueness and comparison)

Assume (2.2) with N > 1, and let G C [a,b] be a set. Let us consider two initial data ug,vo € po + L*(J)
for some constant py € RY,

i) (L'-contraction and uniqueness)

Assume that G is a Kruzkov germ. Let u,v be two G-entropy solutions of (2.4) with respective initial data

ug,Vo. Then we have
/ |u7v\§/ |lu—v| forall t>0
{t}xJ {0}xJ

In particular, if ug = vy, we get u = v, i.e. we have uniqueness of the solution.

ii) (Comparison)

Assume that G is a monotone Kruzkov germ. Let u (resp. v) be a G-entropy subsolution (resp. supersolution)
of (2.4), with respective initial data ug,vy. Then we have

/ |u7v|+§/ |lu—v|y forall t>0
{t}xJ {0}xJ

Proof of Lemma 10.3

Step 1: proof of i)

Recall that the doubling of variable method introduced by Kruzkov, allows to claim for inequalities on
D' =D'((0,+00) x J7) that

O (u, k) + 0p03 (u, k) <0

(10.5) O’ (k,v) + 0597 (k,v) <0

} for all k € RN, implies 01’ (u,v); + 9,97 (u,v) <0

Notice that in the original paper [16], Kruzkov uses the Lipschitz continuity of the fluxes f/ (that we also
assume), even if it also works for continuous fluxes (using the Lebesgue Dominated Convergence theorem).
Inspired by the integral formulation of (2.4) given in Proposition 2.39 at the junction point, we consider the
following. For all test functions 0 < ¢/ € C}((0, +00) x J7) with J7 = {0} U J? ~ [0, +0) or (—o0, 0] with

(10.6) @7 (t,0) = ©*(t,0) =: ©(t,0) for all t € [0, +00) and all index 7, k

we set

= k u,v f k ’U,7U i X
(10.7) I(p) : Zk:{/(o’m)w {n" (u, v)@} + " (u, )} dtd }

Now set
Pt x) == o(t,0)ad(z) with ol(x):=a?(e H(z), 0<a? € CHTI), oI(0)=1
Then we write I(p) = I(@:) + I(¢ — @.). Because ¢ — @, is the limit of functions in CL((0, +00) x (J\ {0})),
we deduce from (10.5) that I(¢ — @) > 0. In the other hand, we have using Panov’s traces that
I(pe) > Iy as e—0, with Ip:= / wD(u,v)
(0,4-00) x {0}

Because ¢ > 0 and D(G,G) > 0, we deduce that Iy > 0. Hence I(p) > 0. Using Panov’s traces at
time t = 07, and the same argument as before but in time instead of space, we get for all test functions
0 < ¢l € CL([0,+00) x J7) satisfying (10.6) that

Z{ /( (gt et et} e+ | et dx}zo
k 0,+o00)xJF

{0} x Jk

Using the fact that the fluxes f7 are locally Lipschitz continuous (say with constant L), we know that we have
finite propagation. Now, given any compact set Ko C J, and for ¢ > 0, let K; := J\Q; with Q; := By, + Qo
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and Qo := J\Ko. Then we can find a sequence of test functions ¢, (t,2) approximating 1g, ()1} s (t) for

any s > 0. Hence we get
P N I
{s}x K {0} x Ko {0} x Ko

This property implies that u,v € C°([0,4+00); L},.(J)) (for instance testing u with a function v which is
locally constant on Ky # 0, we can repeat it for all such Ky and all translations in time). Now assuming that
ug,vo € po+ L'(J), we deduce from monotone convergence theorem, that we can pass to the limit where Ky

tends to the whole junction J, which gives
[l fw—wl= [ uel
{s}xJ J {0}xJ
Step 2: proof of ii)

The proof follows the lines of Step 1. The method of doubling of variables of Kruzkov also works for Kruzkov
semi-entropies, and gives that

O’y (u, k) + Ot (u, k) < 0
0

J for all k € RN, implies 8, (1, (u,v) + 997 (u?,v7) < 0
Ourp (h, 0) + Dy (h, v) < } plies - 9y (u, v) + O (!, v7)

Then for all test functions 0 < ¢/ € CL((0,4+00) x J7) with JI = {0} U JJ ~ [0, +00) or (—o0, 0] satisfying
(10.6), we set

(10.8) Li(p) = Z{/(0+ - {0y (w, 0)¢f + 94 (u, 0) 0l } dtdw}

k

and using the fact that D, (GSUB GSUF) > 0, we get that I, () > 0 and also deduce that

2 {/ {ns (u,0)f + 9 (u,0)p} dida + /
(0,400) x Jk (

ki (u, v)" d:c} >0
k

0} x Jk

Panov’s traces also work for subsolutions and supersolutions, and this is also the case for the finite propa-
gation behaviour. We get in particular that |u — v|y € C°(]0, +00); L*(J)), and that

[ oo fwo-wl= [ -l
{s}xJ J {0}xJ

This ends the proof of the lemma.

10.3 Maximum and minimum of semisolutions

Lemma 10.4 (Maximum/minimum of sub/supersolutions)

Assume (2.2) with N > 1, and let G C [a,b] be a monotone Kruzkov germ.

i) (Maximum of two subsolutions)

Let u,w be two G-entropy subsolutions of (2.4). Then max(u,w) is a G-entropy subsolutions of (2.4).

ii) (Minimum of two supersolutions)

Let u,w be two G-entropy supersolutions of (2.4). Then min(u,w) is a G-entropy supersolutions of (2.4).

Proof of Lemma 10.4

We prove point i) (the proof of ii) is similar).

Step 1: checking that max(u,w) is an entropy subsolution, outside the junction point

The result of point i) should be standard, but we are not aware of a direct proof (see nevertheles Bianca,
Dogbe [24] for an indirect proof). Because we only want to check that each component max(u’,w?) is an
entropy solution on each brancj J7, we can consider the case N = 1 and drop the index j in all expressions.
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We define the entropy no(a, 8;7) := ni(aV B,v) = |aV § — 7|+, which is clearly symmetric in «, 8, and
satisfies (using oV 8 =8+ |a— 8|+)

it f>~
it g<vy

For 1. (8,7) = sign™ (8 — 7) - {£(8) — F()}, we now define go(a, 8;7) := w4 (@, BV 1) + 11 (B,7). At this
stage, it is not clear if gy is symmetric or not in «, 8, and we set

= ’l][}_l,.(Oé,B \% FY) + 1/’—&-(5,’7) - w-‘r(ﬂaa \% ’Y) - 1/’—&-(04»’7)

which is antisymmetric in «, 8. We now only consider the case a < 3, (because the other case is symmetric).

loo = Bl +B—~
lov — [+

o, B5y) = 1B+]a— Bls —ls = { } — la—BVAls +sign® (B—7)-(B—7)

dqo(a, B;7) := qo(e, B57) — qo(B, ;)

[ a<B8 [ ¥e(BVy) [vi(B,avy) [ de(y) | ¢:(8,7) [ 204(aVB,7) | dqo(e, B57) |
a<B<y || V(7)) =0 ¥i(8,9) =0 | i(a,y) =0 | ¥y(B,7) =0 || 2¢4(8,7) =0 0
a<y<B | ¥i(a,8)=0 Y1 (8,7) Yy(a,y) =0 Vi (B,7) 291 (8,7) 0
y<a<pB || Yi(e,B)=0 Yy (B,a) Yy(a,7) V4(8,7) 291 (8,7) 0

We deduce from the table that gy is symmetric in «, 8 and that 2¢4 (a V ;) = qole, B,7) + qo(8, a, 7y),
which shows that qo(«, 5;7v) = ¥4 (a V ;7). Hence we can apply the method of doubling of variables of
Kruzkov, which gives that

o (u, k; ¢) + 0zqo(u, k; c)

<0 N | .
o (w, £ ) + Bugo(w, £+ ) < 0 } for all k,¢ € RY, implies 9¢no(u, w;c) + Opqo(u, w;c) <0

ie. Ony(uVw,e)+ 0y (uV w,e) <0 for all ¢ € R. This shows that max(u,w) is a Kruzkov entropy
subsolution (outside the origin).

Step 2: checking that max(u,w) is a G-entropy subsolution, at the junction point

Here this is the simplest part. We just have to check that max(u,w)(t,0) € GUP for a.e. time ¢ > 0, which
follows from Lemma 7.16. This ends the proof of the lemma.

10.4 Proof of Theorem 2.38: properties of semisolutions for monotone Kruzkov
germs
Proof of Theorem 2.38

For the proof we refer to the table of Subsection 2.4. The result follows from Lemmata 10.2 (stability), 10.3
(Max/min) and 10.4 (L'-comparison).

11 Existence via vanishing viscosity for Kruzkov germs

In this section, our goal is to get existence (and indeed uniqueness) of G-entropy solutions to problem (2.23),
which describes scalar conservation laws on a junction. We will be able to reach the end of this program
only in the special case of Kruzkov germs G.

11.1 General strategy for the proof of existence

Here we present very briefly the general strategy of the proof of existence. We only give the heuristics,
without justification. The key idea is to get a priori bounds on the solution, and then to justify them
using some method of approximation. To simplify, we assume that J is a junction of type 0 : N, i.e. that

J7 ~ (0, 400) for all j. We consider solutions v = (u',...,u’") of
us+ (f(u)z =0 on (0, +00) x J
u(t,0) € G a.e. on (0, +00) x {0}
U = U on {0} x J

0. L*° estimate - ~
Assuming ug bounded, we first construct a bounded box [a@, b] D uo(J) such that GN|a,d| is still a Riemann
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germ on [a, b], which is not a straightforward result. We then show by the maximum principle (up to the
boundary) that u(t,-) € [a,b] for all t > 0.

1. u; estimate ,

Then for J* := J\ {0}, for two solutions u, v we have |u — v|; + (¢¥/ (u,v)), < 0 with ¥/ (u,v) := sign(u/ —
v7) - {f9(u?) — f7(v7)}. The integration by parts on (0,¢) x J* gives the contraction estimate

/ DY (u,v) +/ lu—v] < / lu — ] where DY (u,v) := Z —pf (u,v) >0
(0,t)x{0} {t}xJ {0}xJ -

for u(t,0),v(t,0) € G, because G is a Kruzkov germ. In particular for v(¢,z) := u(t + h,x) and dividing by

h — 07, we get formally
[l
{t}xJ {0}xJ

Up to a boundary layer correction term when ug(0) € G, we can show that such inequality holds true.

2. u, estimate

We write (ug): + (f'(u)ug), = 0. Multiplying by sign(u,), we get |ug|¢s + (f'(uw)|uz])e < 0. Integrating on
(0,%) x (6, +00), we get

Jo el < qul [ )
{t}x(d,400) 0} x(8,4-00) 0,t)x{d}

S/ |w+f |
{0} % (8,+00) (0,6)x {6}

which is the boundary BLN estimate. Integrating on J, and using the u; estimate, we get what we call the
interior BLN estimate on .

3. Recovering the junction condition

The previous bounds give some a priori BV}, estimates, which are sufficient for any reasonable approximation
process. Still in such approximation process, the key point is to recover the junction condition u(t,0) € G,
at the limit. This is done using a weak version of the boundary condition. Precisely, this is the following for
o= (p'...,oN) with 0 < ¢/ € C((0,4+00) x J7), and for all stationary constant solution ¢ € G

OS/) {lu = clor + 97 (u,0)n }
(0,400)x J*
Focusing ¢ on the junction point x = 0, we get for all 0 < ¢ € C}(0, +00)
0< / DY (u,c)o(t), ie. 0<Df(u,c) forall ceg
(0,400)x {0}
which implies u(t,0) € G, because G is maximal, due to the fact that G is Kruzkov.

11.2 Strategy of the proof by vanishing viscosity

Here we present briefly the strategy of the proof of existence by vanishing viscosity. Given a Kruzkov germ
G, we call f = fg its associated Godunov flux. In a first step, the existence is reached using several approx-
imations of the problem, and in a second step we relax all those approximations. We list below our set of
approximations:

1) (Boundedness)

We assume that the box [a,b] is bounded. We also work on a truncated junction Jg := J N Br(0) with
bounded branches of length R, with suitable boundary condition for x = £ R, encoded in some suitable germ
Gr and some associated flux fz.

2) (Regularized fluxes)

We consider smooth flux functions f;, fm fR,,,, instead of functions f, f , fR which are only locally Lipschitz
continuous.

3) (Regularization of the solution by vanishing viscosity)

We introduce some viscosity € > 0. We also assume that initial data is smooth, bounded and satisfies some
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compatibility conditions.

With those approximations in hands, we will be able to justify the following estimates on the solution u*®
(11.1)

usI(t,x) € [al,b7] for all (t,x) € [0,+00) X Jf{, j=1,....,N (Box estimate)

/ lug| < / lug] (Contraction estimate)
{t}xJr {0}xJRr

/ lug | < / || +/ |ug| (Boundary BLN estimate)
{t}xJs,r—s {0} xJs5,r—s (0,t)x0Js,R—s

for all small 6 > 0 with )
J57R_5 = (Jﬁ BR_5)\35

Once we have estimates (11.1), it is sufficient to get BV bounds on the solution u¢, locally outside the origin
2 = 0 and outside x € dJg. We can then remove fluxes approximations 2). Then notice that all ¢ € G
are solutions for x ¢ 0Jg, while all cg € G are solutions for all z # 0. This allows us show the following
property with ¢ € Lip([0, +00) x Jg;Ry)

/ |u —C|s0+/ {lu — clor + ¥f (u, ) pr } > —£C,,
{0}xJr (0,4+00)xJr

for all ¢ € C.([0,+00) x Jg) andall ceg
(11.2)

/ [u® — crlp +/ {lu® = crler + 07 (v, cr)pa} > —2C,
{0}xJr (0,4-00) x IR

for all ¢ € C.([0,4+0) x (JR\{0})) and all cr € Gr

We can then remove the viscosity approximation 3) with &€ — 0. We end up with entropy solutions with
zero viscosity on the bounded junction Jg. The boundary conditions at = 0 and x € 0Jg then follow from
(11.2).

In a final step, we can consider the limit R — +o00, and recover the desired solution on the full junction J.

As a guide for the remaining part of this section, let us indicate the flux fr that we choose. For
o= (-1,...,—1), and given some pg € [a,b], and p = (p',...,p") € [a,b], we set for all j =1,..., N

(11.3) f}]%(p) = GgF (pj,p%) and J]j2 ~ (0, R)

where G¥’ is the standard Godunov flux associated to f7.  Then the associated germ is Grp =

{pelabl, fa) =10}

In order to simplify the presentation, we will also use extensively the following result. It is a reduction
result for a problem with viscosity € > 0 on the full junction J. Its proof is straightforward.

Lemma 11.1 (Reduction from n : m junction to 0:n + m junction)
Assume (2.2) with N > 1, and let G C [a,b] be a Riemann germ with respect to (J, f) of orientation
o e {+1}N with JI ~ o . (—0,0), with Godunov fluz f := fg : [a,b] = RN. Let u® be a solution of

w4 (fI(u)), = eus) on (0,4+00) x J7
(11.4) fi(usd) —eus?d = fj(ug) on (0,400) x {0}
s = on {0} xJ

Define the following type of reversion transform

~j ~€,] 79 £3(pd ij L (ﬂj($)a ua’j(t’x)v ij fj(pj)a fAJ(p)) Zf o) =~1
(g (), u™ (¢, ), J7, f7(p’), 1/ (p)) -—{ (ﬁg(%% Wit —x), —JI, —fi@ph), —fip)) if oI =1
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Then u® solves (11.4) if and only if @ = (aS', ..., a5"N) solves
it + (@), =izl on (0,400) x T
fﬂ( J)—eiyd =) on (0,+00) x {0}
s = on {0} xJ

and junction J is of type 0 : N with J7 ~ (0, 4+00) for all j.

11.3 Viscous regime for truncated junction with regularized fluxes

Lemma 11.2 (Existence in the viscous regime for truncated junction with regularized fluxes)

Assume (2.2) with N > 1 with junction J of type 0 : N and bounded bozx [a, b]
—1) = —or € RY and let us consider functions for all j =1,...,

and o =(—1,...,

f777fR17 RN —>RN
fn»fn,fRn € Wl OO(RN RN)

fo=(f o Y with f)
P fj( ) is nonincreasing
P fR (p) s nondecreasing

R—R

(11.5)

CRN. LetR >0, Jg := JNBg
N and p € RN

o9 - (f1(0)) i

o+ ()i —as

<o’ filal)
< op - fila?)

for all p € la,b]
> o7 fi(¥)

> o ()

Assume that the initial data ug = (u}, ...,
i) (Existence)

Then there exists u® = (u®7)j—1, . N with

(11.6) w7 1 [0, +00) X Jh —

solution of

ud) satisfies ul) € C’oo(jlja; [a?,b7]) with JI]'% o~

(0,R). Lete > 0.

la?, b7]

I+ (fj( 9N = eusd on (0,400) x JIJ%
(11.7) ( Iy —euSd = f%( ‘) on (0,400) x {0}
Fusd) —eusd = f, (wF)  on (0,-+0) x {R}
with initial condition
(11.8) usd =) on {0} x Jb
In particular we have usJ € 02 24([0, 4+00) x jlj%) for all a € (0,1).
ii) (Further regularity)
Assume moreover that the initial data ug satisfies the following compatibility conditions for all j =1,..., N
J(ul) — e(ul),. = i -
(11.9) Z(u?) E(Ug)x 1}<u0> for =0
n(uo) —&(up)s = me(Uo) for z=R.

and that we have the following additional regularity

(11.10) Far Iy Frn

loc

e W2 (RY; RY)

Then the solution has regularity u®J € C 2 ’2+a([0, +00) X J&) for all a € (0,1).
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Proof of Lemma 11.2

First notice that, up to rescale the PDE in space and redefine properly the functions f;, f,,, fR,,,, we can
assume that ¢ = 1.

Step 1: first global existence result

We can apply Lemma 15.7 to h(u) := —f,,(u), go(u) := fn(u) _jn(u) and gr(u) == me(u) — fn(u). We get

the existence of a global solution u = (u',...,u") with v/ € C2,%([0, +00) x JL) for any a € (0,1), of
ur + (fy(w)e = tax on (0,+00) x J5
fo(u) —ug = fy(u) on  (0,+00) x {0}
(11.11) i
fo(u) —uy = fray(u) on (0,+00) x (JNOBR)
u = ug on {0} xJf

Step 2: Box bounds (11.6)
In order to show that the solution u stays in the box [a, b] if the initial data is, we want to use the maximum

principle. Recall that fn, fR,,? satisfy the barrier bounds (the two last lines of (11.5)). Given some index j,
we want to show that the solutions satisfy for instance

(11.12) ul <
Given the PDE on the branch J%, i.e. (w/ —b), + (fi(w/) — fi(b7))s = (u/ — V)4, and multiplying it by
sign™ (u/ — b7) (or an approximation of it), we get (with wf’ defined in (2.25))

(Ju! =0 4)e + (3 (W, 07)s < (W) = V|4 )aa

and integrating over Jf% ~ (0, R), we get

=R
4 Cu? =B+ {wﬁ (u?, b)) — sign™ (v — b])u;} (t) <0, ie. 4 =V +D7 <0
dt {tyxJ% =0 dt {t}xJg
with
DI = sign® (u V) { flog () = 0N}~ sient @l ) { ) - @)} =D+ D

Recall that at = 0 with J7 ~ (0, +00), we have f% (P)|pi=bi < f,g(bj)7 where we have used the two last lines
of (11.5) for fn and 07 = —1. Recall also that the map I — fi(p) is nonincreasing. This property implies
that D) > 0. Similarly, at x = R with JIJ%A: (0, R) (and 0% = 1), we have ff%m(p)mj:bj > fg(bj), where we
have used the two last lines of (11.5) for fr, and o, = 1. This shows that D7, > 0. Hence

d o
Gl vl <o
dt Jisyx i,

Because the initial data satisfies ug) < b7, this shows that u/ < b/, i.e. the maximum principle. All those
arguments can be made rigorous, as it is classical. Similarly, we show the other bounds, and get that
u(t,x) € [a,b] for all (t,x) € [0,4+00) x Jr. Notice that regularity C’fz’a’ of the solution u® follows from i) of
Lemma 15.7.

Step 3: further regularity

Notice that point ii) of the lemma follows immediately from assumption (11.9), additional regularity (14.7)
and from regularity results ii) and iii) of Lemma 15.7. Finally, changing the variables back from ¢ = 1 to
the original €, we get the results for the solution u¢ of (11.7). This ends the proof of the lemma.

Lemma 11.3 (Contraction-dissipation in the viscous regime for 0: N junction J)
We work under assumptions of Lemma 11.2 i), and assume that u®,v® are two solutions of (11.7) with
respective initial data ug,vg. Then we have the following Kato inequality

(11.13) / |u® —v%| + / Df"(ue,vs) —|—/ DfR’”(us,vE) < / |u® — v®|
{t}xJr (0,t)x{0} (0,6)x{R} {0}xJr
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with
Df" (u,v® Z(ﬂ 1/)f (u®,v%) and wfg(ug,ve) = sign(us’j—vs’j)-{ 7(uf) — Aj(va)} with 0! = —1

and

DI 0f Za] wfﬂvu v¥)  with ol = 1.

Moreover, for every test function 0 < ¢/ € C’Cl([O7 +00) x J7) such that

(11.14) ¢’ (t,0) = ¢*(t,0) = (t,O) for all indices j, k
. YI(t, R) = o*( ,R) o(t,R) for all indices j,k
we have
/ D]gn(u&"vs)(p_"_/ DfR,n(uE’va)sp
(0,+00)x{0} (0,400)x{R}
(11.15)

< eCryep +/ [u® —v%[p +/ {‘“6 — %y + 1/)f"(usave)%c}
{O}XJR (O,JrOO)XJR

where Cr,, depends on R and ¢ and is independent on e.

Proof of Lemma 11.3
Step 1: preparation
Consider 6, : R — R a (symmetric) approximation of the absolute value with

1 if y>v
O,(y) =4 vy if [yl <v
-1 if y<-—v

Now multiplying by €/, (u®J — v=7) the difference of the two PDEs satisfied by v/ and v, we get the very
classical estimate (at least in the sense of distributions)

(11.16) 9,0, (u — v7) + 5}1/)5% (uf,v°) + AJ = (0, (u®7 — v%7)) gy — €0 (U — v |(uF — v=7),|?
where 1/)537 (uf,v%) == 0! (us7 — =) - {fg(us) - fg(ve)} with fg(uf) = fg(uf’j) and
AL = AL 0% = 0L — o) {f3(F) = [0} - (07 = 09,

Now, following the ideas of [23], we have the monotone convergence for any radius R > 0
(11.17) / |wg| do — |wg| dr =0 as v—0
[0, RIN{|w|<v} [0, R)n{w=0}

where the equality to zero is classical for w € W2([0, R]). This implies that A7 — 0 in the sense of
distributions as v — 0, and using 6 > 0, as v — 0, we recover the standard result in the sense of

distributions _ _ , _ '
Ap[us? — v | 4 BppTn (U, 0°) < elufT — v |4y

where 177 (uf,v%) := sign(us7 — v=79) - {fﬂl(ue) - fg(vs)} To simplify the notation, we set
0 (u® — v%) == 0, (us7 — v=7)

0] (u® —v%) == 0, (u™7 —v"7)
00 ) = (w5 — )
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Multiplying first (11.16) by a smooth nonnegative test function 0 < @7 € C°([0, +00) x jf%), we get by
integration by parts on J% ~ (0, R)

J

—/ 0] (u” — %)y —/ W (uf 0%) +/ Ul (uf, 0F )
{O}Xin (0,400)x {0} (0,40)x{R}

- {GW )l 4l <uf,v€>wg} w[ o A
(0,400) x J% (0,+00) x J5,

- / (003 (4" — v%))o? — bl (u® — o)l } - / (003 (4" — v%))o? — b (u” — o)l }
(0,4+00)x{R} (0,400)x {0}

b [ e - )l - ) P
(0,400)x J% (0,4+00)x J%
Using the fact that the solutions satisfy
wZ" (uf,v%) — e(09 (uf —v¥)), = z/)f/“ (us, v°) on =0
1/)1]:” (uf,v%) — (09 (uf — v°)), = d)l{R”’ (uf,v®) on r=R

(which is already satisfied by the initial data), we get

/ fontue oty = [ ol (07!
(0,4+00)x{R} (0,4+00)x {0}
< / 63 (u” — F)d — / 03 (u — %)l + / B — ),
(0,400)x {0} (0,400)x{R} (0,+00)ng
s e [ o - o el e )
{0} x J%, (0,400) x J3

_/ AIJ;(‘DJ'
(0,400)x J,

In the limit » — 0, this gives with the special convention |[u® — v¥|7 := |u®J — v=J|

(11.18)
{/ Z/}flj%v"(us,va)cpj +€U€U6|jﬁpgc}{/ ¢fg(u€7vﬁ)¢j+g|uﬁvf|j¢i}
(0,400)x{R} (0,400)x {0}

= / .6lus—vslj<ﬂiw+/ | Ius—vsWH/ . {|us—vglj<pi+¢f5(us,v5)<p%
(0,400) x J% {0} xJ% (0,400) x J%

Step 2: proof of (11.13)
For s > 0 and ¢’ (t,z) := 1[4 (¢), and summing on j in (11.18), we get (11.13) with ¢ replaced by s.

—

Step 3: proof of (11.15)
We come back to (11.18) with general test function ¢’ satisfying (11.14). We now consider a constant
M > max max(|a’|, |[b’]). Summing over indices j, we get

J

/ i f)o+ [ DIt v
(0,+00)x{0} (0,+00)x{R}

N N
< 2EMC§#,+Z/ |u5—v5|jgﬂj+2/
=171 j=1(

{luf = Pl + (e, v%) el |
0,+00) X JI

0}xJi
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where C%, , is a constant only depending on R and ¢, and we set Cg,, := 2MC% . This is (11.15). This
ends the proof of the lemma.

Corollary 11.4 (True contraction in the viscous regime)
We work under assumptions of Lemma 11.2 ii). We assume that u® is a solution of (11.7) with initial data

ug satisfying in particular compatibility conditions (11.9). We assume moreover that fn and fR,n satisfy for
allj=1,...,N

=0ify = Y 1oy
ke{l,...N}I\{s}
(11.19) on [a,b]

0ifh, = > 10ifE,l
ke{l,...N}\{j}

Then we have

(11.20) / |u® —vf| < / |u® —v®
{t}xJr {0}xJR

Moreover we have

(11.21) Y T
{t}xJr {0} xJr

Proof of Corollary 11.4 )

Notice that assumption (11.19) implies D7 > 0, D/®#» > 0 on [a,b]?. Together with (11.13), this implies
(11.20). Second inequality (11.21) follows from the choice of v¢(t, z) := u®(t + 7, z), and dividing the differ-
ence by 7 and passing to the limit. Here, we use in particular regularity of the solution up to the time ¢ = 0
with usd € cﬁﬁw ([0, +00) x J%), where we have (u7)(0,-) = (u})suw — (1) (u}) - (u})s. This ends the
proof of the corollary.

Lemma 11.5 (Boundary and interior BLN estimates for a single truncated branch)
Assume (2.2) with N =1, and denote J* = (0, +00), and the truncated branch J}, := (0, R) for some R > 0
and a bounded interval [a,b] C R. Consider f, = fl € (W->n I/Vlicoo)(]R, R). For e > 0, we consider a

"
8 -
solution u® € C,i:2’2+5([0,+oo) x Jh;[a,b]) for some B € (0,1) of
ui + (fy(u))e = cuz,  on (0,+00) x Jp

Then for any 6 € (0,R/4) and t > s > 0, we have

/ [us| < / [us | + / lug | —|—/ lug | (Boundary BLN estimate)
{t}x(8,R—0) {s}x(8,R—0) (s,t)x{d} (s,t)x{R—06}

where the lateral integral lies in the bracket.
Moreover, we have

(11.22)

/ lu| < / |ug |[+6~1 / || +/ |usg | (Interior BLN estimate)
[t} x (25, R—265) {s}x(5,R—8) (5,8)x (5,25) (5,8)x (R—26,R—8&)

Proof of Lemma 11.5

Step 1: Boundary BLN estimate

Recall that the classical BLN estimate (14) in Bardos, Leroux, Nedelec [23] holds for zero Dirichlet boundary
conditions. Here we do not assume any boundary conditions, but get a sort of BLN estimate up to the
boundary, that we simply call boundary BLN estimate. We follow quite closely the ideas of the proof in [23].
Precisely, we adapt the estimate on u,. We take the z-derivative of the PDE for u := u®

Otig + 0pF = e(ty)ge  with  F 1= (f,(1))s
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and multiply by 6/, (u,), we get
(11.23) 040, (ug) + 0Py + B, = (0, (tz))ae — €0, (U |tiga|*

with @, := F-0],(uy), By := —F - 0] (ug)Ugq and |F| < L|ug|, where L is the Lipschitz constant of f,. Hence
we have B, — 0 as v — 0 (like in (11.17)). Therefore, as v — 0, it gives O|uy| + Oy {F - sign(uz)} — 0 <
€(|tz|)za, which is not good enough. Indeed, we must use the PDE, in some sense on the artificial boundary
xz € 9(0,R—9).

We now do the proof formally and explain later how to make it rigorous. Integrating (11.23), we get
00, (uz) + [Pulyy,, +/ B, =e[(0v(uz))zlpy, ; — / €0 (ug)|uze|®  With  Jgs:= (5, R —9)
JR,s ' JR,s ' R,s

Now the PDE is valid up on the boundary, i.e. u; + F = €uy, on (0,400) X dJg 5. Hence, multiplying by
0, (us), we get
[‘I)V]SJR,(; = [{eues —w}- ‘%(uxﬂmm

= |:{€(01/(u1)))1‘ — Ut - ellz(uz)}a.]a,a

Hence this gives

048, () + [—ue - 0]y + / B, = / 0! ()t
’ JR,s

JR,s R,5

Integrating in time on (s,t), and using |0/, < 1, we get

/ 9mm+/ &g/ emm+/ |t
{t}XJRyg (s,t)XJR,(; {S}XJR’(; (S,t)X@JR’g

Passing to the limit v — 0, we have B,, — 0 and get the boundary BLN estimate

(11.24) / |ug| < / |tz | +/ gl
{t}XJRyg {S}X.]Ryg (s,t)anR,(;

Now this formal proof of (11.24) can easily be justified using test functions as in the proof of Lemma 11.3.
Step 2: interior BLN estimate

From the boundary BLN estimate, we can always deduce an interior BLN estimate as follows. We follow an
idea introduced in Lemma 4.2 in [25]. Replacing 6 by 2 > 0 in (11.24), and integrating (11.24) for h € (4, 26),
we get (dividing by ¢)

5t dh/ lug| <671 dh/ [ug| + 671 dh/ |
(5,25) {t}XJR,h (5,25) {S}XJRYh ((5,25) (s,t)xBJR,;L

and then
/ |ux|s/ |ux+51{/ \ut\+/ |ut|}
(6} 25 {s}xTns (5,6) % (6,26) (5,6) X (R—25,R—3)

which is (11.22). This ends the proof of Lemma.

11.4 Removing regularization of the fluxes

Proposition 11.6 (Existence in the viscous regime for truncated junctions)
Assume (2.2) with N > 1 with junction J of type 0 : N and bounded box [a,b] C RN. Let R > 0 and
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o=(-1,...,—1) = —or € RY and let us consider functions for all j =1,...,N and all p € [a, V]
f;JfRAI [a,b] — RV,

fofs fr € Wh([a,b]; RY)

F=UY e N with f7: [, ] — R

(11.25) o

o (fI (P pr=as <07 fI(a?)
o (fé(p))w:aj <o} f(a?)

ol ([ (P)pimpr =07 (1)
or ([aP)pi=pi > 0og - f7(V)
We assume moreover that f and fR satisfy for allj =1,...,N and a.e. on [a,b)

;7= > 1of"
ke{l,...N}\{j}

(11.26)
0;fh> Y. 10,k
ke{1,....,N}\{j}
Assume that the initial data ug = (ud,. .., ud)) satisfies
(11.27) ul) € C°(Jh;[a?,V])  with Jh =~ (0, R).
Let € > 0.
i) (Existence)
Then there exists u® = (us’j)jzlw,N with
(11.28) w7 1 [0, +o0) x Jh — [a, V]
solution of
w4 (f (), = eusd on  (0,400) x J4

(11.29) Fu?) —eul? = fI(u) on (0,+00) x {0}

Fus?) —euz? = fpw)  on (0,400) x {R}

where the boundary conditions are satisfied in a weak sense (i.e. against test functions) and with initial
condition

(11.30) usl =) on {0} x Jb

In particular we have usJ € wa’a([(), +00) X J&) for all a € (0,1).
ii) (Additional bounds)

Assume moreover that the initial data ug satisfies the following compatibility conditions for all j =1,...,N
(11.31) { Fi(up) = e(up)e = f/(uo) ~ for w=0
I (uh) — e(uh)e = fh(uo) for =z =R.
and set
. {iem e = UtDe | o g0y ey with T o= T\ 0)
x T 0)x

Then we have the following bounds for all t > 0

(1133 Y T
{t}xJr {0} xJr
and for all § € (0, R/4)

asy [ i< [ il [ uf
{t} % (26,R—26) {0} % (6,R—6) (0,6) % (5,25) (0,)x (R—28,R—5)
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Proof of Proposition 11.6

We first notice that (11.26) implies on [a,b] and for all j, the map p? — f7(p) is nonincreasing, while the
map pJ — fi—i(p) is nondecreasing.

Step 1: Extension of the fluxes to the whole space

Let us simply extend f7 : [a?, '] — R by continuity to a function still denoted by f7 : R — R, with constant
value f7(a’) on the left, and constant value f7(b7) on the right of the interval [a’,b/]. This automatically
extends to a bounded and Lipschitz continuous function f : RV — R¥ (with our standard abuse of notation).
We now want to extend the bounded and Lipschitz vectorial functions f, fr : [a,b] — RY to the whole RY.
We only do it for f (this is similar for fz). We first notice that the first line of (11.26) for j means

(11.35) —9,;f7 > S wpdiff forall wjy € {1}
ke{l,...N}\{5}
which is equivalent to the fact that the map

Pl (p) = /7 (p) + Z wjkfk (p) is nonincreasing.
ke{l,...N}\{sj}

Step 1.1: extension along p!
We now first extend f along the first coordinate p* as follows for p’ = (p?,...,p") € I}, := |

.....

- Ji(al,p’) for p! <al
fohp) =9 fhp)  for p'€lal,b]
fotp)  for pt>b!

Notice in particular that p* — hl(p) is also nonincreasing on IT; := R x II}, because f is constant in p! on
{pl < al} and also on {pl > bl}. For j # 1, the maps p’ + hJ (p) are also nonincreasing on II;, because
this is already the case for any fixed p! € [a!,b!], and in particular for p! € d[a’, b']. Moreover, for all j, the
maps f7 are also bounded and Lipschitz continuous on II;.
Step 1.2: extension along p?
Now for p' € R and p” := (p?,...,p") € I} := [T=s. . Nlal, b], we set

f'a®p")  for p? <a?

fh e ") =9 fhp%p")  for p*ea?b?
f(ph, b2, p") for p? > b2

which extends f to Il := R? x II4. Exactly the same reasoning as in Step 1.1 applies and shows that
p? + hI (p) is nonincreasing on Il for all j, and that f is bounded and Lipschitz continuous on Il,.
Step 1.3: induction and conclusion
We do the proof by induction on j, and finally get that p’ — hJ (p) is nonincreasing on Iy := RY for all
w and for all j. For all indices j, this shows that —0; > Z |0, f*| a.e. on RN. This implies
ke{l,...N}\{j}

in particular that p/ — f7(p) is nonincreasing for all j. Moreover the map f is bounded and Lipschitz
continuous over RV. We conclude that the extensions f, f , fR :— RY are bounded and globally Lipschitz
continuous. Moreover f, fr satisfy (11.26) a.e. on RN and

Lip(f/;R) = Lip(f7;[a’, b))

Lip(f;RN) = Lip(f; [a,])

Lip(fr;RY) = Lip(fr; [a, b])

Step 2: Regularizations
Step 2.1: Regularization of the fluxes
We now consider some nonnegative function p € C°(R) with [, p = 1. For some n € (0,1] and for p =
(pt,...,p"), we set p,(p) := e~ p(n~'p) with the product p(p) := p(p')...p(p"). We set the mollifications
Gy = f *pw py and grp = fr g~ pn- Applying mollification in (11.35), we get

- j.@% > Z ijaj.@:; for all wjy € {1}
ke{l,....N}\{j}
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which shows that —@-Q% > Z |8]-§7’;| on RY. This implies that g,, §r,, satisfy (11.26).
ke{1,.... N\ {5}

We now set the regularized fluxes fn(p) = gn(p) — p{p —m} and fR’n(p) = gn(p) + p{p —m} with m :=
a+b

and p = /0. Then fnv fR,n still satisfy (11.26). They satisfy moreover the four last lines of (11.25)

for our choice of ¢ and for 7 > 0 small enough. We also consider f, := f g~ p,, which satisfies fg = fI*r py
with p,(x) := n~*p(n~'z). Moreover we have

Lip(f7;R) < Lip(f7; [a?,07])
Lip(f;RY) < Lip(f;[a, b))

Lip(frn; RY) < Lip(fr;[a, b])
Step 2.2: contraction-regularization of the initial data
For v € (0,1), we contract ug, defining ug, :=m+ (1 — v)(ug —m) with m := ‘ITH’. Let 0 < 8 << v. Then
for v > 0 small enough, we have g, (z) € [a,b]_p = H [a? + B,/ — B] for all x € [0, R]. Then we
extend ug,, outside the interval [0, R] in a C* function such that ug,, () € [a,b]_g/, for all 2 € R, and such

that g, takes a constant value ug,,(—1) for # < —1 and the constant value ug , (R+ 1) for z > R+1. Now,
consider the mollification vg ., := o, *r py- It satisfies

(11.36) Vo,un(7) C la,b]_g/2 forall zeR.

We want our approximation to satisfy compatibility conditions (11.31). To this end, we now consider a
function ¢ € C°([0, R.)) with R, := min {1, R} and n € (0,1] such that ¢, (z) = ny(n~'z), ¢¥(0) = 0 and
W(0) = 1. Setting X = e~ { £ = i } (00,00 (0)) =0, (0) and A i= =™ { £y = Fry } (Vo (R))~ b1 (R),
we see that the function

wo () == vo,un(x) + Mpy(x) — Agtpy(R —2) for x €0, R]

satisfies

fﬂl(wé) —e(wd). = fém(wo) for z=R.
From (11.36), we deduce that for 1 small enough, we have wo(x) C [a,b]_g/4 for all z € R. Hence
Fos Fos Fry € W22 (RN RN satisfy (11.25)-(11.26) and wy satisfies (11.27), (11.31).
Step 3: A priori estimates o
Let us call U = uj,,, the solution given by Lemma 11.2 for fluxes (f, fy, fr) and initial data ug ., = wo.

24« .
’2+a([07—|—oo) x J},) for all @ € (0,1). From (11.21) and (11.22) , we get

{ Fud) — el = fllwo)  for z=0

We have in particular U7 € C,
(11.37) 4
Ui(t,x) € [af,b7] for all (t,z) € [0,+00) x Jh

[ was [
{t}xJr {0} xJr

/ \leé/ |Ux|+51{/ |Ut|+/ Ut|} forall 8¢ (0, R/4)
(£} x (26,R—26) {0} % (5,R—0) (0,6) % (5,25) (0,) % (R—25, R—3)

where

2
s T

with Wo = Uo,v,n

{ Ui(0, ) = e(wo)zz — (fn(wo))a
Uw(07 ) = (w0)$

We make a discussion for Uy(0,-) (the discussion is similar and simpler for U, (0, -), and we skip it). Notice
that we have U;(0,z) = A(z) + B(z) with A(z) := €(vo,u,n)zz — (fn(v0,0,))s and B(z) := U] (0,z) — A(z).

Moreover, we have

limsup |A7(2)| < e|(ud)we ()| + Lip(f7; [a, b]) - |(u))o(z)| for all z e (0, R)
(v,m)—(0,0)
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and
|Aj|Loo(07R) <1+ 5|(ué)m|Lm(0,R) + Lip(fj; [a,b]) - |(u%)z|Loo(O7R) for (v,7n) close enough to (0,0)

The contribution to B only arises through the functions 1, (=) and 1, (R — ). Because [¢;/[11(0,r) < C and
|supp(t)y)| — 0 and X\, Agp — 0 as (v,1) — (0,0), we deduce that |B|z1(0,z) — 0 as (v,n) — (0,0).
Step 4: Removing regularization of the fluxes

Setting Klug] == > {g\(ug)m\woﬁ) + Lip(f7; [, b]) - |(ug)m|L1(o,R)} and K'[ug] = 1+ K[uo], and for
j=1,...,.N
(v,m) close enough to (0,0), from Step 3 we get

Ui(t,z) € [a?,b7] forall (t,z) € [0,+o0) x J}

|U SK’U;O
(11.38) /{t}XJR i [to]

/ vl < [ [(u0)e | + 07 K'[ug] for all 5 € (0, R/4)
{t} % (26, R—26) {0} % (6,R—36)

We conclude from the compactness of the inclusion BVj,. CL}, ., that up to extract a subsequence (and using

a diagonal extraction argument to cover [0, +00) x Jz), that we have
U=u,, —»u® in L,.([0,+00) x Jg) as (v,1) — (0,0)
From (11.37), we deduce that

usI(t,x) € [af,b1] for all (t,x) € [0,+00) x J4

Y T
{t}XJR {O}XJR

/ lus| < / Jug | +6~" / [us] Jr/ [us] forall ¢ € (0,R/4)
(£} x (26,R—26) {0} x (5,R—5) (0,)% (5,25) (0,¢) x (R—25,R—0)

where u® satisfies (11.32). Moreover we can pass to the limit in the PDE (and its weak formulation). There-
fore u® solves (11.29) with initial data as in (11.30) with ug solving (11.31). Finally Lemma 11.2 shows that

usd € cff([o, +00) X jfé) for all « € (0,1). This ends the proof of the proposition.

11.5 Removing the viscosity

Proposition 11.7 (Existence for truncated junctions)
Assume (2.2) with N > 1, nondegeneracy condition (2.16), for a junction J of type 0 : N and bounded box
[a,b] C RN, Let R > 0, Jg := J N Bg with J5 ~ (0,R) for all j and 0 = (—1,...,—1) = —og € RV,

Assume that f, f, fr satisfy (11.25) and (11.26). Assume also that G = {p e ab], f(p)= f(p)} and

Gr = {p € [a,b], fR(p) = f(p)} are two Kruzkov germs respectively at the junction point x = 0, and at
the junction point r = R. _ o
Assume that the initial data ug = (uf, ..., ul’) is of bounded variations, i.e. satisfies u) € BV (Ja;[a?,b]).
i) (Existence and uniqueness)

Then there exists a unique u = (uj)jzl ,,,,, N with
(11.39) w1 [0, +00) X Jh — [, V]
entropy solution of
wl + (ff(u?))e =0 on (0, +00) x Jiz
(11.40) i) = J(u) a.e. on (0, +00) x {0}
W) = fhu) a.e. on (0,4+00) x {R}
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where the boundary conditions are satisfied in the sense of strong traces and with initial condition
(11.41) W =u) on {0} x J}

Moreover we have
u € Lip([0,4+00); M(JR))

with J} = Jr\ {0} and M(J},) denotes the set of measures on Jy. For w = (w',...,w"), where each
j ; J ; ; — j )
w’ denotes a finite measure on Jy,, the associated norm is defined as ‘w|M(.]1’§{) = Z |w]|M(J}]%), where
j=1,..,.N

M(Jlj%) is the set of (real valued) measures on the open interval Ji, ~ (0,R) and | - |M(J}j?) is the total
variation of the measure. '
ii) (Additional bounds)
Then we have the following bounds for a.e. t >0
(11.42)
L:= sup Lip(f7;[a?, b))
J=1,.,N
[ut(t, ) mrz) < Ll(uo)a|pmers) + Ko - with o o
Koi= > {107 = Pl +1(7 = fh)(uo(R)|}

j=1,...,.N
and
(11.43) e (6 ) M a5\ Bas) < (1407 L) (u0)elm(szy + 6 Ko for all 6 € (0, R/4)

Proof of Proposition 11.7

Consider the solution u® given in Proposition 11.6 for the fluxes f, f , fR and some initial data u§ which
approximates the function ug and which is described below.

Step 1: definition of the smooth initial data u§ . ' 4
Precisely, because ug € BV (J}), we deduce that ) has a two limits u)(0) and u(R). We then extend uj)
by the value u(0) for # < 0 and by the value u?(R) for z > R. We get the BV semi-norms [ué}BV(R) =
[ué]BV(JIj%) = |(u%)$|M(JIj%). For v € (0,1), we then contract ug, defining ug, = m + (1 — v)(up —m) with

m = "T*b. Let

(11.44) 0<fB<<v
Then for v > 0 small, we have ug,(x) € [a,b]_p := H [’ + 3,07 — f] for all 2 € R. For n,u >
j=1,..,N

0, using the notation p, = n~'p(n~*) and ¢, = pwp(u~'-) of Step 2 of the proof of Proposition 11.6,
€

we set v, = Ugy *r Py : R — [a,b]_g. Setting A := e7! {f — f} (v0,0,,(0)) — v('),l,)n(O) and \p =

et {f - fR} (vo,u,n(R)) — v, (1), we see that
ug(z) == v0,09(z) + Mu(x) — A (R—2) for z€|0,R]

satisfies

{ f(ug) = e(uf)e = f(ug) for 2 =0
f(u§ :

(u§) —e(ug)e = fr(u) for x=R.
Notice that for
(11.45) p<<n<<e
we have in particular ug .. (%) € [a,b]_g/, for all 2 € [0, R].
Step 2: a priori bounds
Using (vo,v.n)as = (U0,0)z *r (Pn)s and (11.44)-(11.45), we get

5|(U(j),u,n)zx|Ll(Jﬂ) < 5|(“€))@|M(R)‘(Pn)m|L1(R) = 57771[u€)]BV(J1]§)|pr|L1(R) —0 as =0
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and
8|()‘jw;t)ww|[,1(]£) = <C:|/\j||¢N|L1(O,+oo) — |(fj - fj)(UQ(O))| : |¢”|L1(0,+oo) as (67 V) — (070)

and similarly 4 ' ,
)il < 1)Lt a1 ) = )
and
|(>‘jwu)x|Ll(Jj%) = |)‘jﬂ‘ : |w/|L1(O,+oo) —+0 as £—=0

Notice that ¢'(0) = 1 and ¢ € C¢°([0,R.). Hence we can find a sequence of such ¢™ such that
(™) L1 (0,400) = [(¥™) ] BV (0,400) — 1, where the limit is the BV semi-norm of Heaviside function. Setting

Kol = 37 {107 = ) (o (O)] + (7 = F)uo(R)] +Lin(7: [a,b) - [l pviomy o K'luo) = 14K uo

and for (e,v) close enough to (0,0), we deduce from (11.38) that for all time ¢ > 0
usI(t,x) € [af, 0] for all (t,x) € [0,+00) x J4
[ug () amrg) < K'uo)

U5 (6 ) M a5\ Bas) < [0l BV(ag) + 07 ' K'[ug] for all 6 € (0, R/4)

1

locr We get that, up to extract a subsequence, we have

From compactness of BV, C L

ut —u in L} ([0,+00) x Jg)
as (eg,v) — (0,0)
u§ —ug in LY(Jg)

From the semi-continuity of BV norms/total variations of measures, this implies in particular bounds (11.42)
and (11.43).

Step 3: test function formulations

Recall that (11.15) holds true for two solutions u®,v® and fluxes satisfying assumption (11.5).

Step 3.1: interior formulations

In the special case where the test function satisfies ¢ = (0,...,0, ©7,0,...,0) with 0 < goj € C°([0,+00) x
J}), relation (11.15) still holds true if the solutions are only solutions on (0,+00) x J3. In particular, we

can choose v¢ = ¢ := (0,...,0,¢7,0,...,0) for any ¢ € [a?,b’]. This gives
0§5OR,¢+/ _ IUE’j—ch“r/ | {Ius—cj|<p§+¢fj(u5,c)<ﬂi}
{0} xJ% (0,+00) x J5%

In the limit € — 0, we recover for all ¢ € [a’, V]

o< [ pd-clei+ [ {lu-lel+ 6P o)
{0} xJg (0,400)x J

which means exactly that u/ is an entropy solution of (11.40) only on (0, +00) x J{% and with initial data u%.
Step 3.2: boundary formulation at x =0 4

In the special case where the test function satisfies o = (!, ..., ™) with 0 < 7 € C2°([0, +00) x (J5U{0}))
with 7 (¢,0) = ¢*(¢,0) for all k,j and all times ¢ > 0, then relation (11.15) still holds true if the solutions
are only solutions on (0,4+00) x Jg, where we recall that 0 € Jg. In particular, we have for all v* :=c€ G

0= / DI (uf,e)p < eCry +/ |ug — cle +/ {u = e + %7 (u, ) pa }
(0,400)x {0} {0} xJr (0,400)x I

In the limit ¢ — 0, we recover 0 < / lug — clg + / {lu— clor + %7 (u,¢)p, }. Now we can
{0}xJr (O,+oo‘)><.]R
find a sequence of test functions approximating the functions ¢? (¢, z) = ((t) max {0, 1-— 7’190} for all j and
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~v > 0. Using nondegeneracy condition (2.16), we deduce from Theorem 2.33 that u has a strong trace at
x = 0 for a.e. time ¢t > 0. Therefore, in the limit v — 0 focusing on the junction point x = 0, we get

o< [ > fware=f D! (u, )¢
(0,+00)x{0} | (0,400) x {0}

Because this is true for any function 0 < ¢ € C°([0,+00)), we deduce that for a.e. time ¢ > 0, we have
0 < D' (u(t,0),c) for all ¢ € G. Because u(t,0) € [a,b] and G is a Kruzkov germ, we deduce from Theorem
2.21 that G is maximal and then u(¢,0) € G for a.e. time ¢ > 0. This shows the second line of (11.40).
Step 3.3: boundary formulation at © = R

The proof is similar to Step 3.2, and shows the third line of (11.40).

Step 4: uniqueness

Finally the uniqueness of the solution u follows as usual, from the L!-contraction as in i) of Lemma 10.3.
We do not repeat the details here. This ends the proof of the proposition.

11.6 Proof of Theorem 2.36: removing the truncations

Proposition 11.8 (Existence on the infinite junction)

Assume (2.2) with N > 1, nondegeneracy condition (2.16), and let G C [a,b] be a Kruzkov germ. Consider
an initial data ug with ug(J) C [a,b] such that ug —po € (BV NLY)(J) for some po € [a,b] NRYN. Then there
exists a unique G-entropy solution u of (2.4) with initial data ug.

Proof of Proposition 11.8 and of Theorem 2.36

Step 1: reduction to a bounded box

Because ug € BV(J), we deduce that ug is bounded. From Proposition 6.1, there exists a bounded box
[@,b] C [a,b] such that ug(J) C [a,b] and G N [a,b] is a Riemann germ on the bounded box [a, b].

Step 2: construction of the germ Gr

Let R > 0 and Jg := J N Bg and J4, := J7 N Bg. We set

fuiy = § G i T = (0, )
G” (p),uw?) if Ji~(=R,0)

where G¥’(1,]) is the standard Godunov flux associated to f7. Indeed, using Lemma 11.1 it is simpler to
work with junctions J of type 0 : IV, and at the very end of the proof to use Lemma 11.1 to come back to
the original problem. Hence in the remaining of the proof, we assume that J is of type 0 : IV, and then
J}, ~ (0, R) for all j.

Here we have

Gri={pelatl fnk)=f0)}= T with G = {p' € [o.V],  Fh(0) = F'(v)}

.....

Notice that each gf‘% is a Kruzkov germ (as any germ for a single branch), and then it is easy to check that
the product Gp is also a Kruzkov germ.

Step 3: properties of the Godunov fluxes

From now on, and to simplify the presentation, let is assume without loss of generality that [a,b] = [a, b] is a
bounded box. Notice now that the four last lines of (11.5) are automatically satisfied for the Godunov fluxes
f = fg and fr := fg,, because of the monotone bounds (second line of (2.14)) satisfied by the Godunov
fluxes.

Step 4: construction of a solution on Jr and the limit R — +oco

Therefore Proposition 11.7 applies with pg := ug(R~) and gives the existence of a solution ug of (11.40)
with initial data (ug)|s,. In particular we have fr(uo) = f(ug) at = = R. From the a priori bounds given
in Proposition 11.7, we can pass to the limit with ug — u as R — +oo. This leads to the existence of a
solution u with bounds.

Step 5: uniqueness and L'-contraction

The uniqueness and L!-contraction follow from i) of Lemma 10.3.

Finally, in the special case pg = 0, we recover the results of Theorem 2.36, and for general pg, this proves
Proposition 11.8. This ends the proof.
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12 Existence via semi-discretized schemes for Kruzkov germs

12.1 The semi-discretized scheme

Assume (2.2) with N > 1 and junction (J, f) with o € {#1}". We set the disjoint union

(12.1) Jwe=J[ J& with J§:=-0°N, for a=1,..,N
a=1,....N

For R € N with R > 3, we can also consider truncated branches

Jre=[] Ji with J§:={ke—0°N, [k|<R}, for a=1,...,N
a=1,....N

We set R® := c*R. Given some pg € [a, b], we also consider the following flux

car | GY(p™,pf) if 0%=-1
fR(p) T { Ga(p87pa7) if o@=1

where G%(1,J) is the standard Godunov flux associated to the function f<. Recall that Gr =
{p € [a,b], fR(p) = f(p)} is a Kruzkov germ with respect to junction (—J, f).

We consider functions w : [0, +00) x Jg — R with u = (u(¢)) fort > 0, k € J3 and @ = 1,..., N solution
of the following semi-discretized scheme for uy := (u},...,ud) and Az >0
GY(uf,ud, ) — G¥(uy_,uf
dyuf + (i i) W) g oy ke J2\ {0, R*}
Az
G (ud, u® _ fa
Opuig + (o) = J7w) _ for k=0 with o = —1
Az
Fou ur) — G (ue ,Ua
(12.2) Opufy + D Wi ) _ for k=0 with %=1
Az
fo — Qo (us , a
Bul + [ (ur) (ug_1, ui) —0 for k= Re with 0% — 1
Az
Go a’ « _ fa
Ogug + i Ukzl) i) =0 for k= R* with o® =1
x

12.2 Preparation

Then we have the following result.

Lemma 12.1 (Existence of a semi-discrete solution)

Assume (2.2) with N > 1 and junction (J, f) with o € {+1}" and [a,b] bounded. Assume that G C [a,b] is
a Kruzkov germ, whose associated flux if f := fg. With notation (12.1), assume that the initial data u(0)
satisfies

(12.3) uy*(t) € [a®, b forall ke Jy, a=1,...,N

at the initial time t = 0. For any Ax > 0, there exists a unique solution u : [0,400) X Jg — R of (12.2)
with initial data w(0). Moreover u(t) satisfies (12.3) for all t > 0 and u € CH1([0, +00); L= (JR)).

Proof of Lemma 12.1
We first extend the fluxes f, f7 fR from the box [a,b] to the whole space R as in Step 1 of the proof of
Proposition 11.6. We also define the extended Godunov flux G* = G/* from the extended flux f*.

Then the result follows easily from the fact that f f r and f and (G?), are globally Lipschitz continuous
functions. Then the classical Cauchy-Lipschitz theorem applies to the Banach space L*>°(Jg), and gives the
existence and uniqueness of a solution in C*1. Moreover, the fluxes f, fr satisfy the second line of (2.14)
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which implies that f, f, fr satisfy (11.25). Let us now show that u(t) remains in the box € [a®,b%]. Let
us show for instance that u$(¢) < b*. Formally, if the suppremum of u{(¢y) on k € J2 is reached at some
index ko for some time to with value ug (to) = b%, then we get for k = kg

Ga o 7ba - Ga ba’ i
(up_y,0%) (0%, uity) <0 if ko e J\{0, R}
Az
o el ba7 «
S (ug) (0%, ujty1) <0 if k=0 and o%=-1
Ax
« G(uy, 7ba —fo
Dyt (to) = (ufy_4 A) I (ug) <0 if ko=0 and o%*=1
T
Ga @ 7boc _ fo
(up_y,0%) — SR (ur) <0 if ko= R® and 0% = -1
Ax
fou — G ba, «
it Ax( din) if ko= RO and 0% =1

where in the first line we have used the monotonicities of the Godunov flux G*(1,{), while in the four last
lines, we have also used the four last lines of (11.25). This shows formally that u§(¢) < b* for all times
t>0and k € Ji. As it is usual, this can be made rigorous, using for instance classical technics proving the
comparison principle for viscosity solutions. This ends the proof of the lemma.

We will need the following easy result.

Lemma 12.2 (Comparison of entropy fluxes)
We define the entropy fluz for 'y, x,y € [a®,b%] as

U (@' ysz,y) =G (@' VY Vy) - GY Az y Ay)
where G : [a®,b%)* — R is the standard Godunov fluz associated to the function f&. Then we have
(12.4)  sign(y —y') - {G%(z,y) — G*(¢',y)} < U@,y 2,y) < sign(z —2) - {G(z,y) — G*(2",y')}

Proof of Lemma 12.2
We only prove the right inequality, i.e.

(12.5) G’ Va,y Vy) — G2 N,y ANy) <sign(z —2') - {G(x,y) — G2, y)}

Notice that the proof of the left inequality is similar.

Case A: z—2' >0

Subcase A.1: y > ¢/

Then (12.5) means G(z,y) — G(a',y') < G(z,y) — G(2',y’), which is indeed an equality.

Subcase A.2: y <y

Then (12.5) means G(z,y') — G(2',y) < G(z,y) — G(2',y’), which is true because of the monotonicity of
G ).

Case B: 2 — 2/ <0

Subcase B.1: y > ¢/

Then (12.5) means G(z',y) — G(z,y") < —{G(z,y) — G(«,y')}, which is true because of the monotonicity
of G(z",]).

Subcase B.2: y <49/

Then (12.5) means G(2',y") — G(z,y) < —{G(z,y) — G(z',y')}, which is again an equality.

This ends the proof of the lemma.

For later use, we will need the following.
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Definition 12.3 (The approximate solution u® given by the semi-discrete scheme)

We set e := Az > 0. Given a solution u of the semi-discretized scheme (12.2), we define u® = (us1, ... us™)
as
(12.6)
£, . €0 1 ($> Zf c%=-1
u®*(t,x) = uf (B)x2 " (x)  with Yx) = [ke, (k+1)e) : or a=1,...,N
()= Y N0 it ()= { Rt T

keJg

Lemma 12.4 (Entropy inequalities)

We work under assumptions of Lemma 12.1 and recall that o € {£}". Let u(t),v(t) two solutions of the
semi-discretized scheme (12.2) respectively with initial data u(0),v(0). Then we have the following

i) (Pointwise entropy inequality)

\I'z+l — Ui
2

(12.7) oW+ 2 <0 forall keldg, a=1,...,N

with for k € Z

W = |ug —vg| for kelJg
U (ug, ug 1508, Vi) if ke Jg\{R}
\I/aR('LLk,’Uk) Zf k=R Zf o — 1
U6 (g1, Vpy1) if k=-1

\Il‘lj+% =
W (ug, upy 08, vihq) if ke J\{0}
\Ifg‘(uk,vk) Zf k:() Zf o —1
U (Upt1, Vrt1) if k=-R-1

and

(' ysx,y) =G Va,y Vy) - G2 Nx,y ANy)
z z

i

{ fa
R
ii) (Integral entropy inequality)

Let u®,v® as in Definition 12.3 with € :== Axz. Define also
(12.8)

'V
V(2! z) = sign(z'* — 2%) -
ay.

[0
0
V(2 z) = sign(z'® — z

if o%=-1

g, . g,0¢ 1
U (t, x) :== Z ‘I’ng%(t)Xk’ (x)  with x;."(x) = { e, (k+1)e) () if ot =1 ‘ for a=1,...,N

1 — g,kR€
keTE\{R"} (=D hel (7

Let us consider a smooth test function 0 < @¢(t) with compact support in t € [0,+00) for k € J§ which
satisfies p§(t) = <p§ (t) for all o, B. Then we have the following integral entropy inequality

(12.9) / \ue—v5|%0€+/ {|us—vsl<p§—a\1ﬁ-{wg(t"_m)_(ps(t")}} >0
{0}xJ (0,4-00)x J € -

where ©° is defined from ¢ by the same formula defining u® from u.

Proof of Lemma 13.3

Step 1: proof of i)

We start with the semi-discretized scheme satisfied by v and v, and multiply the difference of the schemes
by sign(uf — vg) (starting with an approximation of it). We get

a,+ a,—
\Ijk — \Ijk

O, lud — v
e|ug — i |+ Az

=0 for kelJg
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with

sign(uf — o) - {G(u,uf, ) — G, vp )} if ke Jg\{R} $ ore 1
W (uk, vr) if k=
\IIZY’Jr =
sign(ug —v) - {G*(ug, ug, ) — G(v,vp, )} if ke Jg\ {0} $ oo
WG (uk, vk) if k=0
and
sign(uf —v) - {G(ug_y,uf) — Go(vg_q,v)}  if ke Jg\ {0} $ o= 1
WG (uk, vr) if k=0
T =
sign(ug — v) - {G(ug_y,uf) — G*(v_;,vf) } it ke Jg\{-R} g1
UG (uks vi) if k=—

Then Lemma 12.2 means ¢, ; < \I/g’+ and ¢

el ot > T for all k € J&, which implies (12.7).

Step 2: proof of ii)

Now, in order to simplify the presentation, let us assume that o* = —1, say for all « (which can be done
using a suitable change of variables like in Lemma 11.1). Consider any test function 0 < ¢f(t) which is
with compact support for ¢ € [0,400). Multiplying (12.7) by ¢f for k =0,..., R, and summing over k and

integrating in time over (0, 4+00), we get

@ @ \I/;CX‘F%_\I/?7% @
D DN AR 1L LT e Bt B

k=0,...,.R

- / © Y OWE R+ Whlum, on)eh - Wi )ef - S WEpf - Y Wl
(0+c0) | k=0,..,R k=0,...,.R—1 k=1,..,.R

— [ (ko - W)t + [ fe 3T @gyered 3w fei-
(0,+00) (O +00) | k=0,...R k=0,...R—1

;sok

SOSH}

- / (U vr) o — T8 (uo, v0) g} + /
(0,400)

(0,4-00) X J €

{ertora ey

An integration by parts in time gives

/ |uE’a _ Us,a|(ps,a _|_/ {us,a —f
{0} x Je (0,400)x J

> / {VR(ur, vr)PR — ¥ (w0, vo)pp }
(0,+00)

€,
t

(12.10)

Summing over a and using ¢° > 0, we get

(. . _ £
/ |u5—vel@5+/ {lua—valwﬂ-\lﬁ{(p (-+e) -y }}
{0} xJ (0,4-00)x J 5

DfR(us,’UE)QOE—F/ Df(u€7vs)(ps
(0,+00)x {0}

>

/(0,+oo)><(]ﬁt9B’sR)
with

N ~ ~ ~ ~
f07)i= D0 o (w0t and o7 (uf,07) = sign(ue — o) { ot - fo ) }
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and

DfRu ,v° ql)fRu v°) with of =—0°.

an

Because both G and Gg are Kruzkov germs respectively to (J, f) and (—J, f), we deduce that D/, Dir > 0.
Joint to the fact that ¢° > 0, we see that (12.10) implies

(. . _ €
/ |u5—v5|305—|—/ {|u€—v€|<p§+\115{<’0(’ +€€) P }}ZO
{0}xJ (0,+00)x J

More generally, for arbitrary signs o® € {£1} with o := —o, we get (12.9). This ends the proof of the
lemma.

Corollary 12.5 (Contraction estimates)
We work under assumptions of Lemma 12.1. Let u,v be two solutions of the semi-discretized scheme (12.2).
We use notation of Definition 12.3 for u®,v¢. Then for allt > 0, we have for R, := (R+ 1)e

(12.11) / ol < [ uf = o
{t}x(JNBr,) {0} x(JNBR,)
We also have
(12.12) / |0puf| < / |0yu|
{t}x(JNBRr,) {0}x(JNBg,)

Proof of Corollary 13.4

On the one hand, inequality (12.11) follows from the integral entropy inequality (12.9) for ¢ = 1. On the
other hand, inequality (12.12) follows from (12.11) choosing v® = u®(- 4+ 7), dividing by 7 and passing to the
limit 7 — 0F. This ends the proof of the lemma.

Lemma 12.6 (BNL estimates)

We work under assumptions of Lemma 12.1. Given a solution u of the semi-discretized scheme (12.2), we
consider u® as in Definition 12.3. Fiz o such that 0¢ = —1. Let k; € Jg and x; = ke for i = 1,2 with
1 < a9 and 2 < k; < R—2. Then we have boundary BLN estimate

/{t}x(ﬁﬂz) /{O}X(l‘l,l‘z)

(12.13)

uava(.7 -4+ 5) —
3

ueva(.7 -+ 5) _
9

<y By
i=1,2 (0,8) x (x4, +¢€)

1=

Moreover for R, := (R+ 1)e and x1 = 2§ = R, — x2 + ¢ with 6 € ¢(N\{0,1}), we have the interior BLN

estimate
/{t} X (26,R:—26)

< / +671 {/ |Opu®| +/ |8tu€’a|}
{0} X (8,Re—0) (0,t)% (6,26) (0,¢)x (Re—25,R. —35)
Proof of Lemma 13.5

Recall that 0® = —1, and define a=*(¢,x) := u®*(t,x + ). For i = 1,2, assume z; = k;e € J* ~ (0,+00)
for ¢ = 1,2 with k; € Jg\ {0, R} with 2 < k; < R —2 and z1 < z2. Integrating (12.7) over (z1,x2), we get

g o — v
- k+3 k—1
Al Ea—ue’a|+§ — 220X <0
/{t}x(m,mz) € k

keJg

ue,a(_, 4 E) — us™
9

(12.14)
uE,Oé(., . Jr 5) _ us,a
S
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with \I]er% = WA, Uy s up, up ) = U (ugyy, ug osuf, up, ). From (12.4), it satisfies

\\I/Z‘+%| < IG“(U?H,UZH) - Ga(ug,ug_ﬂﬂ = E|‘9tug+1|

Hence

IN

_ a _ o
{wey vy}
|‘I’g2_%| + |‘I’a1_%|

8t/ |,as,oz _ ua,a|
{t}x(z1,22)

IN

e {10y | + |0pu, |}

>/ Buu|

i=1,2 {t}x(z1,x1+€)

Integrating on (0,t), we get

Iﬂs,a_us,a|_/ ‘ ~e,o0 soz|< / ‘8tue,o¢|
/{t}x(fcl,zz) {0} x (z1,22) Z 0,t) X (zi,x;+¢€)

1=1,2

which implies (12.6). Alternatively, this inequality can also be obtained from the integral entropy inequality
for a suitable test function, which is a characteristic function of the rectangle (0,¢) x (z1,x2).
In particular, for 1 = h and 29 = R. — h — ¢, we get that (12.6) means

/{t}waEh)

Y
<[ u +£_1{/ e+ [ 3tu5’“|}
{0} x (h,R.—h) (0,6) % (h,ht<) (0,)x (Re—h—e,R.—h)

Now for A € N\ {0,1} and § := A, summing over e 1h = A,...,2A — 1, we get

ue,oz(.’ T+ 6) —
g

ugaa(.’ . _|_ 5)
3

ue,a(_’ C+ 5) — us
9

A
{t} % (26,R. —28)

< A/ +et / \atuf’o‘|+/ |Opu® |
{0} (8,R.—0) (0,t)%(8,26) (0,t)x (R-—26,R.—6)

which implies (12.14). This ends the proof of the lemma.

us,a(., S+ 5) —us
3

12.3 Convergence

Then we have the following result.

Proposition 12.7 (Convergence of the semi-discretized solution on the truncated junction)
Assume (2.2) with N > 1 and junction (J, f) with o € {+1}" and [a,b] bounded. Assume that G C [a,b] is
a Kruzkov germ, whose associated fluz if f = fg. With notation (12.1), assume that the initial data u(0)
satisfies (12.8). For any € := Az > 0 and R > 3, let u be the unique solution u : [0,4+00) X Jg — R of
(12.2) with initial data u(0), and let u® : [0,+00) x (J N Bgr,) — R with R. := (R + 1)e given by Definition
12.3. Assume Uy = (Ug,...,U) with U$ € (BV N LY)(J%; [a®,b%]). Define fora =1,...,N

up (0) == 571/ Ugxy™  with X3 given in Definition 12.3

Then we have
ut = U in L}, .([0,400) x (JNBg)) as (g,R)— (0,+00) with R.— R>0

where U is the unique solution of (11.40) (where R is replaced by R) and with initial data U(0,-) = Up.
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Proof of Proposition 12.7
Recall that u®(t, x) belongs to the box [a, b] which gives an L estimate, and we have both estimate (12.12)

us(s,-+¢e)—ut

on uf, and interior BLN estimate (13.5) on , which approximates the z-derivative of u°.

This shows that we have uniform bounds on u* in BV}t .. The compactness of BV}, C Llloc for bounded
functions implies the convergence of u® in L} . to some function U, up to extraction of a subsequence. Now
our integral entropy inequalities (12.9) also passes to the limit and gives (for any constant V' both solution
of the limit problem and of the discretized problem)

(12.15) / O-Vie+ | {0 = Vige+ .} =0

{0}x(JNBg) (0,400)x(JNBg)
with - o

U g = g4 U*, UV, V)
where we recall that (2’ y'; z,y) := G(2' V z,y' Vy) — G*(z' Az,y’ Ay). This gives
U = UV V) = fHOAVE) =sign(U* = V) {f4(0*) = f*(V*)} =4/ (0%, V)

which is exactly the flux of Kruzkov entropy. Choosing the test function ¢® with compact support in the
interior of each branch J* N By and any constant V* € [a®, b®], we recover that U is an entropy solution

on each (truncated) branch. Now choosing V' € G and a test function ¢ with compact support in J N Bg,
with moreover ¢ focusing on the origin, we recover that

DI (U(t,0),V) >0 forae. t>0andal Veg

Because G is Kruzkov, we recover that U(t,0) € G for a.e. t > 0.

Similarly, we show that (U(t,-))snop, € Gr. This shows that U is solution of (11.40) (where R is replaced
by R) and with initial data U(0,-) = Uy. The uniqueness of the solution shows the uniqueness of any ac-
cumulation point of the sequence u®. This implies the convergence of the full sequence u® towards U. This
ends the proof of the proposition.

13 Existence via fully discretized schemes for monotone Kruzkov
germs

13.1 The fully discretized scheme

Assume (2.2) with N > 1 and junction (J, f) with o € {£1}". We recall notation (12.1), namely

Iy = H Jy with Jg:=—-0°N, for a=1,...,N
a=1,....N
We consider functions v : N x Jy — R with u = (u;"") forn € N, k € J§ and a = 1,..., N solution of the
following fully discretized explicit (finite volume) scheme for u := (u{", ..., u’™) and Az > 0, At > 0 and
neN
(13.1)
n+l,a _on,a Ga(uma un,a ) _ G(x(un,a un,a)
Uy, Uy, ko YE+1 k-1 "k _ f k «
Al + s 0 or e J§\ {0}
un—i—l,a B Ga(uz,a,uz,al) _ fa(uz)
k k o =0 for k=0 with 0% = —1
At Az
ntl,a n,a Fou u?) — G@ u"qoé ’u"»a
e up? ) = Gl ) for k=0 with 0% =1

At Az

where G* = G/ is the standard Godunov flux associated to the function f© : [a®,b*] — R. We also assume
that f = fg : [a,b] — RY is the Godunov flux associated to a Kruzkov germ G. When it will be useful, we
will furthermore assume that G is monotone.
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13.2 Preparation
Then we have the following result.

Lemma 13.1 (Existence of a fully discrete solution)
Assume (2.2) with N > 1 and junction (J, f) with o € {£1}" and [a,b] bounded. We also assume that

f=fg:la,b — RN is the Godunov flur associated to a Kruzkov germ G. With notation (12.1), assume
that the initial data u® : Jy — R (with u® = (u%a) with k € Jg§) satisfies

(13.2) up® € [a®, 0] foral kelJ§, a=1,...,N
at the initial time n = 0. For any Ax > 0, At > 0, satisfying the following CFL condition

At 1
(13.3) LE < 3 with L := a=Sll}.P,N Lip(f;[a®,b%])

there exists a unique solution u : N x Jy — R of (13.1) with initial data u®. Moreover u satisfies (7?) for
alln > 0.
Furthermore, if the germ G is monotone, then the scheme is also monotone.

Proof of Lemma 13.1
Recall that f = fg satisfies on [a, b]

Ujajsz Z |8jfa|, forall j=1,...,N
ae{l,...N}\{j}

because G is Kruzkov. Furthermore, when G is monotone, we also have on [a, b]
(13.4) 9;(07f7) >0, (o7 f7) <0 forall k+#j

Step 1: extension, existence and uniqueness
We first extend the fluxes f, f from the box [a,b] to the whole space RY as in Step 1 of the proof of
Proposition 11.6. Furthermore, when G is monotone, it is important to notice that monotonicities (13.4) are
still true for the extension f on RV, as it follows easily from the method of extension. We also define the
extended Godunov flux G* = G/ from the extended flux f®.

Then the functions f , f and (G?), are defined on the whole RY and are globally Lipschitz continuous
satisfying in particular for all indices j, «

(13.5) 0< 070,/ (p) <|(f)) W) <L, [0, G*(u",u)], |0,n G (u*,u®)| < L.

Therefore there is existence and uniqueness of a solution u to the scheme (13.1).
Step 2: monotonicity of the scheme when G is monotone

We have
HE (up ) up®, qul) if ke Jg\{0}
up ™ = Heu] = {0 HY (uf, upyy) if k=0 and 0% =-1
H (up ), u}l) if k=0 and o* =1
with
n,x At /N, n,o Q. n,o o n,o . o
Uy, —i—ﬂ-{G (u ), uy ) — G (uy, ,uk+1)} it ke Jg\{0}
af, n n,o At fof, n af, n,o | n,o : a
HE[u"] = ¢ up +A—x~{f (up) — G*(uy ,uk’H)} if k=0 and %= -1
n,x At Q. m,a n,o rfocf, n : a
Uy +E-{G (g uy ) — f (uk)} it k=0 and 0% =1

Under the CFL condition (13.3), and from estimates (13.5) and the monotonicities (13.4) on RY and the
natural monotonicities of the standard Godunov fluxes G*’s, we deduce that H}' is monotonous in its
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arguments.

Step 3: bounds in the box (even when G is not monotone)

Moreover, the flux f satisfies the second line of (2.14) which implies that f, f satisfy (11.25). Let us now
show that «;”” remains in the box € [a®,b*]. Let us show for instance that u)® < b*. Formally, if the
suppremum of (u;’*)’s on k € Jg is reached at some index kg for some time index ng with value u”* = b%,
then we get (n, k) = (no, ko)

G (u %), b%) — G (0™, up))
Az

<0 if ke Jo\{0}

N ] feup) - G0t )
’“T: k A k1 < if ko =0 and o = —1

G“(UZ’_“p b*) — fa(“Z)
Ax

<0 if k=0 and o =1

where in the first line we have used the monotonicities of the Godunov flux G*(1, ), while in the two last
lines, we have also used the four last lines of (11.25). This shows formally that uZ’a < b for all times n >0
and k € J§. As it is usual, this can be made rigorous, using for instance classical technics proving the
comparison principle for viscosity solutions. This ends the proof of the lemma.

For later use, we will need the following.

Definition 13.2 (The approximate solution u® given by the fully discrete scheme)

We set 7:= At >0, e := Az > 0 and € := (7,¢). Given a solution u of the semi-discretized scheme (12.2),
we define u = (us',... u®N) fora=1,...,N

(13.6)

g n,o g,n,x . gn,x 1 (t)l (LII) Zf o = -1
u®*(t,x) = w02 (@) with () = (27, (n+1)7) [ke, (k+1)e) : o
o neN,Z;ng o) ) { Lnr,(nt1)7) () L((h—1)e kel (2) if o*=1

Lemma 13.3 (Entropy inequalities for monotone Kruzkov germs)

We work under assumptions of Lemma 13.1 and recall that o € {:I:}N. Let u,v two solutions of the fully
discretized scheme (13.1) respectively with initial data u®,v°. We assume that G is monotone Kruzkov.
Then we have the following

i) (Pointwise entropy inequality)

1 n,a o
e e ¥ Yy

1 1
T 2 <0 foral keJy, a=1,...,N

13.
(13.7) At Az

with for k € Z, n € N

Wi = Jup® — o for ke Jg
\Ija(uz)a’ qul;UZ’a7vZ—’0—al) Zf k € JI(\IX ’ Zf O_a — _1
g WG (ufy1s Vis1) if k=-1
) wewpe ettt i ke Jg\ {0}
kE >%k+12 %k o Yk+1 : N Zf O.a =1
WG (ug, vy if k=

and
v’y y) =G VY Vy) - G Ay Ay)
VG2, 2) = fo2' Vz)— f*Z Nz)
with (2'V2)*:=2%Vz* and (Z'Az)*:=2%N2"
ii) (Integral entropy inequality)
Let u?,v® as in Definition 13.2. Define also

(13.8) Ut z) = Z Zflxi’"’a(t, z)  for a=1,...,N
neN, keJg ’
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with x° defined in (15.6). Let us consider a test function 0 < @,°* for n € N for k € J§ which satisfies
0o’ = (pg’ﬁ for all a, 8 and n € N. For ©° is defined from ¢ by the same formula defining u® from u, and
assuming that ©° has compact support on [0, +00) X J, we have the following integral entropy inequality

(13.9)

. L N N (. D) — f ~ E(o . — —
/ ‘UE—UE‘QOE—I—/ {|u6—vs|('+7,')-{¢(+:) ¥ }_qus{@(v ;5) ¥ }}20
{0} xJ (0,400)x.J

Proof of Lemma 13.3

Step 1: proof of i)

We first notice that for 2/, 2 € R, we have |2/ — x| := 2’ Va — 2’ A xz. Because we assume that G is monotone,
we know that the scheme is monotone. Hence

HEfu] v HE o] <
gt g > a7
with  (u" Vo™)¢ :=u " Vo, " and  (u” A0 = u) " Aol

HE [u Vv o"]
Therefore, starting with the fully discretized scheme satisfied by v and v, and get (with obvious notation)
un+1 Vi Un+1 _ un-{—l A Un+1 < H[un V. U”] _ H[u" A ,Un]

Hence W, = |u™ — v)®| satisfies

W’{L+1,a _ Wn,a \I/Zf — \I/Z_O:
k N k4 2Ax 2 <0 forall kelJg, a=1,....N

with \I/Zf% as in the statement of i) of Lemma 13.3. This shows (13.7).

Step 2: proof of ii)

Now, in order to simplify the presentation, let us assume that o* = —1, say for all « (which can be done
using a suitable change of variables like in Lemma 11.1). Consider any test function 0 < ¢;"*. Multiplying
(13.7) by ¢® for k € Jg, and summing over k and integrating in time over n € N, we get for ©° with
compact support in [0, +0c0) X J

n,x n,x
Wb e Yk — Wy
0 >er E {{ k k (pzya + 2 2\ . SOZ@
neN, keJg T <

c Z 7W£,a¢2,o¢ + Z Wn+1 NeY n a Z W]:. « n «@

keJg neN neN\{0}

TZ U5 (ug, vg) Py’ +Z Zfl‘Pk - Z ‘I'nal‘Pk

neN keJg keJg\{0}
0,a 0, n+1l,a n+1l,« n,o
€ Z {_Wk P ZWk {301@ — Pk }}
keJg neN

TZ —g (ug,vy)ee ™ + Z \I/k._‘_l _¢k+1}

neN keJg

N N N E,af, N A
—/ WS —/ WEe(- 47, - {‘P (+7) -9 }
{0} xJx (0,400) x Jo T

_/ \I/f')‘(ué Ué)@é’a _ / \:[157(1 {@57a('7 -+ 5) — 9057& }
(0,+00)x {0} (0,+00) x J €
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ie.

(13.10)
~ ~ ~ - - 5 . o) — € ~ (. . —_ 2
/ |u5—v8|805+/ {|u5—v5(-+7,-).{¢(+7’) <p}+\ya{<p(, te) - }}
{0} xJe (0,400) x J T €

> - / W (0, v )
(0,400)x {0}

Summing over a and using ¢° > 0, we get

. L . . é(. D) — of . E(.. . — f
/ |u€—’l}6|g0€—|-/ {|’U,E—U€|(-—|—7‘,-)-{(p(+7—’) P }+\I/€{<p(7 +e)—¢p }}
{0} xJ (0,400)x J T e

> / Df(ué Vvt uf A o)t
(0,+00)x{0}
with N
D (p.q) =Y 0" /" (p.g) and ¥ (p,q) := sign(p® — ¢°) - {fo‘(p) - f‘)‘(Q)}
a=1

Because G is a Kruzkov germ with respect to (J, f), we deduce that Df > 0. Joint to the fact that ¢% > 0,
we see that (13.10) implies

. . N N é(. D) — of 5. - —
/ |u5—v5|305—|—/ {|UE—UE|('+T,')'{¢(+:_’) 90}_’_\1]5{90(7 +€€) P }}ZO
{0} xJ (0,400)xJ

More generally, for arbitrary signs c® € {£1}, we get (13.9). This ends the proof of the lemma.

Corollary 13.4 (Contraction estimates)
We work under assumptions of Lemma 13.1 with G monotone Kruzkov. Let u,v be two solutions of the fully
discretized scheme (13.1). We use notation of Definition 13.2 for u®,v¢. Then for all t > 0, we have

(13.11) / luf —vf| < / [u — v°|
{t}xJ {0} xJ

where the right hand side may be infinite.
We also have

(13.12) /
{t}xJ

<
{0}xJ
Proof of Corollary 13.4
On the one hand, inequality (13.11) follows from the integral entropy inequality (13.9) for ¢ = 1. On the
other hand, inequality (13.12) follows from (13.11) choosing v¢ = w®(- + 7, ), dividing by 7. This ends the
proof of the lemma.

us(-+7,) —uf

3

ut(-+7,) —uf

9

Lemma 13.5 (BNL estimates)

We work under assumptions of Lemma 13.1. Given a solution u of the fully discretized scheme (13.1), we
consider u® as in Definition 13.2. Fiz o such that 0® = —1. Let k; € JY and x; = kie for i = 1,2 with
x1 < x9 and k; > 2. Then we have boundary BLN estimate for t € TN\ {0,1}

ué,a(.7 C 4 E) _ ué,a ué,a(_7 4 E) _ ué,a

ué,a(. + T, ) _ ué,a

(13.13)
_ < e~ 1 /
/{O}x(xl,xz) 212 (0,t) X (z;,x;+€)

/{t}x(ﬂchxz) i—

Moreover for x1 = 2§ with § € e(N\ {0,1}), we have the interior BLN estimate for t € TN\ {0, 1}

< / +6 ! /
{0} x (8,+00) (0,t) x(8,26)

/{t}x(25,+oo)

9 9 T

ué,oz(_7 C+ E) _ ué,a

9

ué,a(_, 4 5) _ ué,(x

9

ué,a(_ +, ) _ ué,(x

T
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Proof of Lemma 13.5
Recall that 0® = —1, and define v>%(¢,x) := u®%(t,x + ¢). For i = 1,2, assume z; = k;e € J* ~ (0, +00)
for i = 1,2 with k; € Jg\ {0} with k; > 2 and 21 < z2. For t € 7N\ {0, 1}, consider the (limit) test function
&Y (s, 2) = L10,4)(8) - Ly ap) (), With &P =0 for B # . Plugging this test function in the integral entropy
inequality (13.9), we get

|u§,a _ ,Us“,a| _ / |u5,a _ vé,a| 4 E_l
/{O}X(zl*zi’) {t}x(z1,22) Z

i=1,2

/ (-1 w20
(0,8)X (zs—&,2;)

Recall that \I/Zf% =0 (v o u ) = U (u u s w® ety ). From (12.4), it satisfies

+1, )
\Iln,(x < |Ge n,o n,o G n,x N, _ uZJrl ¢ - u;clfl
| k+%‘ < (“k+17“k+2) — G (uy, ’“k+1>| =&|l————

Hence for t = nr

/ ‘ué,a o Ué,a
{t}X(JL’l,ZEQ)

- [us® — 0™ < T U |
/{O}X(zhzg) Z Z ks

m+1,a m,o
<e E T E k ks
T
i=1,2 m=0,...,n—1
B Uea('-l-T,')—Uaa
i=1,27 (0;0) X (zi,zi+e) T

Hence we get

/{t}x(whm)

which is (13.13).

ué,a(.’ 5) _ ué,a

3

ué,a(. + 7, ) _ ué,a ‘

T

<e ! /
Z 0,8) X (zs,xi+€)

i=1,2

/{O}X(Elxzz)

In particular, for 1 = h and 9 = 400, we get that (13.13) means

/{t}x<h,+oo>

S/ +€71/
{0} x(h,+00) (0,t) x (h,h+¢)

Now for A € N\ {0,1} and § := A, summing over e *h = A,...,2A — 1, we get

,uls,oz(.7 . + 5) _ ue,a

9

ué,a(. + T, ) _ ué,a

T

uE,Q(.’ . + 6) _ uE,Oé

e

A us(-, - +eg) —us
{t}x(28,+00) €
< A us,oé(.’._|_€) YR +€_1/ Ué’a('—f-T,')—ué’a
{0} % (8,400) € (0,£) % (5,26) T

which implies (13.14). This ends the proof of the lemma.

13.3 Convergence
Then we have the following result.

Proposition 13.6 (Convergence of the fully discretized solution for monotone Kruzkov germs)
Assume (2.2) with N > 1 and junction (J, f) with o € {£1}" and [a,b] bounded. Assume that G C [a,b] is
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a monotone Kruzkov germ, whose associated flux sz = fg. Assume that 7 := At > 0 and € := Az >0
satisfy the CFL condition (13.3), and let € := (7,¢).

Let u be the unique solution v : N x Jy — R of (13.1) with initial data u® satisfying (15.2). Let
uf : [0, +00) xJ — R given by Definition 13.2. Assume Uy = (U}, ..., U) with U§ € (BVNLY)(J%; [a%, b%]).
Define fora=1,...,N

ug’a = 571/ Uoo‘xi’o‘ with x;" given in Definition 15.2
Then we have o
u® = U in L}, ([0,+00) x J) as &— (0,0)
where U is the unique solution of (2.23) and with initial data U(0,-) = Up.

Proof of Proposition 13.6

Recall that u®(¢,z) belongs to the box [a,b] which gives an L> estimate, and we have both contraction

ué(' + 7, ) —u®
T

estimate (13.12) on which approximates the t-derivative of u¢, and interior BLN estimate

uf (-, 4e) —uf
(13.14) on L

) €
bounds on u® in BVjet . Again, the compactness of BVj,. C Llloc for bounded functions implies the con-
vergence of uf in L}, to some function U, up to extraction of a subsequence. The remaining part of the
proof is similar to the one of the proof of Proposition 12.7. This ends the proof of the proposition.

, which approximates the x-derivative of u®. This shows that we have uniform

14 Examples of conservative Kruzkov germs and their Godunov
fluxes

14.1 Vanishing viscosity germ revisited

The germ Gy obtained by vanishing viscosity on a junction has been studied in several works. We can cite
ANDREIANOV, KARLSEN, RISEBRO [3] for 1 : 1 junctions, and for n : m junctions COCLITE, GARAVELLO [26]
for existence, ANDREIANOV, COCLITE, DONADELLO [22] for existence and uniqueness for bell-shaped fluxes,
and more recently MUscH, FJORDHOLM, RISEBRO [18] for monotone fluxes and FIJORDHOLM, MUSCH,
RISEBRO [27] for fluxes with finite number of extrema.

Here we do not try to justify that Gy is obtained in the vanishing viscosity limit. On the contrary, we
take Gyy (or more precisely its associated Godunov flux) as a definition, and show that it is a conservative
Kruzkov germ, removing in particular the technical condition of a finite number of extrema of the fluxes on
each branch.

We have the following result.

Proposition 14.1 (Vanishing viscosity germ and its Godunov flux)
Assume (2.2) with N > 1 and junction (J, f). Assume that [a?,b] = [a®,8°] for all j = 1,...,N. Assume
moreover that either

J > J pi
(14.1) { f”j - 8 ZZ 853'7273% cR for all indices j=1,...,N
or
(14.2)  [a"°]NR =R and N >2 with 67+ =o'+, 07— = —g7=  for two indices j_,j; in (2.2).

Now for any p € [a,b] NRY, consider
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ry={atn =@ win g = { GBI pran e r,)

Then A, = {f(p)} is reduced to a singleton. Moreover f : [a,b] — RN defines a map such that the set

Gvv = {pelatl, f0)=10p)}

1s a conservative Kruzkov germ. Moreover f is the associated Godunov flux f = fg, . -

Proof of Proposition 14.1
Step 1: R, # 0

We recall that )

min f7 if p<g

G] (T? \L) - G'] (pv Q) = [p.d] if

max f7

P=>q
lq,p]

Then we set
g(r) =Y G, = > Grp)
ol=1 ol=—1
which is nonincreasing in r.
Step 1.1: under assumption (14.1)
Inequality f7 > 0 implies G > 0 and then

g®)=>0- > (20)<0

oi=1 oi=—1
ga®)=> (20— Y 0>0
oi=1 oci=—1

Because g is continuous, we deduce the existence of some r € [a’, b°] such that g(r) =0, i.e. 7 € R,.
Step 1.2: under assumption (14.2) S
Recall that the function 67 f7 is coercive, i.e. liminf ¢’ f/(p’) = +00. Hence

[p7 | =00
—00 if r—-400 and #= -1 = —gJ
400 if r— —0c0 and 6 = 1 = od
3 (I . .
Grp'r) = min f/ if r— 400 and 6 = 1
[p7,+00) 4
max  f’ if r——0c0 and ¢ = -1
(—00,p7]
while ) )
400 if r—+40c0 and 67 = 1 = —oJ
—00 if r——00 and #= -1 = od
J J . .
G (rp") = max f7 if r—>+400 and 67= -1
[p7,+o0) 4
( min‘] f if r——oc0 and 67 = 1
—00,pJ

Hence under assumption (14.2), we deduce that

g(r) = —co as 1 — 400 because of j_
g(r) = +o00 as r— —oo because of jy

By continuity of g, we deduce the existence of some r € R such that g(r) =0, i.e. 7 € R,,.

Step 2: A, is reduced to a singleton

Assume that r,7 € R, with » < 7. Hence g(r) = 0 = ¢(¥). Because g is a sum of N nonincreasing
functions, we deduce that each function is constant on [r,7], i.e. GI(p/,r) = G/(p?,7) for 07 = 1 and
GI(r,p’) = GI(7,p?) for 7 = —1. Up to redefine r, 7, we can choose such elements such that [r,7] is the
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maximal interval in [a®, b°] where g vanishes. This implies that g = const on [r, 7], and then that A, = {g(r)}
is a singleton. We set f(p) := g(r).
Step 3: continuity of f
As usual the continuity of f follows from the singleton property of A,,.
Step 4: bounds on f R
We want to check that f < f < fi. We only do it for components j such that o/ = 1 (the case 07 = —1 is
similar). This follows from f7 (p?) = G7(p,b7) < f/(p) = G/ (p?,7) < GI(p?,a?) = fL(p?).
Step 5: local constancy
Consider p, € [a,b] NRY and assume that K, = {j e{1,....,N}, fi(p,) # fj(p*)} # 0. Let j € K,,,.
Assume that ¢/ = 1 (the case 0/ = —1 is similar). Then we have with r, € R,
min f7 < f/(pl) if pl<r.
Jpi) £ Fip) = Gi(pl )y = 4 Wl 0 4
[7s.p%]

Then there exists € > 0 such that for

Qs(p*) = | px+ Z (75’5)81' n [a7b]

JEKp,

and all p € Q.(p,), we have G7(p/,r,) = GI(pl,r,) for 07 =1 and GI(r,,pl) = GI(ry,pl) for of = —1.
Hence r* € R, and moreover f(p) = f(p.). This shows that f is locally constant on Q.(p.) and then on
{F#1}

Step 6: basic monotonicities

Consider some p € [a,b] N RY, and fix some index jo. Assume also that ¢7¢ = 1 (the case 070 = —1 is

similar). Then consider

la,b] >p=p+qe;, with g€ [0,+00).
Step 6.1: monotonicity in r
Consider the minimal r € R such that » € R, and any ¥ € R;. Then we have

o7 = GRE )+ S G- S Gp) =0
oi=1, j#jo Gi=—1
Because of the monotonicities G7(1,|) and the fact that p’°¢ > p’o, we deduce that 0 = g(p,7) > g(p, 7).
Then the monotonicity of g(p, ) implies that r < 7.
Step 6.2: monotonicity off
We have N o
@ =GrE.r)

= > GEr)- Y @@

oi=—1  oi=l j#je
> > G- Y, G
0'7‘4:714 oi=1, j#jo
:Cj’]o(p]oﬂa)
= f(p)

which shows the monotonicity of 7 fj in p? for j = jo, i.e. the basic monotonicities of f .

Step 7: conservative Riemann germ

From the previous steps, we deduce that Gy is a Riemann germ and f = fgvv. Moreover by construction,
the germ is conservative.

Step 8: monotone germ

We start as in Step 6 with index jo such that 07 = 1 (the case 0/ = —1 is similar), and p = p + ge; with
g > 0. Using ¥ € R5 and minimal » € R,,, we get 7 > 7.

Case A: ¢/ = 1 with j # jo

We have

Po) =67 <&@, r) =)
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Case B: 0/ = —1
We have

o’ fi(p) = /G (r,p) < VG (r,p) = 0 [ ()
Conclusion
In all cases, we get that the map p — o7 fj (p) is nonincreasing in p?° for all j # jo. Because this is true for all
indices jg, this implies that the germ Gy is monotone. But a conservative monotone germ is a conservative
Kruzkov germ. This ends the proof of the proposition.

14.2 Holden-Risebro theory revisited

We revisit the pioneering work of HOLDEN AND RIESEBRO [31].

Lemma 14.2 (Convex optimization)

Let U : RN — R be a strictly convex function and some fived vector RN > 5 = (F1,....4") > 0 and
o= (ct...,0N) € {:tl}N with o # (1,...,1) and 0 # (=1,...,—1). Let L : RN — R be the linear map
defined by L(vy Z o'~ for v € RN. Let
j=1
N
A(5) := Argmin ¥ with the conver K(7):={y€T(¥), L(y)=0} and the box T(¥) H
K(7) j=1

i) (Preflux properties)
Then 4 : [0, +00)N — [0, +00)N is a conservative preflux in the sense of Definition 7.19.
ii) (Holden-Risebro preflux: c-monotonicity, when ¥ has separated variables)

N
Assume moreover that there exists N strictly convex functions ¥; : R — R such that ¥(vy) = Z\I/j (%)
j=1
for v € RN. Then 4 is o-monotone in the sense of Definition 7.19, and we denote it Y% and call it a
Holden-Risebro prefluz..

Remark 14.3 In Lemma 14.2, 4 denotes a vector of [0, +00)"N which must not be confused with the capacity
of Definition 7.21.

Proof of Lemma 14.2

Step 1: proof of continuity, basic monotonicity, conservation

Step 1.1: continuity

Notice that Ogn € K(¥) for all ¥ > 0 and then K(¥) is always non empty and compact convex. Then the
strict convexity of ¥ implies the uniqueness of the minimizer 4(¥), which is then well-defined. Moreover this
uniqueness also implies the continuity of the map 5 — 4(%).

Step 1.2: basic monotonicitity

Consider 7,7, € [0,4+00)" such that ¥ — 7, = e, with € > 0 and k = 1 to fix the ideas. Assume moreover

that 0! =1 (the case ! = —1 is similar).
Assume by contradiction that
(14.3) () €41 () and A(3) #4(3)

This implies that (%) € [0,7.]. Because L(¥(¥)) = 0, we deduce that 4(3) € K(5.) C K(¥). This implies
that

inf W=W(A(7)) > inf =U(H(A,)) > inf ¥

nf (7)) = inf | (Y(3)) 2 inf
Hence ‘If(’y(’)) U(4(5«)), and because ¥ is strictly convex, we deduce that §(3) = %(7«). Contradiction
with (14.3). We conclude that 1(3) > 4'(%.) or 4(3) = 4(.). This shows in particular that the map
4 = 47(%) is nondecreasing in 47, for j = 1, and then similarly for all j.
Step 1.3: conservation
By construction, we have L(%(%)) = 0, and then ¥ is conservative.
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Step 2: proof of local constancy
To simplify the notation, let us introduce 4y := ().
Step 2.1: preliminary
Now, given 7, € [0,+00)Y, the function ¥ is minimal at 4. on K(5.) with L(%.) = 0. Looking at the
subdifferential O(W|r(5,))(¥«) of the convex function W, it is easy to see that there exists some A € R (that
can be interpreted as a Lagrange multiplier), such that the function ® := {¥ — )\L}lr(;y*) is minimal on I'(7,.)
at 4.. Hence the convex function ® satisfies
(14.4) inf ®>®(%,) and  £-09(5.) >0 forall &€ T5T(%):= lim § " (T(Fx) — )
T(7.) 550+
where & - 0®(x¢) > 0 means & - v > 0 for all v € 9P (x).
Step 2.2: variations and local constancy

Now assume that [ := {j e{l,....N}, ¥ (3) # '?i} # ), and for € > 0, consider 4 € [0, +00)" such that

. =~ if j¢I
14.5 59 T A L
(14.5) 7 { € —e,y+e)N[0,+0) if jeTI

. . 7‘7' f— Aj 1 ] pr— ]

Assume that 07 = 1 (the case 67 = —1 is similar). Then for € small enough, we have :y ) 7; ?f ?j 7; )
o> A i > %

Hence [0,47] C [0,44] + T.;[0,%1], and we conclude that

(14.6) Y 7(7) €T(Y) CT(x) + T5.T (%)

Therefore
DR +6) > D) + € 0> 0(5.) forall €€TyT(7.), e (i)

where we have used the second part of (14.4) in the last inequality. Therefore, using now the first part
of (14.4) and also (14.6), we get IiI(l_f)@ > ®(4,). Because L = 0 on K(¥), and L(%.) = 0, we deduce
3

ér(lf) U > ¥(9,). Because ¥ is strictly convex and 4, € K (), we conclude that 4(5) = %.. Then Definition
%l

(14.5) of 4 shows exactly that 4 is locally constant on {& F 1d[0 4-00) N }

Step 3: proof of ii)

We assume that U(y) = Zjvzl W, (y7), with ¥; : R — R strictly convex. We fix the index k = 1 and assume

that o! =1 (the other cases are similar for ! = —1 or other indices). We want to show that ' — 0747 (%)

is nonincreasing for j # 1.

Step 3.1: a simplified approximate situation

For j # 1, fix 4/ > 0, and approximate each function ¥;, by a smooth convex coercive function Us:R—R

such that pointwisely, we have

. c W,(x if ze€
lim ¥(z) = {—I—Z)E)) it zd

0,7/
0,7

We set U=(y) := U1(y") + 375 U5(77), K5(3') == {y € T°(3"), L(7) =0}, T*(¥") = [0,5"] x RN"! and
consider the approximate problem
4 (3" := Argmin ¥°
Ke=(31)
Now it is easy to analyse the optimization problem for which we have suppressed the constraints for j # 1. We
deduce that there exists a Lagrange multiplier A € R of the constraint L = 0, such that for 5’ := (32,...,5V),
we have D5/ (¥ — AL)(%°(7')) = 0, i.e.

(L5)'(37%(31) \ o?

@ GNE) )\ N
Similarly for some 4! > 4!, we get the existence of some A, € R such that

reean (o

(wryGeNa) )\ o
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Because each function (¥5)’ is nondecreasing, we deduce that

(14.7) (A=A -7 {5931 =459 (7)} 2 0 forall j#1

Moreover relation L(5°(3}) —4°(5')) = 0 shows that
N . .
(3@ =31 @EH T+ {577 () -4 (7)) = 0.
=2

Notice that (14.7) shows that all terms in the sum ZjVZQ have the same sign. Moreover the raisoning of Step
1.2 shows that {35(74) — 451(3*)} > 0. We deduce that

(14.8) o {4 () =477 (1)} <0 forall j#1

Step 3.2: the limit ¢ — 0
Using the strict convexity of U, it is easy to show that lim 4°(3') = 4(%). We deduce from (14.8) that

e—0+
o {F (L) -4 (74} <0 forall j#£1, with 5! >5' and o'=1

which shows exactly that the maps 4 + 0747 () are nonincreasing in o'4! for all j # 1. Similarly, doing
the reasoning for all indices, this implies the o-monotonicity of 4. This ends the proof of the lemma.

For later use, we will also need the following adaptation of the previous lemma.

Lemma 14.4 (Convex optimization, local variation)

Let U : RN — R be a strictly conver function and some fived vector RN > 4, = (§,...,7N) > 0 and
o= (c',...,0N) e {£1}". Let L : RN — R be the linear map defined by L(v) := Zaj'yj for v € RV,
j=1

Assume that L7, # 0, and let x € (min {0, L7} ,max {0, L7, }). Let

N
A(¥) := Argmin ©  with the convex K (3) :={v €T'(¥), L(y)=k} andthe box T(3):=][0,7]:= H [0,77]

K. () j=1

Then there exists € > 0 small enough such that the following holds for

QE = ’?* + Z (—8,5)6]' N [03 +OO)N
j=1,...,N

i) (Preflux properties)
Then 4 : Q. — [0, +00)Y is well defined and is (locally on Q.) a prefluz in the sense of Definition 7.19.
ii) (o-monotonicity, when ¥ has separated variables)

N

Assume moreover that there exists N strictly convex functions ¥; : R — R such that ¥(y) = Z (7)) for
j=1

v € RN, Then 4 is (locally on Q.) o-monotone in the sense of Definition 7.19.

Proof of Lemma 14.4
The proof follows exactly the same lines of the proof of Lemma 14.2, but replacing the linear map L by the
affine map v — Lvy — k. This ends the proof of the lemma.

Proposition 14.5 (Holden-Risebro germ)

Assume (2.2) for some n : m junction (J, f) with N =n+m and n,m > 1. Recall that o € {:I:l}N and o’
denotes the orientation of the branch J7. Assume that o # (1,...,1) and o # (—1,...,—1). Assume also
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that f is bell-shaped, and call 7 : [a,b] — [0, +00)N the capacity 77 = 39" given in Definition 7.21.
For p € [a,b], consider the conver set

=

Ko(p) :={y €To(p), L(v)=0} with L(y):= Zakvk and the box To(p) :=[0,%(p)] = H [O,"yk(p)}
k=1 k=1,...,N

Let U : RN = R be a strictly convex function.

i) (Riemann germ for strictly convex ¥)

Then the set . .
G=Gu:={pelabl, f)=fw)} with f(p)i= Argmin v

Ko(p)

is a conservative Riemann germ.
ii) (Conservative Kruskov germ when ¥ has separated variables)

N

IfU(v) = Z 2 (v7) with each map U, : R — R is strictly convez, then Gy is o conservative Kruskov germ,
j=1

which is called a Holden-Risebro germ.

Remark 14.6 Notice that the original Holden-Risebro germ only concerns point i) of Proposition 14.5.
The reader can also consult HOLLE [32] for a different discussion of the conservative Kruzkov property of
Holden-Risebro germs. Here point i) is a natural generalization, with weaker properties.

Proof of Proposition 14.5
We notice that the capacity ¥ : [a,b] — [0,+00)" given by Definition 7.21 is continuous and each map
p? + 0757 (p?) is nondecreasing. Moreover with notation 4, K,T" of Lemma 14.2, we have

f:’?oﬁ@ FOZFO’77 KQ:KO’S/.

Step 1: Riemann germ property
Then i) of Lemma 14.2 and Proposition 7.23 show that Gy is a conservative Riemann germ.
Step 2: additional monotonicities for ¥ with separated variables

N
Assume that U(y) = Z W;(y7). Then ii) of Lemma 14.2 shows that the preflux 4 is o-monotone. Then
j=1

iii) of Proposition 7.23 shows that Gy is monotone. We know (see Theorem 2.24) that any conservative
monotone germ is a Kruzkov germ, and this ends the proof of the proposition.

14.3 Garavello-Piccoli solver for convergent junctions/data networks

We need to start with the following result.

Lemma 14.7 (Preflux by orthogonal projection in RY)
Let N>1and o = (51,...,6¥t) = (1,...,1,-1). Fory= (y',...,y") € [0,+00)", define

Ly := Z y?

j=1,...,.N

Fiz 0 € (0,1)N such that LO = 1. Fory = (4%,...,4Y) € [0, +00) and yN*! € [0, +00), define the following
function

N
\IJ(-,*yNH) : [0, +OO)N — [0, +00)  with \I/(y,’yNH) = |y—’yN+19\2 and the box T'(v) :=[0,7] := H [O,Wj]
j=1
We set
(14.9) AN = Argmin . U AN with K(,2N ) = {yeT(y), Ly=+"""}
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Fiz some 75 = (7, YY) = (4L, ..., 4N+ € [0, +00) VL such that Ly, > yNTt. Then there exists € > 0
small enough such that the following holds for

Qs(:y*) =+ Z (7555)6j n [07 JFOO)NJrl'

j=1,....N+1

The function 30 Qe(F) = [0, 4+00)N T given by A(y, AN TY) i= (A(y,ANTY), ANt is well defined and is
(locally on Q-(x)) a 6-conservative 6-monotone preflux in the sense of Definition 7.19.

Remark 14.8 Notice that 4 is the orthogonal projection of YN+10 onto the closed convex set K(v,yNT1).
Proof of Lemma 14.7

N+1
Because W(-, yN+1) is strictly convex and {

Vs

} Yo € K (75, 7NF1) #£ 0, we deduce that 4 (and then 7)
Y
is well-defined and is continuous.

Step 1: bounds

By construction, we have 4 € [0,7] and then 0 < i (7) <47 for all indices j =1,..., N + 1.

Step 2: local constancy

By assumption, we have Ly, > ~AN*! and LA(v.,7Nt') = AN+ which forces to have I :=

{j e{l,...,N}, ¥ (y,7 N < 1} # (). Moreover for € > 0, consider

Q:(7x) := 7*+Z —&,¢e)e; | N[0, +00)N

jeI

Then for ¢ > 0 small enough and v € Q.(v.), we still have Ly > 4N*1. For fixed v¥*! > 0, and using
Lemma 14.4, and the fact that ¥(-,yN*1) is a sum of strictly convex functions in separated variables, we
deduce that locally around ~., the map v +— 4(v,yN*1) is a preflux. Therefore the map v — (v, 'yiv*‘l)

locally constant in {7, Ay, YN+ £ 7} close to .. This shows the desired local constancy of 4, and then

the local constancy of 4 on {'y, Y(7) # ’y} close to 7.

Step 3: basic monotonicity

For fixed 7, and vV close enough to v 1, consider v € Q. (7). Then the argument of Step 2 shows that

v = Ay, 4N+1) is a preflux. In particular the j component of 4 is nondecreasing in ~7 for eachj=1,...,N.

With 4 N 1y, AyN*1) = 4N+1 we conclude that 4 satisfies the basic monotonicities, and 4 is then a preﬂuX

on Q. (*y*) Moreover it is &- conservatlve by construction.

Step 4: g-monotonicity

Because we have seen that v ~ 4(v,7V*1) is a preflux, we know that for fixed ¥V*! it is o-monotone

in v. Because 'yN“(%’yN“) = 4N+l it only remains to show that the maps 7! s 47(y,4V*1) are

nondecreasing for all j = 1,..., N. Having (14.9) in mind, we see that the new difficulty here is that the

convex function W(-, V1) itself does depend on vV F1.

Step 4.1: Generic case

Assume that 7. = (74, 7Y 1) € (0, +00)" x (0, +-00) satisfies Ly, > v *1. Notice that the unique minimizer
N+1

4y € K(v2,7N*1) is the orthogonal projection of vN*16 onto the convex set K (7,,yN+1) 3 {727 } Ve

which is characterized by the following variational inequality

(14.10) (W0 =4,y —4) <0 forall ye K(y, M) ={yeT(v), Ly=+""}

Step 4.1.1: decomposition
Define

“i={je{l,...,N}, 0<4l <~l}, IP:={je{l,....N},4l=+l}, I°={jie{l,....,N}, 4 =0}
We set W := V@ VP@V? with V¢ := @ Rey, for ¢ = a, 3,9, and for any v € W, we write v = y* +~5 +~°

kele
with v¢ € V¢ for ¢ = a, 8,9. Notice that the minimizer 4, is uniquely determined by the existence of Lagrange

multipliers A2 € R and pf € VA N[0, +00)N and pf € V2 N[0, 400)N such that
(14.11) Y = YN0 = Dy (3., v ) = MXDL — pf o DLyys + pd o DLjys
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Indeed for ®(y) := ¥(y, vV 1) = A (Ly — N 1), we have ®(y) > ®(9.) + Dy®(%s) - (y — ) = (%) + (ud —
(e, y =) = ®(3) for y € T(y.), and with Ly = 4N ! = LA, we get
Uy, ) > U(Fe, ) forall ye K(v.,7) )

*

which shows that this characterizes the unique minimizer 4, of the strictly convex function W(-,vN+1) on
the convex set K (7, vN*11) (this can also be seen as a special case of Karush-Kuhn-Tucker theorem). We

deduce

A2 =Nt = AeDLyys + pd > A DLy
(14.12) A —AN+108 = \ODLjys — pf < X¢DLys
§e = AN T10% = XS DLy

Step 4.1.2: proof that I° = () and \% >0

The fact that 4° = 0 implies with the first line of (14.12) that I° = §) or A* < 0. Assume by contradiction
that I° # () and then that A% < 0.

Case A: IP £ ()

Then the second and third lines of (14.12) show that N 10% > 47 in VA and 4N*162 > 4% in V.
Then YN+10 > 4, with YN 110 # 4,. Hence YNt = L(7NH10) > LA, = yN+! with L(yN*10) # LA..
Contradiction.

Case B: I? = ()

Then the third line of (14.12) shows that

XelIo] = = L(32 — 4 +16%)
- {viv“ — L3¢ +%‘f)} — N HLe”

= L(yN*+1(0° + %) —4L)
=yN+ILEd >0

(14.13)

where in the second line we have used L4, = yN*1, in the third line we have used L = 1, 4 = 0, ﬁf = 'yf,

and in the last line we have used I? = () and I # (). Contradiction with A% < 0.

Conclusion

We conclude that AY > 0 and I° = (.

Step 4.1.3: proof that I® # ()

Assume by contradiction that I® = (). Then this implies that yY 10 > 4, = 7, and then YN *! = LyN+19 >

L~,. Contradiction with Ly, > vN*!. Hence I® # (). Setting e® := [I¥|~* Z e; which satisfies Le® =1,
jele

we deduce from the third line of (14.12) that

(14.14) Ao = N9 LN e®  with 0 <\, == AT = LN T8 — 4F)
where in the last equality, we have used the third line of (14.13) with I° = (). Hence we get
(14.15) AV, YY) = A = A0 + (L0%)e™) — (LyD)e™ + Y

From (14.11), we also have

< N+1lp _ ya 8 . 0<AY <Y in V©
(14.16) Yo — Yo O =ASDL — uf with { 28 =58 and x>0
which characterizes 4. € K (v.,yN ).

We now discuss a complement of independent interest. Because 48 < 7¢ and A, > 0, we deduce from
(14.14) that vV 10~ € T'(y2). Now assume by contradiction that there exists j € I® such that YN 7167 = 7.
Then A, > 0 implies that 44 = ~{. Contradiction with the definition of /% Hence we get moreover
ANHLge < y2 in Ve
Step 4.2: Generic case and variations
Now consider yN*+1 := yN+1 4 ¢ with ¢ € (0, +00). Following (14.15), let us consider as a candidate for
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(7, YNHL 4 g), the vector € := 4, + ¢ {90‘ + (L@ﬁ)ea}. Following (14.16), we now compute

€ — 7N+19 _ {’7* _ %{VHQ} —|—q{(L9ﬁ)€a _ 9/3}
= {deDL - ul} + q{(L6%)e" — 07}

= {XDL — pl} + g 11171 (L0%) > e — 607

Jjel«

={\DL - pl} + ¢ 1T (LO%) S DL = > ej p —0°
jEIB
A* = X\ 4 g|I*|71LO° > 0
= o —_ ﬂ 1
NDEZIT W 2 L 107 Y e 20 and €8 = o
JEIP

which satisfies £ < & for ¢ > 0 small enough. This shows that

. 0<&*<yy in Ve
_ AN+1 —\@ _.,B *
E—~"T0 = \*DL — u” with { € —~f and 4P>0

As in (14.11), this relation characterizes ¥(v.,7V 1) = €. Because £ > 4., we deduce that 4(vy,,yV 1) >
(74, YN+1). Hence for each j = 1,..., N, this shows that the map V1 — 49 (v,,7V*1) is locally nonde-
creasing.

Step 4.3: General case

Let 7. = (74, ¥ *1) € [0, +00)V*1! such that Ly, > yN*+1. Using the continuity of 4, we get (by perturba-
tions) that 49 is nondecreasing in v ** on Q:(%,) for all j =1,..., N. With the other monotonicities, we
deduce that 4 is 5-monotone on Q. (7).

This ends the proof of the lemma.

Remark 14.9 Notice that Step 4 of the proof of Lemma 14.7 provides a proof of the monotonicity of the
map YN = 3 (v, ¥V L) stated in Lemma 4 in [30], with more precise justifications.

The next result presents the preflux used by Garavello and Piccoli for RS, in [30].

Lemma 14.10 (Data networks preflux)

Let N >1ando = (o',...,0N) € {£1}" witho # (1,...,1) and o # (—1,...,—1). Fory=(y},...,.7N) €
[0, +00)Y, define
L) = Y7, L (y:= Y
oi=1 oci=—1

Let 6 € (0,1)N such that LT(0) =1 = L (0), fix some 5= (F*,...,4) € [0,+00)Y, and define the passing
flux
%0(7) =0 = min {L*(3), L~ (3)}
and _
K*(3)={yeT*(3), Lt(\) =%}, with TTH) =Y [0,7]e;

E=(7)={vel~(3), L~(M =7}, with T°(3):= > [0,7]e
Let us consider the convex compact set

K®) ={yve0,40)N, v=9"+77, ("7 ) eKT(H) x K (%)}

and the orthogonal projection on it
PN () = PTOjfk(a)(%(W) -0)

Then 4PN [0, +00)N — [0, +00)Y is a conservative o-monotone prefluz in the sense of Definition 7.19.
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Remark 14.11 The convergent junction case in Section 5.2.2 of GARAVELLO, PICCOLI [12] is a special case
of data networks (Riemann solver RSz in [30]), which corresponds to N = n + 1 with n ingoing branches
0l =1 forj=1,...,n and a single outgoing branch c"*! = —1.

Proof of Lemma 14.10

Step 1: preflux

By construction, the function 4 := 4P¥ is continuous and conservative.
Moreover, we see that

4t 1= Projjics () (007)  with 07 := )" #e;

ot Py . ol=
¥=A4"T+4" with L i o ) B .
AT = PrOJﬁK,(;Y) (Ff~) with 67 := E 0e;

Step 1.1: bounds

By construction, we have 4* € K*(3) C I'*(¥) and then 0 < 47(5) < 4 for all indices j.
Step 1.2: local constancy

For v € [0, 4+00)", we consider the general splitting

y=7"+77 with (v",77) el (7) xT™(v)

For some 7, € [0,4+00)", assume that I := {j e{l,....N}, ¥(7) < "yi} # (). Assume by contradiction

that there exists j,k € I such that 0/ = 1 and ¢¥ = —1. Then this implies that L=4(5.) < L*7,, and then
LF4(7,) < %0(5x) := min {L17,, L™ 7.}, i.e. 4% (7.) € K*(7,). Contradiction. Therefore we conclude that
we have either ¢/ = 1 for all indices j € I, or 07 = —1 for all indices j € I.

Without loss of generality, let us assume that o/ = 1 for all j € I (the case 07 = —1 is similar). Then

LYyF > LTAF = L™, = 5 (7). Therefore K~ (7.) = {7, } and 4~ (7.) = 7. Moreover for € > 0, consider

Q-(%) = | 7« + > _(—¢,8)e; | N[0,+00)"
jel

Then for € > 0 small enough and 5 € Q(7.), we have 5(¥) = 79(J«). Therefore we still have K~ (%) =
{77} ={7.}, and then 4~ (¥) = 7, . Because 4 is the orthogonal projection on K () of 400", we deduce
that

(14.17) ) = Al"%f(ni)n V() with W(y,5) := |y — 506" |
K+(y

Because 3o (¥) = Y0 (7«) =: 7 is fixed, we can use Lemma 14.4, and the fact that (-, %) is a sum of strictly
convex functions in separated variables, to deduce that for 4 locally around 7, the map ¥ — 4+ (3" +7,) =
AT (%) is a preflux. Therefore the map 7 — (%) = (37 (¥), 75 ) is locally constant in {¥, 4(¥) # 4} close to
.. This is the desired local constancy of 4.

Step 1.3: basic monotonicities and c-monotonicity

Consider 7.,7 € [0,+00)", such that for some index j, say with 0/ = 1 (the case 0/ = —1 is similar), we
have
(14.18) ¥ — 7« =qe; with ¢ € (0,+00)

Case A: L7, > L™7,

Then LT, > L™, = 79(F«). Hence LTy > L= = L™#, = 49(7). Therefore as in Step 1.2, we get (14.17),
and Lemma 14.4 shows that 4+ — 4+ (3t +57) is a (1,...,1)-monotone preflux. In particular, for o* = 1,
the component ¢*4* is nonincreasing in 0747 for k # j, and nondecreasing in 6757 for k = j. Moreover, we
have K~ (3) = {77} = {77}, and then 4~ (J) = 7, . Hence for o* = —1, each component ¢*4* is constant
in 6747, and it is in particular nonincreasing.

Case B: LT7, < L™,

Then 4§ := % (9«) = L™, < L™ %, and then K*(%.) = {3}}. Then for ¢ > 0 small enough such
hat 4 < () = LTy < L™ = L™ #,, we have K*(y) = {7} and 47 () = 4T and in particular
4%(3) = ¥ = 4F for all k such that o* = 1 (for k # j and for k = j). For ¢ > 0 not small, notice that there
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exists some unique ¢, > 0, such that we get equality Jo(7« + g«€;) = LT (3« + gve;) = L™, and then we
are back to Case A with 7, replaced by 7. + g.e;.

Now notice that 4~ is the orthogonal projection on K~ (%) of 7,6~ , and we deduce that
(14.19)

A7 (7) = Argmin W(-,30(5)) with  W(y,5) == [y—50 [° with K- (3)={yel~(3), L v=L (307}

K=(%)

with L™ (5007) = 79 = LTy = L*4". Then Lemma 14.7 shows that the map (y~,%0) — (5 (%),70) is a
(1,1,...,1,—1)-monotone preflux. In particular each component of 4~ is nondecreasing in the agglomerated
variable Jo(7) = L*4T. Therefore o*4* is nonincreasing in 0747 for all k such that o* = —1. This shows
that 4 is o-monotone, and has the basic monotonicities (6747 is nondecreasing in 0747). This ends the proof
of the lemma.

Corollary 14.12 (Data networks germ; RS, in [30])

Assume (2.2) for some n : m junction (J, f) with N =n+m and n,m > 1. Recall that o € {£1}" and o7
denotes the orientation of the branch J7. Assume that o # (1,...,1) and o # (—1,...,—1). Assume also
that f is bell-shaped, and call 7 : [a,b] — [0, +00)N the capacity 9 := 39" given in Definition 7.21.

Then the set

(14.20) G=g;:= {pe[a»b], f(p)=f(p)} with  f(p) :=4"N 05

D

is a conservative Kruzkov germ, where 4PN is the data network prefluz given in Lemma 14.10.

Proof of Corollary 14.12
From Lemma 14.10, we know that the preflux 4PV is conservative and o-monotone. This implies that G is
conservative monotone germ, hence conservative Kruzkov. This ends the proof of the corollary.

In [30], the authors provide an important result that gives us an enlighting heuristic for the proof of
Corollary 14.12. We now state this result.

Lemma 14.13 (A contraction result, Lemma 6 in [30])

We work under the assumptions of Corollary 14.12, with furthermore the specific case of f7 = f9 for
j=1,...,N. For G defined in (14.20), and for all fired j € {1,...,N}, all p € G, and q € [a,b] such that
q — D € R¥e; satisfies

o _ I3 — £3(pI . inagoi
oic >0 with o= VZLW) s [ L for ingoing road
¢ —pi -1 for outgoing road

then we have (recalling that f = f o g and g o 7g = 7g)

1@ =P+ Y 1= ®)=170) - F(d)
ke{l,....N}\{s}

Heuristic motivating the proof of Corollary 14.12

We now propose an heuristic to motivate the proof of Corollary 14.12 in the special case f7 = f9 for
j=1,...,N, using Lemma 14.13. Using the fact that the map = — |z — ¢| is 1-Lipschitz, we deduce that
|t —¢| — ly — ] < |z — y| and get from Lemma 14.13 that Z 175 0) = F*®) < |1/ (q) — fA ()]

ke{l,...,N}\{j}
In the limit ¢ — p, this gives formally Z \ajfﬂ < |(9jfj| at p when o7 (f7)(p/) > 0. Using vii)
ke{1,....,N}\{j}

of Proposition 2.13, if we know that f is a Godunov flux associated to a Riemann germ G, then we expect
afajfj (p) € {O7 max {0, od (fJ)'([ﬂ)}} Then, in the very best case, we may expect to have on G

> 10 1< 70
ke{l,.N}\{5}
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Because any Godunov flux f is locally constant on { f *f }, we may expect that this inequality is indeed

true not only on G, but a.e. on [a,b]. If it is the case, then i) of Theorem 2.21 implies that G is a Kruzkov
germ. Because by construction G is conservative, we get that G is a conservative Kruzkov germ. This ends
the heuristic.

Remark 14.14 (Comments on other Riemann solvers in [30])
In [30], Riemann solver RSs is not associated to a (conservative) Krufkov germ, because I'; =
min (", yher) = min(3¢, ") is symmetric in ingoing index i and outgoing index i + n, which is not

compatible with o-monotonicity of the associated preflux for o' =1 and o™ = —1.
Similarly in [30], Riemann solver RSy is not associated to a (conservative) Kruzkov germ for some
n :m junction with 1 < n < m and m > 2. Indeed if the ingoing branches j = 2,...,n are empty with

47 = 0, then the problem is simply described by some 1 : m junction with effective passing flur equal to

~k

min A, T\ where 0% .= aqy and where 7 is the capacity. As explained in Section 2.3 of [33], this
k=n+1,....n+m 0’“
corresponds to a HJ problem (hence HJ germ) for functions fl := fl—o and f* = g—z. But monotonicities of

the Godunov fluz for HJ germs (with fr = h(1,4,..., 1) = h(pt,p"™L, ..., p"t™)) and for monotone germs
(with O, (c*f*) <0 for k' # k, and 9, (c* f*) > 0) are indeed incompatible for m > 2.

14.4 Traffic lights germs revisited

We revisit the traffic light germs discovered in CARDALIAGUET, FORCADEL, MONNEAU [7] (see also TOWERS
[36] for a special case), and give as a new result the explicit expression of their associated Godunov flux.

Consider a divergent junction 1 : 2 with bell-shaped function f = (f°; f!, 2) in the sense of Definition
7.21 (with definitions of f7*), with ingoing flux f° and outgoing fluxes f!, f2. We consider the following
assumptions

M€ [0, f1,4.) for j=0,1,2
A0 =\l )2

(14.21) the maps A*: [0, f2..] = [0, \¥] are continuous nondecreasing for k=1,2
AE(0) =0, AF(X0) = Ak for k=1,2
AL(A) 4+ A2(A) = min(), A°) for A€ [0, ..l

For a divergent junction 1: 2, and for A := (A, A) = (A%, A}, A2, A1, A2), we consider the following Traffic
Light germ, which is known to be a Kruzkov germ (see [7])

al <ul <, j=0,1,2
0< fI(u?) < N, j=0,1,2
(14.22) Gy? =1 U = (v, ul,u?) € R,
o) = fH(ul) + f2(u?)

FErub) = Ne(fOF (u),  k=1,2

Lemma 14.15 (Godunov flux of germ G;?)

For N =3, assume (2.2) for some 1 : 2 junction (J, f) with f = (f°, f1, f?), with incoming branch denoted
by J° (6° = 1) and outgoing branches J* (¥ = —1) for indices k = 1,2. Assume also that f is bell-shaped
in the sense of Definition 7.21, and call 7 : [a,b] — [0,4+00)N the capacity 37 := f3% given in Definition
7.21. We set i, .. := fi(¢?) for j =0,1,2 and assume (14.21) with A = (\°, A1, \?) € [0, +00)™ and

Ts : [0,400)Y = [0,400)™, with Tx(y) = (min {7°,A\°} ,min {7', X'}, min {+*, X?})
We define 50 = (0,90, 98) for v = (7°,7",7%) € [0, +00)¥
(v) = min 7" max A (10),7° =22 ¢ ;s
(v) =min 7% maxX(1°),7° =41 p,
0 =4+
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Then
G=G;={pelatl, fo)=fw} with j:=507:(0,b] [0, +00)" with 4:=300T;

is a conservative KruZkov germ G C [a,b] with respect to (J, f), and 4 is a prefluz. Moreover we have

G =gy2.

Proof of Lemma 14.15

Step 1: properties of 4

Step 1.1: 4y is a conservative preflux

We first notice that by constructlon we have the function 4 : [0, +00)" — [0, +00)¥ is continuous, and is
conservative because 40 = 4} + 43.

Step 1.2: preliminaries

We consider the following four sets (T like triangle, Q like sQuare)

Iy = {VG[ ,+oo)¥, 9% <90

Ty = v e0, 400N, 1442290 A <A
T = v €040, 1 +92 290 2 <X
Q ={rel+o)N, F=N00), k=12}

and we have (using the fact that z A (yVz) = (zAy)V(zAz) for Vy := max {z,y} and t Ay = min{z,y})

(v 7?) if ey
(v Y-l if yeT
(° =72 7P if vy
(14.23) (55,95) =< (A'(7%),  A2(»9) if ye@Q and A%<\

L 7?) if ’yEC:Q and 7°> X% and '+ <A°
(=% =9 if y€Q and 7°>A% and At 497 >4°

Step 1.3: bounds

By construction7 we have 49 > 0 and A4§(y) < 4% for k = 1,2. Moreover from (14.23), we get 49(y) =
36 +45 <1°

Step 1.4: local constancy

We see that 9q is not locally constant on {’yo #+ id[O,JrOO)N} for (93,48) = (7° —~4%,9° —~1). On the contrary
the restriction of 4y to the box K := [0, \] avoids this behaviour, and we see easily from the four first lines
of (14.23), and from the possible combinations, that (9o)|x is locally constant on {(90)x # idx }.

Step 1.5: basic monotonicity

It is easy to check that v +— 47 (7) is nondecreasing in 47 for j = 0,1,2

Step 1.6: c-monotonicity ‘

In terms of v = (7°,+4!,~4?), we now want to check the o-monotonicity of 4y, i.e. that ¢74; is nonincreasing
in oF~y* for j # k, i.e. the following monotonities (with indeed * =1)

3o (+, 1, 1)
Yo (1%, 1)
35 (154, %)

which is the case.

Step 1.7: conclusion

We now conclude by composition (similarly to the proof of Lemma 7.27) that 4 = (§0)|x o7} is a conservative
o-monotone preflux.

Step 2: properties off

From Proposition 7.23, we deduce that G 7 is a monotone conservative Riemann germ, hence a conservative
Kruzkov germ (as follows from Theorem 2.24).

Step 3: identification of the germ

We now want to show that G := G; = gk'é’ It is known from Lemma 1.5 in [7] that there is a generating set
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Ep\ C Q}\Q such that Fy C G implies G = g};? Here the generating set is given by Fp := T U {Py, P2, P},

with
I:={P(y°), A°€[0,\]} with P(+°):= (ud(7°),ul(A'(r°)),u2 (A% (v°)))
Py o= (w2 (A1), ul (A1), u_(0))
Py = (u® (A?),ul (0),u2 (A?))
Py = (ug(O),ui(O)mz (0))
and

PkM)=x wh() el ], ol eld,V], Ael, ()]

Step 3.1: checking I

Notice that 7(P(7°)) = (Y°, fhazs fae), and then for 70 € [0, 3], we get f(P(7°)) = (3%, A1(1°), \2(7?)) =
F(P(R).

Step 3.2: checking P,

We have 3(Py) = (f9 .., f1 0z» 0), and then (Tx 07)(Py) = (A%, 5',0). Therefore f(P;) = (A',A1,0) = f(Py).
Step 3.3: checking P,

Symmetrically, we get f(P2)f(P).

Step 3.4: checking P; .

We have ;Y(P3) - ( %axa Oa O)’ and (TK © :)/)(Pi?o) - (5‘03 Oa 0) Therefore f(P3) = (07070) - f(P3)

We conclude that Ep C G, and then G = 911\’2. This ends the proof of the lemma.

Remark 14.16 (Convergent junctions 2 : 1)

Notice that for convergent junctions 2 : 1, the germ G3'1 has the same expression as Gy in (14.22) with
only f3% naturally changed in f7~ for j = 0,1,2. Similarly the expression of Godunov fluz is still given by
f = 4 0%, where the preflux 4 = 49 o Ty is unchanged, but only the capacity ¥ = 3" is naturally changed

under the transformation o — —a, for o = (0°,01,0?).

15 Appendix of Part 11

15.1 Tool box: some standard parabolic estimates

In this subsection, we recall some standard parabolic estimates. We consider the following problem for T" > 0

UVt — Ugy = f on (OaT) X IR = QT7R7
(15.1) v= on (0,7)x dIg
v =g on {0} xIgp

where for R > 0, we assume either that
Ig:=(0,R) with 9Ip={0,R} and Ig=[0,R]

or
IR = R/RZ with 8IR = @ and jR = IR
In the following parabolic estimates, when it will be useful, we will make explicit the dependence of the

constants in terms of T, R. We have the following results.

Lemma 15.1 (Calderon-Zygmund estimates)
Assume T > 0 and Ir = R/RZ for some R > 0 and let p € (1,400). Let v be a solution of (15.1) with
vg = 0. Then we have

|’Utvvli p,QT,R < C|Ut - U$$|P7QT,R with | “1p,Qr,r T I : |LP(QT,R)

for ¢ = ¢(p) independent on T, R.

Proof of Lemma 15.1

First notice that the solution v can be extended by periodicity to the whole line R. We first rescale the
problem from (T, R) to (1, R/v/T). Then we can consider @, = v¢, with ¢, = 1 on [0,n] and ¢, = 0
on R\[-1,(n + 1)]. Applying standard Calderon-Zygmund estimate to ¥, (see Theorem 9.1 in [34]), and
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taking the limit n — +o00, we recover the result with some constant ¢ only depending on p. Scaling back the
problem to (T, R), we get the result. This ends the proof of the lemma.

Lemma 15.2 (Precised Calderon-Zygmund estimates)
Assume T > 0 and Ir = (0,R) for some R > 0 and let p € (1,+00). Let v be a solution of (15.1) with
vg = 0 = ¢. Then we have

|U|p7QT,R + |Uw p,QT,R

T \/T + |vt7 UII|P’QT,R < C|vt - vxz'quT,R

(15.2)

for ¢ = ¢(p) independent on T, R.

Proof of Lemma 15.2

Up to extend v by antisymmetry v(t,—x) = —uv(t,x), and then by 2R-periodicity in x, we come back to
problem covered by Lemma 15.1 with R replaced by 2R. Now from Lemma 4.5 in [34] (on page 305), we
have

‘,Ulp,QT,R < 6T|UtvaI|p»QT,R
and
‘U-'L'|I)7QT,R < 5\/T|Utavww|p,QT,R

which implies (15.2) from Lemma 15.1. Notice that (15.2) also follows directly from the standard parabolic

ny’tl;p estimate, and by scaling in time. This ends the proof of the lemma.

We also have the following result.
Lemma 15.3 (Sobolev embedding in Holder spaces)
Lra 3

Letp>3 anda:=1-3/p€ (0,1). Foranyv € Wi’g;p(QTﬂ) with Ig := (0, R). Thenv € C, (Qr,R)

with vy € C’i’f (Qr.r). Moreover we have

| loo,@rr = | |L=(Qr,n)
(15.3) M’O#_F@m(a) < ¢ d |vg, vagl Q +M with o
T% Qr.r = )R IPQT. R T <.>(a) =[] as
Qr.r C::F (Qr,r)

with ¢ = ¢(p) independent on T, R > 0, if T/R? is small enough. Here (-)(*) is the standard parabolic Holder
semi-norm of parameter o € (0,1).

Proof of Lemma 15.3
Up to a scaling argument, we can change (T, R) into (1", R') := (T/R?,1). Then Lemma 3.3 in [34] implies
that there exists ¢ = ¢(p) such that

1 _
|’Ux‘oo,QT/7R/ < 50{5a|vtvvazm‘p,QT“R/ + 6 2‘7) prT’,R’}

and

1
<Ua:>8£T),)R, < 50 {|Utvvm p.Qr g T 5_2|U|p,QT/,RI}

with § := min{%, \/T/}, R’ =1 and ¢ = ¢(p) independent on T’, R’. Now for 7" small enough, we get

‘vz|oo,QT/yR/

(@) 1V]p,Qs
T/% + <,Uz><§T/,R/ S c {|Ut7vmx|p,QT/,R/ + #
Then scaling back to (T, R), this gives (15.3). This ends the proof of the lemma.
Corollary 15.4 (Sobolev parabolic estimates)

Assume T > 0 and Ir = (0, R) for some R > 0 and let p € (3,400) with a« :=1—3/p € (0,1). Let v be a
solution of (15.1) with vo = 0 = ¢. Then, with notation of Lemma 15.3, we have

|velp.@ |va|oo,qr, o
(15.4) r\p/TT)R + ;O% —% + <U:r>£2T),R + |U:rm|p,QT,R <clog — vlep,QT,R

with ¢ = ¢(p) independent on T, R > 0, if T/R? is small enough.
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Proof of Corollary 15.4
The result follows from Lemmata 15.3 and 15.2. This ends the proof of the corollary.

Lemma 15.5 (Schauder parabolic estimates)
Assume T > 0 and Ir = (0,R) for some R > 0 and let a € (0,1). Let v be a solution of (15.1) with
vp = 0= . Assume that

(15.5) f=0 on {0} x0Ig
If f€COF(Qrr), thenv e C21™ "% (Qrp).
lto 3+a,l4+ite

Iff€Cot™ ® (Qr.r), thenv e C, > (Qr.R)-

Proof of Lemma 15.5

The result follows from Theorem 5.2 in [34] (on page 320). Notice that on the singular boundary T’y :=
{0} x OIg, the two compatibility conditions (of order zero and of order one) are satisfied. Recall that the
conditions are the following

on Dy, (order zero)

Vo =¢
=f on Dy, (order one)
0 =

{ ¢t — (v0)a

The first condition is satisfied because vy =
(15.5). This ends the proof of the lemma.

o, and the second condition is also satisfied because of

15.2 Existence of a PDE solution by fixed point
The goal of this subsection is to find a fixed point solution to a semi-linear problem (15.13) on
QT,R = (O,T) X (O,R) for T,R > 0.

As it is usual, we first start with a linear problem and insists on a priori estimates in short time, with
sufficiently explicit dependence of the constants.
Precisely, we consider the following scalar linear problem

Ut — Ugy = Py on (0,7)x (0,R)
—uy = go(t) on (0,7) x {0}
(155) i =oa®) on (0.7)x (R)
u =g on {0} x (0, R)
with
h =0 on (0,7) x {0}
(15.7) —up(0) = 90(0)
—up(R) = gr(0)

For problem (15.6), we will need several types of parabolic estimates on Qr r. To apply later on a
fixed point method (with some contraction map say in L (Qr r)), we will need estimates i) with explicit
dependence in T', with constants small when T is small.

For later use, we will need to get controlled estimates as R — +o00. Hence for fixed p > 0, we will need
local in space estimates on Qr,, == (0,7) x (0, p) with constants depending only on T, p, but not on R.
For estimates ii) on the solution u in C’ff (Qr,) and on u, in LP(Qr ), we will take advantage of a priori
bounds in L* on the fixed point solution, and then of u, h, go, gr.

For estimates iii) on the solution  in W;f”’ (Qr,p), we will take advantage of a priori LP estimates on h.

Lemma 15.6 (A priori parabolic estimates)
Assume that u solves (15.6) with the first line of (15.7). Let p € (3,400) and a:=1—-3/p € (0,1). Assume
that uj, € LP(0, R).
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i) (Global space estimates on Qr r)
Then there exists a constant ¢ = c(p) independent on T, R, such that for T/R? small enough, we have

W .= (U/07 hy 90, 9R, h(7 R))

U Ul a : =
(15.8) |\/|T£ |T|g U))  +Uslp < e|W1,  with [ lp =1 v (@r.n)
2
@ 1.
Care =lems @,
and with

U:=u—uo— R 'Gr(t) where Gy(t):=go(t) —gr(t) +h(t,R) with Gr(0)=0
ii) (Higher regularity)
Assume (15.7). Let g := (go, gr)-

Moreover, if ug € C1+*([0, R]) and h,g € 057}% (Qr,r), thenu e C, e 7(QT7R).
iii) (Further regularity)

lto o _
Assume furthermore that ug € C27([0, R]) and h,g € C;ja’ > (Qr,r); thenu € C, e (QT,R),

Proof of Lemma 15.6

Step 0: preliminaries

We first symmetrize v in 2 and set (with the same notation) u(t,z) := u(t,—x) for x € (—R,0), and
also symmetrize similarly uo(z) = uo(—z). From the first line of (15.7), we have h(¢,0) = 0, and we can
antisymmetrize h, setting h(t,z) := —h(t, —z) for x € (—R,0) such that h,(t,z) = (hy)(t, —z). We also set
g_r = —gr. Then u satisfies

Up — Uz = 2g0(t)do(z) + hy on (0,7)x (—R,R)

—uy = g+r(t) on (0,7) x {£R}
u =ug on {0} x (—R,R)
Now we set u = v, and ug = (vg), with v9(0) = 0, and setting vo(z) = —vo(—x), we consider v(t,z) =
—u(t, —x) solution of
Vi — Vgw = go(t)sign(x) + h on (0,7)x (—R,R)
(15.9) v =0 ) on (0.T) x {0}
vy = go(t)sign(z) + h — g+r(t) on (0,7) x {iR}
vo=1 on {O} (-R,R)

where the boundary condition in the third line comes from condition on u, = v;;, using the PDE satisfied
by v up to the boundary (for instance in the case where all functions would be smooth, to fix the ideas).
Setting (with h(t, R) = h(t, R))

GR(t) :=go(t) — gr(t) + h(t,R) with Gg(0)=0

we see that 0(t,z) := v(t,z) — Gg(t) - R 'z satisfies

Uy — Ugg = iL on (07 T) ( )
o =0 on (0,T) x {0}
v =c on (0,7) x {R}
v =g on {0} x (0,R)

with A(t, ) := go(t) + h(t,x) — G'5(t) - R~ & and the constant ¢ := vg(R).
Step 1: global space results i)
Then setting v := v — vg, we see that

o(t,x) = v(t,x) —vo(z) — Gr(t) - R 'z
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solves

V —Upge =h on (0,T)x(0,R)
v =0 on (0,7) x {0}
(15.10) 5 =0 on (0,T)x{R)
v =0 on {0} x (0, R)

with h = h 4 vfl, i.e. B
h(t,z) = go(t) + h(t,x) — Gr(t) - R x + uf(z).
From Corollary 15.4, we deduce that U := v, = u(t,z) — ug(x) — R~'GRr(t) satisfies

S

U] U] oo (@) _
(15.11) T e O+ Ul <clhlp |
< cK|W|, with W := (u),h,go,gr,h(-,R))

where K is a numerical constant. This shows (15.8).

Step 2: complementar regularity results

Notice that for parabolic problem (15.10), compatibility conditions on the singular boundary {0} x9(0, R) are
satisfied at order zero and order one. Indeed the condition at order zero is trivial, because its corresponds to
the continuity of the solution @ on the singular boundary. The condition at order one means that 7y = Uy +h
with 0., = 0 = ¥y, i.e. h =0 on {0} x 9(0, R). It is then easy to check that this is true when (15.7) holds
true.

Step 2.1: higher regularity ii)

Hence, if ug € C1**([0,R]) and h,g € Ca’%(QT’R), then using Schauder parabolic estimate (Lemma

x,t
. _ 24a,14¢ , ~ _ lta, e -
15.5 ii)), we deduce that v € C,; *(Qr,r). Then we have U = v, € C,; ' * (Qr,r). Because
lta
U =u(t,x) —ug(r) — R"'GRr(t), we deduce that u € C;J;a 2 (Qr.r)-

Step 2.2: further regularity iii)

lta
This step is similar to Step 2.1. If uy € C?*T%([0,R]) and h,g € C;Ia’ 2 (Qr,r), then using Schauder

240
parabolic estimate (Lemma 15.5 iii)), we deduce that v € C’i:a’ > (Qr.r)
This end the proof of the lemma.

Given w = (w',...,w"), and functions g = (g',...,¢") : RY — RN and h = (W);=1, N with
b7 : R — R, we now consider solutions u = (u',...,uN) to the system for Jg := JN Bg and J}, := Jg\ {0},
with u/ defined on [0,7) x J4 and Jp := J' N B ~ —07(0,R) for j =1,...,N, and 07 € {£1}.

Up — Ugy = (hai — h(w)(t,0)), on Eg,;i X {J§}
—uy = go(w on (0,7) x
(15.12) e~ anw) on (0.T) x (JNOBx)
U = ug on {0} x Jg

We also consider solutions to the fixed point problem u = w for T' = +00

Ut — Uz = (h(u) — h(uw)(t,0))s on (0,400) x Jf
o(u) on (O,+oo§ x {0}

—Uy =g (u
(15.13) —uy = grlu) on (0,+00) x (JNAIBR)
u =g on {0} x Jj

Consider also the following initial compatibility condition

—(u0)s = go(uo) on {0} x {0}
(15.14) { —(Ug)z - g;(uoo) on {O} X (J N (9BR)
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Lemma 15.7 (Existence by fixed point)

Let R > 0 be fized. Assume that h,go,gr : RN — RN are bounded functions which are globally Lipschitz
continuous of Lipschitz constant Lo > 0. Assume also that each component of the initial data satisfies
u) € CI(J%) for j=1,....,N and every a € (0,1).

i) (Existence)

Then there exists a unique global solution u with uw/ € L$° ([0, 4+00); Loo(jf‘%))ﬁsz’a([O, +00) X J%) of (15.13)

loc
for all a € (0,1) (where the boundary conditions have to be understood in a weak sense).
ii) (Higher regularity)
Moreover, if the initial compatibility condition (15.14) is satisfied, then v/ € Cf’l—m([()ﬂroo) X jlj%) for
any o € (0,1).
iii) (Further regularity)
Furthermore, if

2,00 N.pN
{h,,go,gReWLOC (RY;RY) for some B € (0,1)

u) € CEP(JY) for j=1,...,N,

22 248

then v’ € C, 2 ([0, +00) x J&).

Proof of Lemma 15.7
Step 1: contraction for short time
Because ug is in particular Lipschitz continuous, we have

(15.15) uy € LP(JR)

and then u{, € LP(Qr,r) with Qr.r := (0,T) x Jg. Let u, (resp. up) be the solution to system (15.12) for
w = w, (resp. w=wp). We set 4 := u, — up, and w := w, — wp and

N

lulp := [ulLr(Qr p) = Z |uj|Lp(Q’]1'—‘)R) with Q%R = (0,T) x Jh
j=1

From (15.8) applied to @, we get in particular for (@(t,0R))’ := @’ (t, 07 R) (by linearity on the initial data
which is zero for @) the following bound on a quantity U

|U oo _ _ _
T < Lo flaly + 000 + (.0 R),)
< 3cLoN(TR)7|0]s
where ~ - _
U:=u— R 'Ggr(t), Ggr(0)=0
with

GR(t) = Flw,](t) — Flwy)(t) and Flwa](t) := go(wa(t,0)) — gr(wa(t,oR)) + h(wa(t,0R)) — h(w,(t,0)).
Hence
|R'Grlos < 4LoTR ™ [1]o

and then
|i]oo < B[] for some 5 € (0,1)

for any T € (0, Tp] for some Ty > 0 small enough (depending on R). This shows that the map L*(Qr,r) >
w — ®(w) = u € L>®(Qr,r) is a contraction. Hence this map has a unique fixed point u, which is then
solution of (15.12). Moreover we have u = ug + {®(ug — uo} + {®*(uo) — ®(ug)} + ..., and then

1
(15.16) ufoo < [uoloo + m@(%) — Uplso

Notice that Ty (and also 8) are independent on the Lipschitz norm of the initial data ug, nor on the L= (Qr,r)
norm of the fixed point solution u.
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Step 2: how to restart the time interval
Now if we want to restart the problem from a time ¢; € (7//2,T), as in (15.15), we then need to insure that
Uy (t1,-) € LP(J}). Indeed, estimate (15.8) shows that

(15.17)
ety gy, HU < W, it W= (uy ) )00 00O ) ) () )
with

U:=u—uy— R 'Gr(t) with Gx(t)=F[u](t) and Gr(0)=0

and then U, = u, — uj. From (15.16), we know that u € L (Qr,r), and then the RHS of (15.17) is finite,
and this implies the existence of some time ¢; such that u,(t1,-) € LP(J}).

We can now iterate the procedure, and get the existence of a global solution v with «w/ €
L2 ([0, +00); L (J%)). Moreover we see that u/ € C2," ([0, 4+00) x J%) for all a € (0, 1).
Step 3: complementar regularity results

Step 3.1: proof of ii) ‘
Moreover, notice that (15.17) implies that v/ € C’if (QJT r)- Then, using the fact that h, go, gr are globally
Lipschitz, we deduce that h7(u), g} (u)(-,0), gk (u)(-,0’R) € C’g”t% (@}R) If wo satisfies relations (15.14),

. lta 4
then Lemma 15.6 implies that v/ € Cijtra’ 2 (Q%R). In particular, relations (15.14) propagate in time. Pre-

cisely, this means that we can replace uy by u(t1, ) in relations (15.14). Therefore regularity also propagates
Lta, 5=

and we get that u/ € C, ([0, +00) x J&).
Step 3.2: proof of iii)

148
The result follows similarly to Step 3.1. Notice in particular that h € leo’coo(]RN;]RN) and u € Cijﬁ’ 2
148
imply h(u) € C’;I’B’ z for 8 € (0,1). We get similar regularity for go(u) and gr(u). Therefore further
. o 24a .
regularity in iii) of Lemma 15.6 implies that v’/ € Cit "2 ([0, 4+00) x JF,).

This ends the proof of the lemma.
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