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In logistics and transportation, 

companies aim to minimize costs and 

environmental impact but often face 

challenges due to the unwillingness to 

share sensitive customer information.

Context

Objective
Reduce transportation and 

environmental costs for companies 

that do not wish to share their 

customer data.

Exact method

Base model

1. An attention-based model 

with encoder-decoder 

networks.

2. We choose the Kown (3)

approach as it evolves 

several solutions in parallel.

3. In our approach each 

solution corresponds to an 

agent.

Masking mechanism

1. Hide all customers not belonging to each agent.

2. Hide a shared customer when it is visited to other agents.

3. Hide customers with a demand greater than the remaining load.

Giving : 

Node selection criteria

1. We force all agents to start at the depot.

2. For the first move, an arbitrary customer is selected for each agent.

3. After we use the decoder to select the best next_node to visit by providing it with 

the last visited node, remaining load, and a mask of the previously visited nodes.

- We propose a model of Collaborative VRP in MILP formulation for benchmark 

purposes with our proposed multi-agent RL architecture. (2)

Problem instance generation

1. Customer nodes locations and the depot node are sampled uniformaly from the 

square.

2. A customer node ⅈ has a demand መ𝛿/𝐷𝑖, where is sampled uniformaly from a discrete 

set {1, 2,… , 9} and 𝐷 is set according to the number of customers.

3. We interoduced an additional variable called the customer allocation vector, which 

assignes customer nodes to agents, and sets shared customers to the value 0.

Centralized approaches
• Centralized collaborative planning involves a central authority making decisions 

with full information, optimizing for the total profit of all participants jointly. (1)

Decentralized approaches
• Decentralized collaborative planning, independent entities collaborate by 

exchanging subsets of their customers with limited information sharing.

• aiming to maximize their individual profits while maintaining some degree of 

cooperation. (1)

4. Perspectives

Our approach
• Centralized planning with decentralized elements. 

• Each agent is free to use its heuristic to decide which customers to share, and instead 

of auctions assigning shared customers, a reinforcement learning (RL) approach with 

an attention mechanism handles these assignments.

- Validate the effectiveness of this architecture with random test instances and 

literature benchmarks.


