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A B S T R A C T

In chemical process optimization, identifying conditions that balance production rate and thermal risks is crucial. 
This paper presents a surrogate-assisted optimization methodology that integrates parameters uncertainty, 
specifically focusing on synthesizing γ-valerolactone (GVL) in adiabatic and batch modes. A surrogate model was 
established to elucidate the relationships between input variables, production rate and risk index, which reduces 
the computational burden associated with complex differential equations. The Latin Hypercube Sampling 
method was employed to assess how uncertainties propagate through the processes. This study formulates a 
multi-objective optimization model that seeks to find a balance between the highest possible GVL production rate 
and the lowest probability of failure under deterministic and uncertain scenarios. The results in Pareto charts 
illustrate the possible operating conditions and determine the optimized initial conditions. This approach serves 
as a model for optimizing complex chemical processes, balancing production capacity and safety while 
considering uncertainty management.

1. Introduction

In the current fine chemical production, operations are predomi
nantly conducted in batch and semi-batch modes. The latter is essen
tially for fast and exothermic reactions (Copelli et al., 2017, 2018). Over 
90 % of industrial chemicals are still made in batch reactors (Ashe, 
2022). The use of batch processes is favored for manufacturing 
higher-value products, such as specialty chemicals and pharmaceuticals, 
due to their versatility (Dimian et al., 2014). With rising costs of raw 
materials, energy, and increasingly stringent environmental regulations, 
chemical processes need to be as efficient, sustainable, and cost-effective 
as possible (Sun et al., 2020). However, 25 % of chemical accidents are 
caused by the loss of control over reaction heat, i.e., thermal runaway 
events (Kummer et al., 2021; Dakkoune et al., 2019). Therefore, un
derstanding how to prevent uncontrolled reaction heat release and 
thereby ensure the safe production in chemical enterprises holds sig
nificant importance (Saada et al., 2015; Ni et al., 2016a, 2016b, 2016c).

Generally, there are four ways to prevent accidents (AICE, 2019): 
inherent safety, passive, active, and procedural strategies. Understand
ing safe operating conditions can be considered an inherent safety 

strategy, especially crucial for exothermic chemical systems that involve 
multiple reactions due to the intricate interplay between selectivity and 
safety constraints. In the context of batch or semi-batch reactions, each 
can have several operational variables, such as temperature, pressure, or 
heat transfer.

Optimizations to obtain safe and productive operating conditions for 
exothermic reaction systems is a critical challenge in chemical engi
neering (Soares et al., 2016; Lin et al., 2016), particularly due to the risks 
associated with thermal runaway (Copelli et al., 2013). Various studies 
have addressed this issue using different methodologies, emphasizing 
both safety and productivity. For instance, Kummer et al. (2020) and 
Zhu et al. (2022) studied the framework to control thermal runaway that 
consists of the runaway criterion and parameter identification. Casson 
Moreno et al. (2017) and Casson et al. (2012) explored the application of 
thermal runaway criteria to predict and manage the stability and safety 
of reactor operating conditions.

Optimization techniques have also been employed to navigate the 
trade-offs between competing objectives in chemical processes. Bortz 
et al. (2014) and Zora et al. (2021) applied Pareto sets for the chemical 
process, allowing decision-makers to evaluate trade-offs between 
different process goals, such as maximizing yield while minimizing risk. 
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Deb et al. (2004) utilized the NSGA-II algorithm to optimize the 
epoxy-polymerization process, revealing trade-offs between molecular 
weight, polydispersity, and reaction time, thus enhancing process un
derstanding and efficiency.

Optimization under uncertainty is an even harder challenge in 
chemical engineering due to variability in measurements, disturbances, 
and raw material properties (Shi et al., 2023; Pishvaee et al., 2012). 
Addressing this challenge often involves complex calculations, which 
can be computationally intensive. Several strategies have been proposed 
to alleviate the computational burden of solving differential equations 
during optimization. One approach involves improving optimization 
algorithms to enhance efficiency, such as Bayesian optimization 
(Tadepalli et al., 2023; Manoj et al., 2023) or differential evolution 
(Chen et al., 2014). While another employs explicit relationships to 
replace dynamic models, simplifying the computational requirements 
(Zora et al., 2021). More recent methods (Pantula and Mitra, 2019, 
2020; Miriyala et al., 2018) adopt data-driven methodologies that 
integrate machine learning techniques with optimization, improving 
solution accuracy. For instance, Miriyala et al. (Miriyala et al., 2016) 
compared various surrogate modeling approaches, showing that 
Sobol-assisted ANN can substantially reduce computational costs while 
maintaining high accuracy in optimizing complex chemical reaction 
networks.

Hydrogenation of levulinic acid or alkyl levulinates to produce 
γ-valerolactone (GVL) is an exothermic reaction system. GVL is a 
promising platform molecule (Horváth et al., 2008; Alonso et al., 2013; 
Yan et al., 2015), polar aprotic solvent (Baco et al., 2022; Chew et al., 
2020) and is also a promising starting material for jet fuel (Bond et al., 
2010; Han, 2017). GVL is also an essential intermediate for the pro
duction of poly(methyl methacrylate)-substitute (Manzer, 2004; Al-Naji 
et al., 2019). In fact, surrogate models are invaluable in areas such as 
optimization, sensitivity analysis, design space exploration, and any 
domain where direct evaluations of the actual system are prohibitive in 
terms of time or cost. However, less current research considers param
eter uncertainty within the optimization of GVL processes.

In this study, we employed the kinetic model developed by Delgado 
et al. (2022), which delineates the hydrogenation kinetics of levulinic 
acid (LA) and butyl levulinate (BL) into GVL using Ru/C and Amberlite 
IR-120 in adiabatic mode. We introduce a bi-objective optimization 
method aimed at delineating the safety boundaries of the GVL produc
tion process. This method incorporates surrogate modeling and Latin 
Hypercube Sampling (LHS). By adopting surrogate models, complex 
differential equations are substituted with higher-order polynomials, 
significantly reducing the computational load required for iterative 
calculations during the optimization process. This approach also facili
tates a faster computation of uncertainty propagation by LHS. By 

identifying more favorable operating conditions through stochastic 
programming optimization, our method enhances the efficiency of the 
exothermic process, thereby contributing to advancements in the field.

The paper is organized as follows: Section 2 gives the GVL synthesis 
process and kinetic model and introduces inputs and outputs. Section 3
proposes the optimization method, which is calculated based on the 
surrogate model and uncertainty. The results of the optimization are 
shown and interpreted in Section 4. Finally, a brief conclusion and 
future work are given in Section 5.

2. Reaction and kinetic model

2.1. Kinetic model and uncertainties

The GVL production process utilizes a Ru/C catalyst and Amberlite 
IR-120 (Amb). It unfolds in two primary stages, as illustrated in Fig. 1. 
The initial stage comprises the hydrogenation of LA and BL into inter
mediate products, specifically Hydroxy Pentanoic Acid (HPA) and Butyl 
Hydroxy Pentanoate (BHP). Subsequently, the second stage involves the 
cyclization of these intermediates to form GVL. For an in-depth under
standing of the kinetic model associated with this production process, 
readers are encouraged to consult the study conducted by Delgado et al. 
(2022).

According to the previous studies of our group (Delgado et al., 2022; 
Wang et al., 2020), this system is a two-step reaction comprising a hy
drogenation and cyclization step. Hydrogenation is an exothermic step 
that governs the reaction temperature.

Delgado et al. (2022) suggest that the most robust kinetic model for 
the process under study is the non-competitive Langmuir-Hinshelwood 
model. This model posits that levulinates (both BL and LA) and 
hydrogen are adsorbed at distinct sites. The ordinary differential equa
tions, derived from the material and energy balances in a batch reactor, 
are a function of time (t). These equations are comprehensively detailed 
in Table 1.

In this reaction, the input parameters are represented as 
X = (X1, X2,⋯Xi, ⋯,XI)(I= 7) and listed in Table 2. Considering the 
working conditions, the values of the input parameters are restricted in 
the lower and higher bounds range.

The parameters in the kinetic model are estimated based on labo
ratory kinetic experiments (Delgado et al., 2022). There are 18 param
eters listed as M = (M1, M2,⋯Mi, ⋯,MI)(I= 18) in Table 3.

2.2. Outputs from the model: risk index and production rate

It is essential for all chemical processes to reduce the thermal 
runaway risk and improve productivity. Hence, two outputs, including 

Nomenclature

M Parameters in kinetic model
X Input parameters
Y Output parameters
C Concentration
K Number of samplings in uncertainty analysis
m Number of solutions in Pareto front
P Probability
Pf Probability of failure, i.e. probability of thermal runaway
Pft Failure threshold
Pr Production rate
Ri Risk index
R2 Coefficient of determination
t Time (s)

Subscript
i, j Ordinal number

Glossary
Amb Amberlite IR-120
BHP Butyl Hydroxy Pentanoate
BL Butyl Levulinate
GVL γ -Valerolactone
HPA Hydroxy Pentanoic Acid
NSGA- II Non-dominated Sorting Genetic Algorithm II
LA Levulinic Acid
LHS Latin Hypercube Sampling
ODE Ordinary Differential Equation
MSE Mean Squared Error
Ru/C Ruthenium on activated Carbon
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production rate and risk index, were proposed in this study.

2.2.1. Production rate
An essential point for a chemical process is economic attractiveness. 

In this study, the production rate Pr is defined as the ratio of the pro
duction of GVL to the time to finish the reaction (t GVLfinal). 

Pr =
c GVLfinal − c GVL0

t GVLfinal
(1) 

A high yield difference and short reaction time is advantageous.

2.2.2. Risk index
Two parameters for the thermal runaway risk are defined: adiabatic 

temperature rise (ΔTad) and Time to the Maximum Rate (TMRad) (Pan 
et al., 2023). Generally, these parameters are determined by using a 
simplified kinetic model, i.e., zero-order approach in adiabatic condi
tions (Vernières-Hassimi et al., 2017). ΔTad is the difference between the 
maximum and initial reaction temperature and characterizes the 
severity of the risk. TMRad defines the time to reach the maximum 
temperature ratio and characterizes the probability of the thermal 
runaway risk (Stoessel, 2020), as explained in Appendix A

This paper applies a power function to calculate the risk index (Ri) by 
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Fig. 1. Reaction steps of LA and BL to GVL over Ru/C and Amberlite IR-120.

Table 1 
Mass and energy balance equations in the kinetic model.

Material Balance Equations on the single chemical species

dCBL

dt
= − RBL hyd

d[H2]liq

dt
= k∗la

(
[H2]

∗
liq − [H2]liq

)
− RBL hyd − RLA hyd

dCBHP

dt
= RBL hyd − RBHP noncat − RBHP RuC − RBHP SO3H − RBHP diss

dCbuOH

dt
= RBHP noncat + RBHP RuC + RBHP SO3H + RBHP diss

dCLA

dt
= − RLA hyd

dCHPA

dt
= RLA hyd − RHPA noncat − RHPA RuC − RHPA SO3H − RHPA diss

dCwater

dt
= RBL hyd − RHPA noncat + RHPA RuC + RHPA SO3H + RHPA diss

dCGVL

dt
= RBHP noncat + RBHP RuC + RBHP SO3H + RBHP diss + RHPA noncat + RHPA RuC + RHPA SO3H + RHPA diss

Energy Balance Equation

dTR

dt
=

(
− RHydrogenation⋅ΔHR,Hydrogenation⋅V − RCyclization⋅ΔHR,Cyclization⋅V

)
+ UA⋅

(
Tj − TR

)
+ α⋅(Tamb − TR)

mR⋅CPR + minsert ⋅Cpinsert + mcatalyst ⋅Cpcatalyst

Table 2 
Definitions of the input parameters.

NO. Parameters lower value higher value 3*Standard deviation Distribution Definition Unit

X1 Tj0 90 140 1 Normal Initial temperature of the jacket K
X2 PH2 20 50 2 Normal Initial pressure of H2 bar
X3 mLA0 0.09 0.11 0.01 Normal Initial mass of LA kg
X4 mBL0 0.19 0.21 0.01 Normal Initial mass of BL kg
X5 mGVL0 0.09 0.11 0.01 Normal Initial mass of GVL kg
X6 mRu 0.001 0.003 0.0003 Normal Initial mass of Ru kg
X7 mAmb 0.005 0.02 0.002 Normal Initial mass of Amb kg
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ΔTad, TMRad values: 

Ri =
(
0.2449 × (ΔTad)

0.4372)
×
(
− 1.4772 × (TMRad)

0.2894
+ 7.2398

)

(2) 

Eq. (2) comes from fitting the classical risk matrix (see Appendix 
A.1), which provides discrete risk values. Generally, Ri = 5 is the 
boundary between acceptable and moderate risk, and Ri = 10 is the 
boundary between a moderate and non-acceptable risk.

In summary, the kinetic model with parameters can be expressed as: 

Y = f(X,M, t)
X = (X1, X2,⋯,Xi, ⋯,XI) (I = 7)
M = (M1, M2,⋯,Mi, ⋯,MI)(I = 18)
Y = (Pr, Ri)

(3) 

where, X and M consist of initial parameters (as shown in Table 2) and 
model parameters (as shown in Table 3), respectively. t is reaction time. 
The outputs Y contains production rate (Pr) and risk index (Ri).

3. Optimization method

This section delves into optimizing the GVL production, detailing the 
surrogate model, uncertainty quantification, and optimization model 
employed. Through different case studies, we seek to find the best 
operational parameters and conditions that maximize product yield 
while maintaining a safe process.

The proposed method is based on three steps, starting with the ki
netic model, as shown in Fig. 2.

This framework commences with a kinetic model that serves as the 
foundational basis. In this model, the input variables X = (X1, X2,⋯,Xi,

⋯,XI) (I = 7) are processed through a function Y = f(X,M, t) to yield 
outputs Y = (Pr, Ri). These outputs represent the product rate and risk 
index, respectively.

Subsequently, a surrogate model was utilized to approximate the 
Ordinary Differential Equations (ODEs) from the kinetic model. The 
process initiated with Latin Hypercube Sampling (LHS) to facilitate 
efficient sampling from the predefined ranges of initial parameters. This 
was followed by constructing a model based on polynomial regression, 
accompanied by a comprehensive training and testing regimen. The 
latter was implemented to validate the predictive capabilities of the 
surrogate model, ensuring its accuracy and reliability in simulating the 
response of the kinetic model.

In parallel, an uncertainty analysis was conducted to assess the 
reliability of the model predictions. This includes the evaluation of input 

aleatory uncertainty from initial condition parameters. Sampling simu
lations are key in quantifying these uncertainties, leading to a compre
hensive understanding of the output variability.

Finally, an optimization model was formulated to maximize pro
duction and minimize risk. This optimization model leverages the in
sights from the surrogate model and uncertainty analysis to find the 
optimized input parameters. When addressing the optimization model, a 
genetic algorithm was employed to identify the Pareto front. The Pareto 
front presents the solution space to delineate optimal trade-offs between 
production and risk. The optimal initial conditions were selected for the 
GVL process with a low probability of failure.

This strategic framework is designed to systematically improve GVL 
synthesis, and each part is described in the following sections. Generally, 
this approach can be applied to any chemical process with similar 
characteristics.

3.1. Surrogate modeling method

The kinetic model, made of complex ODEs, presents significant 
computational challenges due to its extensive time requirements for 
solution (Leveneur et al., 2012). In statistical simulations such as Monte 
Carlo methods, where the accuracy of results is directly tied to the 
volume of data processed. Typically, 

[
10n+2,10n+3] samples 

(Andrieu-Renaud et al., 2004) are needed to compute accurately the 
probability of failure of 10− n. In the optimization-solving process, the 
computational workload escalates exponentially.

In light of this, the use of surrogate models becomes increasingly 
important. In this study, surrogate models were typically constructed by 
exploring the input-output relationships of the kinetic model. A sche
matic mapping between inputs X and outputs Y is illustrated in Fig. 3. 
which consists of two parts, namely the 7 inputs and 2 outputs.

The main purpose of using surrogate models for optimization is to 

Table 3 
Definitions of the kinetic model parameters.

NO. Parameter Estimate Unit

M1 kBL hyd
(
TRef

)
3.02E-06 m3 .mol− 1

.s− 1.kg.dryRuC− 1

M2 EaBL hyd 3.62E+04 J.mol− 1

M3 kʹ
BHP cat Amb

(
TRef

)
4.36E-05 s− 1.kg.dryAmb− 1

M4 kBHP noncat
(
TRef

)
5.93E-05 s− 1

M5 EaBHP noncat 7.78E+04 J.mol− 1

M6 kLA hyd
(
TRef

)
7.75E-06 m3 .mol− 1

.s− 1.kg.dryRuC− 1

M7 EaLA hyd 4.61E+04 J.mol− 1

M8 KLA∧ 1.69E-03 m3 .mol− 1

M9 kʹ
HPA cat Amb

(
TRef

)
4.79E-04 s− 1.kg.dryAmb− 1

M10 kHPA noncat
(
TRef

)
1.25E-06 s− 1

M11 EaHPA noncat 4.15E+05 J.mol− 1

M12 kBHP RuC
(
TRef

)
2.41E-05 s− 1.kg.dryRuC− 1

M13 kHPA RuC
(
TRef

)
5.74E-05 s− 1.kg.dryRuC− 1

M14 Kc 1.59E-04 m3 .mol− 1

M15 kBHP diss
(
TRef

)
1.69E-06 m3 .mol− 1

.s− 1

M16 EaBHP diss 1.09E+05 J.mol− 1

M17 kHPA diss
(
TRef

)
4.73E-06 m3 .mol− 1

.s− 1

M18 EaHPA diss 6.70E+04 J.mol− 1

Kinetic model

Input

Optimization

Uncertainty 

Uncertainty of outputs

Optimization model

Polynomial

Surrogate model

Output

Input
Aleatory

LHS sampling

Train

Test

Model
Epistemic

Genetic Algorithm

Pareto front  

max
production

min
risk

LHS

Pareto characterizaiton

Optimized initial conditions 
and outputs 

Fig. 2. Illustration of the optimization study with uncertainty and surro
gate model.
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train a sufficiently accurate approximation to the true kinetic model. 
This study adopted a fourth-order polynomial for the surrogate regres
sion model to achieve a trade-off between computational efficiency and 
kinetic model fidelity.

The choice of a fourth-order polynomial is motivated by its robust 
capacity for encapsulating the nonlinear relationships inherent to the 
ODEs involved in GVL synthesis. The coefficients of this polynomial are 
computed through a disciplined training regimen, using the Ordinary 
Least Squares method to ensure that the surrogate model is well- 
adjusted to the underlying data obtained from the original kinetic 
model.

3.2. Uncertainty analysis

Two key considerations were made in the uncertainty analysis: (1) 
We employed the LHS method for stratified sampling, ensuring 
comprehensive coverage of the parameter space. (2) Based on prior 
laboratory measurements and empirical studies (Delgado et al., 2022), 
we assumed the parameters follow a normal distribution with corre
sponding means and standard deviations. Aleatory uncertainty, due to 
measurement errors or parameter variations, is represented by normally 
distributed input parameters. The specific distributions, including the 
mean and standard deviation for the seven initial parameters, are 
detailed in Table 2.

The 7 parameters are represented as X = [X1, X2,⋯Xi, ⋯,XI] (I = 7). 
By applying the LHS sampling method (Shi et al., 2023), the sampling 
number of simulations is set to K in this study. The sampled data are: 

X = [X1, X2,⋯Xi, ⋯,XI] =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

x(1)
1 ⋯ x(1)

i ⋯ x(1)
I

⋮ ⋮ ⋮
x(k)

1 ⋯ x(k)
i ⋯ x(k)

I

⋮ ⋮ ⋮
x(K)

1 ⋯ x(K)
i ⋯ x(K)

I

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(4) 

where X is sampled data. The subscript i is the ordinal number for initial 
parameters and the superscript k donates kth sampling by LHS for un
certainty. This allows us to propagate the input uncertainties through 
the kinetic or the surrogate models, thereby generating a distribution of 
the output parameters (risk indicator and production rate) as Y: 

Y = [Pr, Ri] =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Pr(1) Ri(1)

⋮

Pr(k) Ri(k)

⋮

Pr(K) Ri(K)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

# (5) 

Through this probabilistic sampling, we can assess the uncertainty in 
model outputs, which is crucial for understanding the probability of 
thermal runaway risk in our optimizations.

3.3. Optimization models

In the quest for an optimized GVL synthesis process, this study builds 

a multi-objective optimization to maximize production yield and mini
mize operational risk simultaneously. This sophisticated optimization 
paradigm falls under the auspices of Pareto optimization. In the opera
tional environment of GVL synthesis, this translates into a scenario 
where the interplay between yield maximization and probability of 
failure minimization is delicately balanced.

The primary objective in optimizing this GVL production process is 
to maximize production. The constraints are created based on the risk 
index to keep the risk in the acceptable zone. Hence, the first optimi
zation model is defined as following: 

maxPr = f1(X,M, t)
minRi = f2(X,M, t)
s.t. Xl ≤ Xi ≤ Xu

(6) 

where the X is the decision variable, M is the kinetic model parameters, 
and t is the time parameter. In the constraints, the lower bound Xl and 
upper bound Xu are listed in Table 2.

Moreover, it is necessary to consider the aleatory uncertainty from 
input parameters X, which are seen as random variables that are defined 
by mean and standard deviation (μX, σX). The second optimization 
model considering input uncertainty is defined: 

max Pr = f1(μX,M, t)

min Pf = f2(μX, σX,M, t)#

s.t. Xl ≤ μX ≤ Xu

(7) 

In this equation, the μX is decision variable, σX is fixed as shown in 
Table 2. By using LHS uncertainty method in Section 3.3, Pf =

P
(
Ri> Pft

)
. P stands for probability. Pf is probability of failure, i.e. the 

probability of having a thermal runaway, meant as the probability of Ri 
values greater than the threshold Pft, as reported in Appendix A

In this paper, uncertainty was treated as random variables, and 
solving these two optimization models delineates the stochastic pro
gramming and the Pareto optimality. A decision variable vector X∗ is 
Pareto optimal if there is no other vector X such that f1(X,M, t) ≥
f1(X∗,M, t) (higher production rate) and f2(X,M, t) ≤ f2(X∗,M, t) (lower 
risk index), with at least one strict inequality for one objective.

All the Pareto-optimized solutions X∗ made up the Pareto front Φ∗, 
which represents the set of all non-dominated solutions, providing a 
spectrum of optimal trade-offs between the dual objectives of produc
tivity and probability of failure. By employing this strategy, we can give 
decision-makers diverse options, allowing for informed choices that 
align with specific operational priorities and risk appetites.

4. Results and discussion

4.1. Surrogate model and validation

The Latin Hypercube Sampling (LHS) was applied to train the sur
rogate model to generate a diverse and representative training dataset. 
Drawing from a 7-dimensional input space, LHS was used to produce 104 

samples. This stratified sampling method ensured that each of the 7 
input parameters was uniformly sampled across its entire range. We 
incorporated a k-fold cross-validation approach with k = 5 to ensure 
robustness and avoid overfitting. In this technique, the dataset was 
partitioned into 5 equally sized folds. The model was trained five times, 
using 4 of the folds for training and the remaining fold for validation. 
The training process (Pedregosa et al., 2011) took almost 22 mins for 
this model on a workstation with an Intel(R) Xeon(R) CPU E5–2660 
CPU, 256 GB RAM.

To assess the performance of our surrogate model, we used two 
widely recognized statistical metrics: Mean Squared Error (MSE) and 
Coefficient of Determination (R2). In the following, y represents the 
simulated data points and ŷ denotes the predicted data points from the 
surrogate model, n is the data number.

Fig. 3. Input parameters and output parameters for the GVL synthesis process.
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The MSE measures the average squared difference between the 
simulated and predicted values. It is given by the formula: 

MSE =
1
n
∑n

i=1
(yi − ŷi)

2 (8) 

A lower MSE indicates a better fit of the surrogate model to the 
simulated data.

The R2 value captures the proportion of variance in the simulated 
dataset that is predictable from the predicted dataset. The formula for R2 

is: 

R2 = 1 −

∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − E(y))2 (9) 

A R2 value close to 1 suggests that the model explains a large portion 
of the variance in the dependent variable, whereas a R2 value close to 
0 indicates that the model does not explain much of the variance.

MSE quantifies the difference between the simulated value and the 
predicted value, R2 values of the K-S tests. In the surrogate model 
adopted in this study, both isothermal and adiabatic reaction conditions 
were taken into consideration. In isothermal conditions, the risk index Ri 
equals zero; thus, only results obtained under adiabatic conditions are 
presented. The results of each training are listed in Table 4.

From Table 4, we choose the model with minimum MSE as the final 
regression model. The correlation between the predicted and the simu
lated values are shown in Fig. 4(a) and (b), respectively.

Fig. 4 shows the correlation plots proving that the predicted values 
are mostly conformed to the simulated values of the outputs (Pr and Ri). 
A large R2 (close to 1) implies that the distributions are not statistically 
different. Hence, the polynomial fit in this study has strived to construct 
a reliable and robust regression model.

Moreover, a comparison was conducted between the computational 
times of the kinetic model and its surrogate counterpart. In this com
parison, the ODEs for the material and energy balances were solved out 
by using the solver “solve_ivp” (Virtanen et al., 2020) based on Back
ward Differentiation Formulas (BDF). For a total of 104 runs, the kinetic 
model required a substantial 13.92 min. In contrast, the surrogate model 
demonstrated efficiency, completing the same number of runs in a mere 
0.11 s. This significant reduction in computational time underscores the 
advantages of replacing computationally expensive ODE simulations of 
kinetic systems with a cheaper and simpler surrogate model.

The good accuracy and less computing time of the trained surrogate 
model encourage us to use it to predict the output parameters of the 
kinetic model in optimization design. As we delve deeper into the results 
and insights derived from this analysis, it becomes evident how surro
gate models can significantly enhance our ability to understand and 
predict complex systems.

4.2. Influence of the uncertainty

To investigate the variability and assess the robustness of Pr and Ri 
under different scenarios, we employed the uncertainty propagation 
approach. The simulation model was parameterized with input values X 
= [100, 22, 0.1, 0.2, 0.1, 0.0015, 0.01]. These inputs are subject to the 
normal distribution and the standard deviations are listed in Table 2. To 
capture the uncertainty and variability in these parameters, we 

conducted K= 5000 simulation runs. This extensive simulation effort 
provides a robust statistical foundation to evaluate the potential range 
and distribution of both the production rate and the risk index.

Analysis of the simulation data yielded the scatter plot depicted in 
Fig. 5, which illustrates the stochastic relationship between the pro
duction rate and the risk index.

Fig. 5 presents a scatter plot with marginal histograms illustrating 
the relationship between production rate and risk index. Each point on 
the scatter plot represents an observed pair of production rate and the 
risk index. A discernible upward trend suggests a positive correlation 
between increased production and higher risk levels. The marginal 
histograms reveal the underlying distributions of each variable, with the 
production rate exhibiting a roughly normal distribution and the risk 
index showing a propensity for lower values. These patterns indicate 
operational dynamics where risk considerations become more pro
nounced at higher production rates.

4.3. Pareto optimization results and decision analysis

This research employs the Non-dominated Sorting Genetic Algorithm 
II (NSGA-II) to derive optimal solutions. Within the NSGA-II framework, 
we have chosen 100 particles, leading to 100 distinct solutions. These 
outcomes collectively form the Pareto front, illustrating the trade-offs 
among competing objectives without favoring any single objective. 
Specifically, this analysis concentrates on the adiabatic mode, and the 
threshold value of the failure probabilities are selected as Pft = 10, 9.8,
and 9.6, respectively (details in Appendix A).

Fig. 6 presents the Pareto optimization results; the horizontal axis 
represents the production rate, while the vertical axis represents the risk 
index. It illustrates the total 100 optimal solutions where no single 
objective can be improved without compromising the other. The spread 
of points along the Pareto front indicates the range of possible solutions, 
highlighting the diversity in optimal strategies under consideration. This 
visualization aids decision-making by clearly delineating the best 
possible compromises between the competing objectives.

In addition, it can be observed that the production rate is more 
concentrated in the area below Pr = 1.0. Combining the Pareto front 
analysis with the histograms presented in Fig. 6, it becomes apparent 
that within the range of Pr ≤ 1.0, the rate of increase in risk outpaces 
that of the production yield. Conversely, when Pr > 1.0, the growth 
rates of both parameters tend to converge. Consequently, decision- 
makers can weigh both production yield and risk to select the optimal 
reaction conditions. In this deterministic case, the best initial conditions 
can be found as X∗ =

[
139.98, 20.03, 9.01 × 10− 2, 2.05 × 10− 1,

1.10 × 10− 1, 2.01 × 10− 3, 1.98 × 10− 2], the outputs are Pr = 1.39, 
and Ri = 9.99.

Furthermore, we examined the results of Pareto optimization under 
parameter uncertainty, as depicted in Fig. 7. For this analysis, the un
certainty sampling size was set to K = 1 × 106. Three distinct Pareto 
fronts emerge, representing optimal solutions at failure probabilities of 
10 %, 1 %, and 0.1 %, respectively.

Fig. 7 presents a scatter plot that illustrates the relationship between 
the production rate and the probability of failure for the GVL production 
system. There are three distinct series represented by different colors 
and symbols, the blue circles (Pft = 10), the orange stars (Pft = 9.8), and 
the green crosses (Pft = 9.6). Each series indicates that the probability of 
failure is low at lower production rates, increases rapidly at intermediate 
rates, and then plateaus at higher rates, suggesting that once a certain 
production threshold is surpassed, the probability of failure does not 
increase significantly. The isolated red dots could be outliers or special 
observations that were recorded but fall outside the expected trend.

After obtaining the optimized results of these two cases, a compar
ative analysis of the relationship between production rate and risk index 
under deterministic and uncertain scenarios, as depicted in Fig. 8.

Select the optimized results with Pf < 0.1%, the optimized initial 

Table 4 
The results of 5-fold test.

NO. MSE R2 (Pr) R2(Ri)

1 1.829e-6 0.9991 0.9998
2 1.872e-6 0.9999 0.9997
3 1.879e-6 0.9991 0.9998
4 1.921e-6 0.9990 0.9909
5 1.958e-6 0.9991 0.9997

L. Shi et al.                                                                                                                                                                                                                                       Computers and Chemical Engineering 192 (2025) 108909 

6 



conditions (X∗) and outputs (Pr and Ri) can be determined as listed in 
Table 5. As evidenced by Table 5, it is observed that with demands on 
failure threshold reduction, there necessitates a decrease in the initial 
temperature (Tj0) of the reaction. The risk index range is reduced from 
[9.6551, 9.8019] to [9.1042, 9.3337], while the production rate 
significantly decreases from [0.6890, 0.8828] to [0.4224, 0.5140]. This 
adjustment correspondingly leads to a diminution in both production 
rate (Pr) and associated risk index (Ri). From Table 5, one can observe: 

• A lower Tj0 results in decreased Pr and Ri. Conversely, lower Pft is 
achieved with a lower Tj0 (i.e., Ri), which in turn leads to reduced Pr.

• A decrease in PH2 leads to an increase in both Pr and Ri, indicating 
that higher PH2 results in lower Pft.

• An increase in the initial concentration of LA (i.e., mLA0) corresponds 
to a decrease in both productivity and associated risk.

• The initial concentrations of BL and GVL (i.e., mBL0 and mGVL0) do not 
affect productivity or risk levels.

• An increase in the concentration of Ru catalyst enhances productivity 
and raises the risk index. Conversely, lower Pft is associated with a 
lower mRu. In the case of Am, no significant influence on Pr or Ri is 
observed.

Through Figs. 7, 8 and Table 5, decision-makers can see the potential 
paths for finding a balance between two objectives and understand the 
uncertainties associated with input parameters, providing a scientific 
basis for final decisions.

5. Conclusion

This study introduces the novel application of ML techniques to 
process safety, specifically targeting chemical reaction hazards and 
thermal runaway detection in batch exothermic reactions. By intro
ducing a bi-objective optimization method that combines surrogate 
modeling and LHS sampling, we navigate the intricate balance between 

Fig. 4. Correlation plot between the simulated and the predicted values of (a) Production rate and (b) Risk index.

Fig. 5. Scatter of Pr and Ri in the adiabatic conditions.

Fig. 6. Pareto front in the deterministic case.

Fig. 7. Pareto front in the uncertain case.

Fig. 8. Pareto fronts in the deterministic and uncertain cases.
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operational safety and productivity under different failure probabilities. 
The proposed approach provides a detailed application of the surrogate 
model and uncertainty propagation in the optimization of the chemical 
initial conditions.

This study focuses on the hydrogenation of levulinic acid (LA) and 
butyl levulinate (BL) into γ-valerolactone (GVL) in adiabatic batch 
conditions, a process characterized by its exothermic nature. We utilized 
the numerical kinetic model developed by Delgado et al. (2022) to 
analyze this reaction. For this specific process and kinetic model, seven 
input variables that influence the initial conditions, such as the jacket 
temperature, hydrogen pressure, masses of LA, BL, and GVL, along with 
the mass of the catalysts Ru/C and Amberlite IR-120, were assessed. 
These inputs were examined in relation to their effects on two critical 
outcomes: the production rate and the risk index.

Our findings underscore optimization techniques in identifying 
optimal conditions that minimize thermal risks while maximizing pro
duction yields in exothermic reactions. The surrogate-assisted optimi
zation approach, enhanced by the precision of LHS in assessing 
uncertainty propagation, provides a robust framework for addressing 
the challenges posed by the nonlinear, time-dependent nature of 
chemical processes. The results, shown as the Pareto chart in our study, 
delineated a set of optimal conditions, revealing a trade-off between 
maximizing the production rate and minimizing the probability of fail
ure. This approach allowed us to significantly reduce (almost 104 times) 
the computational time with respect to conventional kinetic modelling.

This assessment could serve as a guideline for determining the safe 
operating conditions in GVL production processes. Future work will 

continue to refine these optimization strategies, exploring broader ap
plications and further integrating kinetic-parameter-free approaches to 
minimize reliance on expensive and time-consuming kinetic data 
acquisition.
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Appendix A

A1 Exponential function fitting for continuous risk index

From the literature (Stoessel, 2020; Pan et al., 2023), a classical risk matrix is built by ΔTad and TMRad as shown in Fig. A1.

Fig. A1. Classical risk matrix for thermal runaway.

The ΔTad and TMRad are divided by different ranges and have corresponding factors. The risk matrix’s indicators are obtained by multiplying the 
two factors. Current design regulations indirectly address this limit-state by specifying a threshold value for the risk index. Then, the risk indexes are 

Table 5 
The optimized initial conditions and outputs with Pf < 0.1.

Probability of Failure (i.e. probability of thermal 
runaway)

Initial conditions Outputs

Tj0 PH2 mLA0(×
10–2)

mBL0(×
10–1)

mGVL0(×
10–1)

mRu(×
10–3)

mAmb(×
10–2)

Pr Ri

Pft = 10 98.15 20.34 9.10 1.94 1.09 2.41 1.99 0.6890 9.6551
98.52 20.09 9.09 1.90 1.10 2.55 2.00 0.7209 9.6840
100.51 20.08 9.02 1.90 1.10 2.59 2.00 0.7558 9.7097
105.16 20.34 9.02 1.94 1.10 2.41 2.00 0.8005 9.7496
106.71 20.10 9.03 1.91 1.10 2.56 2.00 0.8603 9.7888
105.53 20.09 9.01 1.90 1.10 2.80 1.99 0.8828 9.8019

Pft = 9.8 90.70 20.60 9.05 2.02 0.91 1.73 1.89 0.5284 9.4252
91.21 20.59 9.05 2.02 0.91 1.79 1.89 0.5422 9.4604
90.71 20.19 9.05 1.90 1.08 2.21 1.99 0.5733 9.4680
101.51 21.07 9.01 1.90 1.08 1.65 2.00 0.6014 9.5352
104.63 20.72 9.02 1.90 1.09 1.61 2.00 0.6238 9.5640

Pft = 9.6 91.35 20.47 9.26 1.92 1.08 1.20 1.98 0.4224 9.1042
90.20 21.32 9.08 1.90 1.10 1.42 2.00 0.4573 9.1981
92.39 20.47 9.00 1.90 1.08 1.60 2.00 0.4950 9.3001
91.27 20.27 9.04 1.90 1.07 1.76 2.00 0.5140 9.3337
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divided into a non-acceptable risk zone (red), a moderate risk zone (blue), and an acceptable risk zone (green).
A drawback in this classical risk matrix is that the risk index can only take specific values and is not continuous. This risk matrix effectively assesses 

the thermal runaway risk in practice, but it may lead to numerical errors when using some statistical methods for numerical simulation. To avoid this 
problem, this paper applies a power function to fit ΔTad, TMRad values and factors. 

Ri =
(
0.2449 × (ΔTad)

0.4372)
×
(
− 1.4772 × (TMRad)

0.2894
+ 7.2398

)
(A1) 

As Eq. (1) shows, two factors follow a power-law relationship with ΔTad and TMRad values separately. Moreover, the final risk index Ri is also 
obtained by multiplying the two factors, but the values are continuous. By plotting TMRadversus ΔTad, the comparison of risk indexes between the 
classical risk matrix and fitted method are shown in Fig. A2.

Fig. A2. Comparison of risk index between (a) classical risk matrix and (b) fitted method.

Within the same range of values, the risk indexes in Fig. A2(b) are smoother compared to those in Fig. A2(a), without any abrupt changes. The blue 
lines in both figures correspond to Ri = 5, the boundary for the acceptable and moderate risk zones. Similarly, the red lines correspond to Ri = 10, 
which is the boundary for a moderate and non-acceptable risk zone.

The newly fitted risk index (in Eq. (A1)) remains the same considerations and boundaries of risk assessment in chemical engineering processes. 
However, it provides more reasonable numerical values for more complex numerical analyses. It is preferable to have a low Ri, which can be achieved 
by minimizing ΔTad and maximizing TMRad.

Data availability

Data will be made available on request. 
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