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Abstract
This paper presents an in-depth trade-off analysis of a Swarm
Satellite Constellation (SSC) Mission for Earth observation that
leverages Segmented Architecture (SA), a concept designed by the
Argentinian Space Agency (CONAE) within the New Space philoso-
phy. This architecture consists of a scenario featuring a networked
constellation of small, cooperative satellites to enhance mission
flexibility, reliability, coverage, and cost-effectiveness. Despite its
promising prospects, SA features challenges in its mission design
and definition phases due to the complex interplay between dis-
tributed space systems, technological innovation, and geographical
landscapes. Our study analyzes an innovative quantitative analysis
framework integrated with Ansys’ Systems Toolkit (STK). The re-
sulting software tool models critical components, including ground
and space segments, orbital dynamics, coverage, onboard process-
ing, and communication links. We focus on a hypothetical SARE
mission to detect illicit maritime activity near Argentina’s Exclusive
Economic Zone (EEZ). This case study constitutes an archetypal
mission elucidating the architecture’s benefits and complexities,
addressing swarm coverage, contact dynamics, and data handling
strategies. Results contribute to discussions on the practical trade-
off in current and future Segmented Satellite Architectures with
multiple mission objectives.
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1 Introduction
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In February 2024, INVAP S.E., a lead satellite manufacturer from
Argentina, hosted a MISSION workshop in San Carlos de Bariloche,
Argentina. The Models in Space Systems: Integration, Operation,
and Networking (MISSION) project,1 funded by the EU’s H2020
RISE program, aims to revolutionize space mission planning, design,
and operations with cutting-edge software and networking models.
MISSION comprises a consortium of Argentinian and European en-
tities and provides a robust framework for tackling mission designs

1MISSION Project URL: https://mission-project.eu. The MISSION project is an
EU-funded initiative whose main objective is to gather Academia and Industry collab-
oratively to analyze technologies that could solve critical aspects of spacecraft design
for future space missions of the European and global space industry.

and analyses. It positions itself as a pivotal resource in advancing
complex space mission architectures. The 2024 MISSION workshop
gathered PhD students, professors, and engineers to analyze possi-
ble tools for tackling some of the challenges faced by a constellation
of small satellites.

The workshop’s core focus was on the so-called “Segmented
Architecture”, or SA. SA is an Earth observation mission frame-
work led by the Argentinian Space Agency (CONAE) [1]. The SA
is based on a Swarm Satellite Constellation (SSC) network of inex-
pensive, low-complexity, free-flying small satellites (between 100
and 250 kg), referred to as segments, that leverage state-of-the-art
networking techniques to work cooperatively to achieve a common
objective. This spatial distribution offers several benefits, such as
improved flexibility, reliability, wider aperture measurements, ex-
tended coverage, and utilizing small-scale launchers like the ones
developed by CONAE itself [2]. Inter-satellite links allow segments
to share memory, processing functions, and downlink capabilities
in orbit. The mission’s Earth observation nature allows opportunis-
tic data forwarding between the satellites, which contrasts with
real-time immediate forwarding in typical communication constel-
lations. Indeed, the main goal of the SA is to build autonomous
and delay-tolerant wireless networks in space that operate with
little to no real-time ground station intervention. The SA approach
signifies a shift towards more flexible, cost-effective, and responsive
space missions. Furthermore, the SA program represents CONAE’s
strategic advancement into the “New Space” context [3], building
on the legacy of its missions based on large-scale satellites like
SAOCOM 1A and 1B [4], and SAC-D Aquarius [5], among others.

While the Segmented Architecture concept embodies the dy-
namism and adaptability of CONAE’s vision for multi-mission
capabilities, it has also presented considerable challenges. The
architecture’s inherent flexibility has acted as its Achilles’ heel.
Despite concerted efforts, the materialization of specific missions
within the SA program remains in flux amidst a complex political
milieu and the constraints of finite resources in the region. As
noted in academic discussions over the years, this concept’s ongo-
ing discourse and evaluation [6] underlines the intricate balance
between space networking aspirations and the pragmatic facets of
mission planning and execution. While project engineers possess
the intuitive expertise to grasp the performance implications of

https://doi.org/10.1016/j.comnet.2024.110874
https://mission-project.eu
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Figure 1: Conception of a cross-linked SA mission, based on
synthetic aperture radio and comprising 100-to-250 kg-class
spacecraft comprising a hypothetical SARE mission (adapted
from: [1]).

various SA configurations qualitatively, there has been a noticeable
gap in quantitatively assessing these configurations.

This paper aims to conduct a comprehensive trade-off analysis
of the variables characterizing a mission architecture by leveraging
MISSION expertise and the complexity of SA. Our modeling ef-
forts provide a general quantitative evaluation framework for three
Low-Earth Orbit (LEO) satellites flying standard X-band Synthetic
Aperture Radar (SAR) payloads to detect targets that would be visi-
ble despite weather and sun incidence. Such could be the case of
covert vessels illegally operating near Argentina’s EEZ coastline, a
problem that this country has been facing for decades [7]. Satellite-
based SAR is widely regarded as the superior sensor for ship detec-
tion, given its capacity to produce resolutions commensurate with
ship sizes, consistent wide-area imaging, and its independence from
daily light cycles or cloud cover, ensuring uninterrupted monitor-
ing in the variable marine climate [8, 9]. Research predominantly
focuses on the direct detection of ship targets in SAR imagery, fa-
cilitated by the typically high radar reflectivity of ships [10]. While
SAR is adept at locating bright, point-like targets indicating ships, it
is also susceptible to speckle noise, which can obscure image details,
necessitating advanced processing for clear interpretation [11, 12].
The integration of the SAR payload into the SA paradigm gives ori-
gin to a Swarm Satellite Constellation known as SARE, illustrated
in Figure 1. This is the core case study we analyze throughout this
paper.

Based on this SAR-based case study, we introduce a detailed
software-based model that interfaces seamlessly with Ansys’ Sys-
tems Toolkit (STK) [13], a renowned space mission simulation plat-
form. Our model combines ground and space segment representa-
tions, incorporating realistic orbital mechanics and comprehensive
coverage analytics. It incorporates sophisticated onboard process-
ing simulations and communication models for Ground-to-Space
Links (GSL) and Inter-Satellite Links (ISL). All model elements are
framed so that analyzing other mission configurations is possible

with minimal effort. The resulting software-based model enables
us to provide the first quantitative performance assessment of the
Segmented Architecture’s advantages and complexities, offering
insights into its first potential implementation.

This paper is organized as follows. Initially, Section 2 lays the
foundational knowledge required for the Segmented Architecture.
Subsequently, Section 3 delineates the STK-integrated software
model specifically developed for detecting elusive vessels. Next,
Section 4 delves into the analysis of the simulation results, provid-
ing critical insights into the mission’s viability and effectiveness.
Section 5 discusses the relevance of the analysis outcomes. Finally,
the paper conclusions are provided in Section 6.

2 Background
Distributed Satellite Systems (DSS) represent a specialized mission
architecture wherein spacecraft collaborate and share resources to
accomplish a unified mission objective [14]. This architecture is
relevant to Earth observation missions, particularly in expansive
regions such as Argentina’s EEZ. In this section, we delve into the
concept of DSS by defining and illustrating examples of constel-
lations and formations. Additionally, we discuss the motivations
for monitoring the vast portion of the Atlantic Ocean within Ar-
gentina’s EEZ. This background gives readers a comprehensive
context of our research’s underlying principles and objectives.

2.1 Constellations and Formations
Missions based on multiple satellites can be primarily categorized
into two distinct operational paradigms: constellations and forma-
tions [15]. These approaches are united by their shared strategy
of leveraging a group of spatially dispersed space vehicles for col-
lective mission objectives [16, 17]. While constellations are distin-
guished by their extensive geographic reach, formations emphasize
closer inter-satellite collaboration and coordination. Specifically:

• Constellations: They comprise a vast, spatially spread array
of satellites strategically deployed to provide comprehen-
sive global coverage. This is exemplified by networks such
as the Starlink or Iridium systems, where the expansive
distribution of satellites ensures a broad service range.

• Formations: Also known as clusters or swarms, they entail
a more cohesive grouping of satellites. These satellites op-
erate near each other, fulfilling roles such as part of a flying
interferometer or facilitating material or data exchange,
thereby concentrating their capabilities in a more confined
area of space [18].

2.1.1 Constellations. Key common features and characteristics of
constellations within the DSS context include:

• Autonomy: The operational autonomy of individual satel-
lites, which may have ISL capability, allows for integrated
communication and coordination within the fleet. These
satellites are typically launched as a complete unit or in
phased increments [19].

• Distribution: This is often realized through symmetrical
arrangements, spacing # satellites 360

#
degrees apart in

anomaly and distributing them across % orbital planes, each
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separated by 360
%

degrees in Right Ascension of the Ascend-
ing Node (RAAN). The distances involved vary depending
on the orbit, ranging from several hundred to thousands of
kilometers in LEO and escalating to tens of thousands in
higher orbits depending on the application [20].

• Resilience: The decentralized architecture in constellations,
where functionalities are distributed among multiple orbit-
ing satellites, inherently enhances system resilience. This
distributed model fosters a form of natural redundancy, en-
suring continued operation even in the event of individual
satellite failures. Consequently, the system’s overall perfor-
mance degrades gracefully rather than failing abruptly [21].

Below, we discuss three characteristic examples of Satellite Com-
munications, Earth Observation, and Navigation constellations.

• Starlink (Satellite Communications). Among the several
constellations already operational, SpaceX’s Starlink stands
out as a monumental endeavor, representing the largest
deployment of satellite communications (SatComs). The
primary objective of this mega-constellation is to provide
global broadband internet access. Leveraging an extensive
network of LEO satellites, Starlink endeavors to deliver
high-speed, low-latency internet connectivity, particularly
to areas historically underserved by traditional infrastruc-
ture [22]. Other SatComs examples include OneWeb and
O3B systems [23].

• Iceye (Earth Observation). Iceye, in contrast, directs its fo-
cus toward Earth observation capabilities. Employing SAR
technology, Iceye’s constellation enables imaging of the
Earth’s surface regardless of cloud cover or time of day.
The resulting high-resolution data facilitates various ap-
plications, including environmental monitoring, maritime
vessel tracking, and disaster response efforts [24].

• Beidou (Navigation). The China National Space Administra-
tion’s (CNSA) Beidou constellation is a notable alternative
to the US-operated Global Positioning System (GPS). Po-
sitioned in medium-Earth orbit (MEO), Beidou satellites
furnish navigation and positioning services to civilian and
military users across the globe, augmenting global position-
ing capabilities [25].

Choosing between dense and sparse configurations in satellite
constellation design affects cost, coverage, latency, and complex-
ity. On the one hand, dense constellations comprising 70 or more
satellites in a compact orbital shell are crucial to minimizing cover-
age gaps and offering low latency and high revisit rates, ideal for
real-time applications. However, they face challenges in satellite
management, collision risk, and environmental impact [26, 27, 28].
On the other hand, sparse constellations use fewer satellites over
a wider orbital area, reducing costs and collision risks but at the
expense of increased latency and lower revisit frequency due to
the increased coverage gaps. They provide broader coverage with
fewer satellites, suitable for applications like navigation and asset
tracking, but have limitations in data transfer and revisit times [29,
30, 31].

2.1.2 Formations. Although possibly to a lesser extent, the features
of formations overlap with those mentioned for constellations while

adding further aspects due to their physical proximity and task-
sharing aspects [32]:

• Formation Flying: A critical aspect of formation systems
involves maintaining precise spacecraft orientation. This
necessitates a control law for tracking and maneuvering
that is fundamentally interdependent, based at least on the
state information of one other spacecraft in the group. A
master satellite dictates the formation pattern, while slave
satellites adjust accordingly [33]. In this paper, we use the
terms master/slave(s), but leader/follower(s) are also used in
the literature.

• Task Distribution: Formations distribute functional capabil-
ities across multiple spacecraft. This modular approach al-
lows sharing resources such as memory, processing power,
and sensor data through advanced wireless networking.
This division of tasks among various spacecraft enables
more versatile and efficient mission operations.

• Rendezvous and Docking: A potential feature of spacecraft
formations is the necessity for rendezvous operations, where
spacecraft adjust their trajectories to approach each other
closely. In specific scenarios, this can extend to docking pro-
cedures, where spacecraft physically connect for purposes
such as resource transfer, joint operations, or assembly of
larger structures in space.

Next, we list a series of formation examples that have proven
key technology enablers for formation flying:

• TanDEM-X (SAR Mission): The TanDEM-X mission, a no-
table SAR endeavor, launched the German TDX satellite
into orbit to form the first spaceborne bistatic interferome-
ter alongside TerraSAR-X (TSX). This formation achieved
advanced SAR data processing using the Integrated TanDEM-
X Processor (ITP) to produce Raw Digital Elevation Models
(DEM) [34].

• CubeSat Demonstrations: A series of nano-satellite missions
were used as technological demonstrators for formation op-
erations. (a) AeroCube-4: Conducted by the Aerospace Cor-
poration, this mission involved three 1.2 kg 1U CubeSats
(1U standing for one unit of 10 cm× 10 cm× 10 cm) demon-
strating precise attitude control and innovative formation
flight capabilities. The satellites could adjust drag profiles
and adapt wing configurations [35]. (b) Canadian Advanced
Nanospace Experiments 4 and 5 (CanX-4&5): Led by the
University of Toronto and the Canadian Space Agency, the
CanX-4&5 mission demonstrated submeter tracking accu-
racy in formation flying [36]. (c) AeroCube-OCSD: Aimed
at demonstrating optical communication and spacecraft
tracking, this Aerospace Corporation mission utilized two
1.5U CubeSats with advanced sensors and propulsion sys-
tems [37].

• Proba-3 (Precision Formation Flying): The European Space
Agency’s Proba-3 mission focuses on high-precision satel-
lite formation flying. It consists of two small satellites—the
Coronagraph and the Occulter—designed to maintain for-
mation with millimeter and arcsecond accuracy [38].
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Formation flying in satellite operations manifests in three pri-
mary types: trailing, fractionated spacecraft, and clusters, each
contributing uniquely to mission design and efficiency.

• Trailing Formations: In trailing formations, also known
as string of pearls, satellites follow the same orbit at fixed
intervals, facilitating communication and sharing similar
orbital perturbations, enhancing operational stability.

• Fractionated Spacecraft : Fractionated spacecraft, exempli-
fied by the F6 system (Future Fast, Flexible, Fractionated,
Free-Flying Spacecraft united by Information exchange),
splits a traditional monolithic spacecraft into separate func-
tional units. With flexible launch strategies and modular
designs, this design offers improved reliability through func-
tional distribution and stronger survivability [39, 40].

• Cluster : Clusters consist of spacecraft groups not uniformly
distributed in space, with the designation of being tight
or loose based on their relative proximity. Clusters are
gaining interest in applications such as asteroid prospection,
requiring significant autonomy [41, 42].

Generally, any multi-spacecraft mission not classified as a forma-
tion is considered a constellation. Additionally, virtual or Ad-Hoc
missions may emerge, where independently designed missions like
Aqua, Aura & PARASOL, and later CloudSat, CALIPSO, GCOM-W1
& OCO-2, collaborate as though they are a single mission [20, 41].

2.2 Inter-Satellite Links (ISLs)
ISLs form critical networks for efficient in-orbit data routing, en-
hancing operation autonomy and reducing reliance on ground sta-
tions in satellite constellations and formations. ISL implementation
considers mechanical (gimbal or body-pointing) or electrical beam
steering for dynamic pointing geometries. Combined with other
electrical factors such as antenna gain and power, these are relevant
in defining the link budget and, thus, the effective data transmis-
sion rate. Additionally, the emergence of Free Space Optical (FSO)
communication offers higher data rates and a license-free spectrum
for ISLs [43, 44, 45].

Pointing Aspects. ISLs must be accurately pointed. Both RF and
FSO laser communications systems in space demand precise Point-
ing, Acquisition, and Tracking (PAT) methods, with technologies
like fast steering mirrors or gimbals for laser systems and varied
solutions for RF antennas, each presenting unique challenges in
space environments [18, 46, 47, 48]. As depicted in Figure 2, two
satellites in the same orbit (along-track) exhibit consistent relative
positions, simplifying communication. Satellites in adjacent orbits
or varying orbital planes require precise alignment to maintain con-
nection, which may involve complex tracking systems in different
phases and inclinations or ascending/descending configurations.

Link Budget Aspects. For effective ISLs, a careful balance of an-
tenna gain and transmission power is essential to ensure robust
communication over the distances between satellites. This link
budget must account for satellite altitude, bandwidth, and commu-
nication protocol. Popescu’s analysis [49] highlights a fundamental
trade-off in satellite communication: modifying data rates and
transmission power to achieve optimal signal integrity. RF commu-
nication, being simpler and more traditional, often presents a more

ISL
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Figure 2: ISL dynamics. ISL between ascending satellites (top
left). ISL between satellites in different planes (top right).
ISL between two co-altitude satellites in circular orbits with
relative phase and inclination differences (a.k.a., analemma
pattern, bottom).

straightforward approach than FSO. While FSO communication
offers higher data rates and a license-free spectrum, it must contend
with atmospheric variables such as absorption, scattering, and tur-
bulence, particularly in near-Earth environments [43, 44, 45]. These
atmospheric effects can lead to signal attenuation and increased bit
error rates. RF communication, in contrast, is less susceptible to
atmospheric interference, making it a more straightforward and
reliable option for many space applications.

2.3 Illegal Fishing in Argentina’s EEZ
Illegal, unreported, and unregulated (IUU) fishing is a critical global
concern, threatening marine ecosystems and economies with losses
of up to 25 billion USD annually. IUU fishing is particularly prob-
lematic in Argentina’s exclusive economic zones (EEZs), as well as
in West African nations and the Northwest Pacific. Despite satellite
transponder tracking capabilities, as illustrated in Figure 3, many
vessels circumvent detection by disabling their Automatic Identifi-
cation Systems (AIS), a tactic that directly undermines monitoring
and regulatory efforts [50, 7]. Indeed, vessel movement analyses
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(a) Spatial analysis of vessel traffic highlighting areas where fishing vessels are densely concentrated along the EEZ.
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(b) Proportion of fishing operations likely obscured by deliberate AIS deactivation, signifying evasion attempts [50].

Figure 3: AIS Maritime data from [51].

indicate a clustering of fishing activity near EEZ boundaries, often
crossing into restricted zones. While AIS is designed for collision
avoidance, its adoption has also been crucial for fleet monitoring.
However, intentional AIS deactivation poses significant challenges,
with up to 20 % of vessels suspected of such practices in EEZ prox-
imities, as depicted in Figure 3b, compromising surveillance and
enforcement measures [51].

3 Model
The study in this paper focuses on a Segmented Architecture case
study employing a trio of LEO satellites designed to detect elusive
vessels off the coast of Argentina. We refer to this SA instantia-
tion based on SAR imaging payloads as the SARE mission. Our
approach entails developing an intricate modeling suite constructed
from specialized, simpler models encompassing area analysis, or-
bital mechanics, communication links, and operational protocols.
These individual components are seamlessly integrated using STK’s

Python API. This cohesive fusion results in a comprehensive, so-
phisticated, and flexible simulation of the entire SARE fleet mission.
Indeed, enhanced by STK’s granularity and flexibility, our model
allows for a detailed and adaptable exploration of the mission’s
multifaceted dynamics, offering tailored analytical depth to meet
the program’s ambitious objectives.

3.1 Area of Interest Model
Leveraging STK, our coverage analysis rigorously determines the
observability of assets over targeted maritime areas. The frame-
work based on STK integrates grid points representing the Argen-
tine coastline’s EEZ and beyond, a region underscored by Milko
Schvartzman’s work2 as critically affected by illegal fishing activ-
ities. The boundaries listed in Table 1 and illustrated in Figure 4
were manually extracted from Schvartzman’s investigations.

2Schvartzman’s Website: https://milkoschvartzman.wordpress.com/

https://milkoschvartzman.wordpress.com/
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Figure 4: Overall Mission Model. Stair (ST), along-track (AT), and cross-track (CT) configurations for 2 and 6 degree RAAN/MA
separation for the space segment. Ground stations and areas of interest are illustrated in all subfigures with relevant visual
information.

Table 1: Area of interest (Argentina’s fishing area) boundary
coordinates, derived from Schvartzman’s investigations.

Latitude Longitude

−52.1◦ −67.8◦
−47.8◦ −64.5◦
−45.9◦ −65.1◦
−43.3◦ −62.7◦
−41.8◦ −62.4◦
−40.0◦ −60.9◦

Latitude Longitude

−39.4◦ −58.2◦
−37.7◦ −55.7◦
−36.1◦ −55.6◦
−36.1◦ −46.7◦
−43.3◦ −48.9◦
−49.2◦ −56.3◦

By meticulously delineating this area of interest with an Area-
Target object in STK and setting a granular grid resolution of
0.5 degrees in latitude and longitude, the CoverageDefinition
STK object (associated with the FishCoastArg area) calculates the
potential satellite coverage. Our model is thereby calibrated to en-
hance the monitoring and safeguarding of these waters, ultimately
aiding in the sustainable stewardship of marine life and mitigating
illicit practices. Note that the area model is flexible and can be
adapted to other areas with minor effort.

3.2 Ground Segment Model
The ground segment model includes two Argentine stations: the
Córdoba Ground Station in the Teófilo Tabanera Space Center
(CETT) and the Tierra del Fuego Ground Station near Tolhuin, in

the country’s southernmost region [52]. Both stations, illustrated in
Figure 5, are instrumental in the country’s space endeavors. Table 2
provides their exact location in our model. Both ground stations
are configured with a 5-degree minimum elevation profile. The
developed model is flexible to accommodate other parameters.

3.2.1 Córdoba Ground Station. The Córdoba Ground Station, lo-
cated centrally within the country, is well-placed for satellite data
acquisition over Argentina and its neighboring countries, including
Chile, Bolivia, Paraguay, and Uruguay, as well as significant areas of
Peru and Brazil. Its array of antennas, which includes sizes of 3.6m,
7.3m, and 13m for Tracking, Telemetry, and Commands (TT&C)
in the S band and downlink in X and S bands, enables it to perform
various functions such as reception, processing, publication, and
storage of satellite information.

3.2.2 Tolhuin Ground Station. TheTierra del Fuego Ground Station,
being the southernmost on the continent, extends Argentina’s reach
for TT&C and data download capabilities, especially for polar orbits.
It has a 13.5m antenna operating in S, X, and Ka bands.

3.3 Space Segment Model
3.3.1 Orbital Configuration. The space segment model incorpo-
rates swarm configurations consisting of three LEO satellites with
uniform Keplerian orbital parameters to represent a coordinated
flight formation condition.
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Figure 5: Córdoba Ground Station in the Teófilo Tabanera Space Center (CETT) (left) and Tierra del Fuego Ground Station near
the town of Tolhuin (right). Source [52].

Table 2: Coordinates, altitudes, and minimum elevation pro-
file of Córdoba and Tierra del Fuego Ground Stations.

Ground Station Latitude Longitude Altitude Min. Elev.

CETT −31.524 986◦ −64.462 739◦ 0.730 km 5.0◦

Tolhuin −54.510 448◦ −67.115 565◦ 0.140 km 5.0◦

Sun-Synchronous Orbits. The space segment design incorporates
circular Sun-Synchronous Orbits (SSO) to maintain a consistent
solar illumination profile, streamlining the energy management
system. This approach aligns with CONAE’s established protocols
for LEO missions. The satellites are positioned at an altitude of
550 km, resulting in a semi-major axis of 6921 km. The satellites
are deployed at an inclination of 97.0356 degrees to ensure sun
synchronicity at this orbital height [53].

Flight Formations. We manipulate the Right Ascension of the
Ascending Node (RAAN) and the True Anomaly (TA) angles to
develop diversified swarm topologies. True Anomaly and Mean
Anomaly (MA) can be used interchangeably in circular orbits (0
eccentricity). The Argument of Periapsis is kept at 0 degrees. This
strategy delineates three principal configuration groups, each en-
compassing four distinct variations:

• Along-Track (AT): This configuration is characterized by
Mean Anomaly separations of 2, 4, 6, and 8 degrees. The
resulting formation resembles a train, where satellites fol-
low one another along the orbit track, with the distance
between satellites expanding as the Mean Anomaly separa-
tion increases. Depending on the Mean Anomaly angular
separation, we refer to this configuration as AT2, AT4, AT6,
and AT8.

• Cross-Track (CT): By adjusting the RAAN angle in incre-
ments of 2, 4, 6, and 8 degrees, we generate swarms that
extend parallel to the equatorial plane, resulting in satel-
lites arranged side by side (as seen from a velocity vector
perspective). This configuration is consequently called CT2,
CT4, CT6, and CT8.

Table 3: Orbital Parameters for AT, CT, and ST Configura-
tions. Other common parameters include eccentricity (0) and
Argument of Perigee (0◦).

Config. (sep.) Alt. Inc. M. Anom. RAAN

AT2, AT4, AT6, AT8 550 km 97.0356◦ 2◦, 4◦, 6◦, 8◦ 0◦

CT2, CT4, CT6, CT8 550 km 97.0356◦ 0◦ 2◦, 4◦, 6◦, 8◦
ST2, ST4, ST6, ST8 550 km 97.0356◦ 2◦, 4◦, 6◦, 8◦ 2◦, 4◦, 6◦, 8◦

• Stair (ST): A hybrid of AT and CT configurations is achieved
by varying both RAAN and Mean Anomaly angles. This
creates a “stair” shaped topology, positioning satellites in
a staggered formation that incorporates both forward and
lateral separations [6]. As a result, the stair formation is
encoded as ST2, ST4, ST6, and ST8.

These formations were selected to account for existing mission
capabilities and the potential for improved spatial and temporal
coverage in the SARE mission. Thus, they provide a broader and
more flexible framework for performance analysis than conven-
tional approaches. For example, the A-Train constellation and
TanDEM-X/TerraSAR-X follow an AT approach, while communi-
cation constellations like Iridium and Globalstar exemplify Cross-
Track configurations with multiple RAAN planes. However, our
proposed ST configuration goes beyond current practice, offering
a novel combination of RAAN and Mean Anomaly separations,
which is not found in existing constellations like Sentinel-1 and
Cosmo-SkyMed, which remain in the same orbital plane.

The main orbital parameters are summarized in Table 3. Figure 4
illustrates each group separating 2 and 6 degrees in RAAN and
Mean Anomaly (RAAN/MA). Obtained from the STK user interface,
this figure provides a real-scale representation of the distances
involved in the overall scenario, including ISL ranges, the area of
interest, and the two ground stations involved.

Propagator. We utilize the SGP-4 propagator in STK to compute
the orbital trajectories, which offers a more accurate representation
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of orbital dynamics for long-term analysis. SGP-4 accounts for es-
sential perturbations such as atmospheric drag, Earth’s oblateness,
third-body effects (from the Moon and Sun), and solar radiation
pressure. This propagator is well-suited for our year-long analy-
sis, where formation-keeping maneuvers are assumed to maintain
stability in the operational SSO orbits. The framework remains flex-
ible, allowing us to adjust parameters and repeat the quantitative
analysis.

3.3.2 SAR Payload. SAR systems consist of a side-looking radar
that acquires surface information in two-dimensional directions (i.e.,
azimuth and range) by successively transmitting electromagnetic
pulses in the microwave spectrum and measuring the scattering
echoes. SAR systems have a day-and-night imaging capability, and
their wavelengths of microwave radiation (in the order of centime-
ters) are generally unaffected by weather conditions, allowing them
to acquire images where optical images would be affected, for ex-
ample, in regions with cloud coverage or low sunlight exposure [12,
11, 54].

As an active microwave sensing instrument, SARs rely solely
on the energy they emit for operation. As such, SAR missions can
specify parameters such as frequency, look angle, polarization, and
the FOV of the SAR satellite, which is instrumental in determining
the satellite potential applications, e.g., ship detection [54, 12].

SAR instruments’ L, C, and X bands are the most widely em-
ployed frequencies. SARs generally transmit and receive linearly
polarized signals, either horizontally (H) or vertically (V) polar-
ized. Early SAR instruments operated in a single polarization mode,
either VV (vertical transmission and vertical reception) or HH (hor-
izontal transmission and horizontal reception). Recent and modern
SARs provide dual- and quad-polarized images, which allows the
generation of multiple images of the same scene [54].

The most critical SAR parameters for ship detection are resolu-
tion, incidence angle, polarization, and frequency [10]. Ships, being
complex metallic structures, interact with the SAR signal via three
physical scattering models:

• Single-bounce returns, due to direct backscattering from
surfaces perpendicular to the radar beam.

• Double-bounce returns, due to the dihedral formed by the
vertical ship’s conducting plates and the sea surface.

• Multiple-bounce returns, caused by the ship’s structure (e.g.,
deck and cables).

For these reasons, a vessel appears as a cluster of bright pixels
in a SAR image with few identifiable features [55, 56, 57]. However,
numerous studies in the literature are focusing on X-band SAR
images (e.g., COSMO-SkyMed, Terra-X) for ship monitoring [56, 58,
59, 60], including research conducted in Argentine waters [61, 62].
HH polarization gives the best results among the classical polariza-
tions when the incidence angle is larger than 45 degrees. At the
same time, the cross-polarized (HV and VH) data are best when the
incidence angle is below 45 degrees [10]. As a first approximation,
taking a single channel from an X-band satellite is feasible, and
ship detection can be conducted with typical approaches designed
for single-polarized SAR images.

SAR Coverage. The SAR payload onboard our satellite operates
at an X-band frequency and is renowned for its balance between

Table 4: Specifications of the SAR Payload.

Parameter Value

Frequency Band X band
Instantaneous Swath Width 11 km
Field of Regard up to 100 km
Beamwidth 1.2◦ at 3 dB
Data Acquisition Rate 120 Mega samples per second
Sample Digitization 12 bits per sample
Raw Data Generation Rate 1440Mbps (180MB/s)

resolution and penetration capabilities. Specifically, this payload is
designed to instantaneously capture a swath of 11 km. However, if
mechanically feasible, the SAR can adjust its orientation between 2
and 15 degrees during each satellite pass. This adjustment expands
the field of regard—the total observable area by the sensor when it
alters its pointing direction—across the ground track, potentially
covering up to approximately 100 km, thanks to the radar’s 1.2-
degree 3 dB beamwidth.

While this flexibility in orientation increases potential coverage,
it is important to emphasize that the actual field of view is signifi-
cantly narrower, typically limited to 11 km. However, managing the
pointing of the field of view is a matter of SAR operations, which
is beyond the scope of this paper. To simplify the analysis, the
remainder of this paper considers access to the entire field of regard
(2 to 15 degrees). The results, therefore, reflect a best-case scenario
where the spacecraft fully utilizes the entire field of regard and can
rapidly adjust its pointing angle. In practice, however, only a small
portion of this field of regard is observable at any given time, and
pointing adjustments will require time, depending on the space-
craft’s design. Future work will optimize the data acquisition plan
with SAR operations to provide a more conservative and realistic
estimation of the mission’s performance.

SAR Data Generation Rate. The SAR system is configured for
a data acquisition rate of 120 Mega Samples per second. Each
sample is digitized at 12 bits, which results in a substantial raw
data generation rate of 1440Mbps or 180MB/s, directly impacting
the data storage and downlink requirements. Managing this high
data rate is vital to the SAR payload operation, ensuring that the
valuable information captured is efficiently processed, stored, and
transmitted back to Earth for analysis.

The parameters of the SAR payload are summarized in Table 4.
Based on these, we model the SAR payload as a rectangular nadir-
pointing sensor in STK with 15- and 2-degree angles (see the green
sensors in Figure 4).

3.4 Communications Model
This section addresses the crucial connectivity between the satellite
fleet and ground stations.

3.4.1 Ground-to-Satellite Link (GSL). The Córdoba and Tolhuin
ground stations are configured with a minimum elevation angle of
5 degrees to ensure a clear line of sight for communication links. The
GSL utilizes the S-band frequency for telemetry and telecommand
(TT&C) operations, but this paper focuses on the SAR payload
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Table 5: Link Parameters for GSL and ISL.

Symbol Description GSL ISL

52 Center Frequency 8.25GHz 2.2GHz
%C Transmitter Power 33 dBm 32 dBm
�C Transmitter Antenna Gain 13 dBi 8 dBi
�A Receiver Antenna Gain 58.7 dBi 8 dBi
� Bandwidth 500MHz 265MHz
NF Receiver Noise Figure 2 dB 2.5 dB
'max Maximum data rate 225Mbps 7.5Mbps

data handling. Our model employs the X band for a high-volume
payload data downlink facilitated by the high-gain 13m antennas
at both ground sites. We model the gain of the parabolic antenna
with the following equation:

�A = 10 log10
(
(�_)2

)
+ 10 log10 ([) . (1)

A gain �A = 58.7 dB is achievable for 8.25GHz central frequency
and a typical antenna efficiency ([ = 0.6). We have crafted our
X-band GSL downlink transmitter model around GomSpace’s so-
lutions tailored for nano- and micro-satellites. In particular, we
utilize the capabilities of the NanoCom Link X, a Software-Defined
Radio (SDR) platform paired with a reconfigurable X-band antenna
module renowned for its versatility and high performance.3 The
NanoCom Link X can deliver raw transmission rates up to 225Mbps,
leveraging DVB-S2 modulation standards.

3.4.2 Inter-Satellite Link (ISL). We have opted for S-band commu-
nications for the ISL and defined critical parameters based on state-
of-the-art commercial technology for nano- and small-satellites.
As with GSLs, we consider the GomSpace NanoCom SR2000 SDR
transponder, which integrates a Xilinx Zynq7000 FPGA with dual-
core ARM processors. In this case, the SDR integrates with the
ANT2000 S-band antenna. The resulting solution delivers cross-link
data rates up to 7.5Mbps, power efficiency, and reliable ISL data
transfer based on CCSDS standards.4 This ISL setup was success-
fully flight-tested in the GOMX-4 mission [63] and optimized with
innovative automatic hands-off operation concepts [64, 65] by the
authors. Due to potential cross-border regulatory aspects (out of
the scope of this paper), we consider ISLs to be used when the fleet
is over the Argentine territory.

The most relevant GSL and ISL parameters extracted from the
reference GomSpace solutions are summarized in Table 5.

Size, Weight, and Power Considerations. While the NanoCom X
and S communication solutions are optimized for compact nano-
satellites, adhering to constraints like the 6U CubeSat standard, we
justify their applicability within the SARE mission requirements
and restrictions as follows. On the mechanical side, the SARE mis-
sion primarily focuses on integrating an advanced X-band SAR
payload, potentially incorporating a deployable antenna mecha-
nism, which can demand significant weight and volume budgets.
On the power side, as indicated by literature in the field [63, 64], the
3GomSpace X-Band Solution (NanoCom Link X): https://gomspace.com/shop/subsys
tems/communication-systems/nanocom-link-x.aspx
4GomSpace S-Band Solution (NanoCom Link S): https://gomspace.com/shop/subsyste
ms/communication-systems/nanocom-link-s.aspx

collective energy demands for the NanoCom systems—encompass-
ing one transponder for GSL and two for ISLs per spacecraft—align
more closely with the power budgets of larger satellites rather than
the typical CubeSat, reflecting the power profile considerations
required for swarm platforms.

3.4.3 Link Budget Model. Shannon’s theorem [66] estimates a com-
munication link’s maximum achievable capacity (information or
data rate) under varying conditions without relying on specific de-
tails regarding the modulation and coding schemes.5 This theorem
provides an upper bound on the data rate achieved over a noisy
channel with a specific bandwidth and Signal-to-Noise Ratio (SNR).

Signal-to-Noise Ratio (SNR). The SNR at the receiver is an es-
sential component of Shannon’s theorem estimation. The SNR is
calculated using the received power (%A ) and noise power (%=):

SNR =
%A

%=
=

%C +�C +�A − !fs

−174 + 10 log10 (�) + NF
(2)

where the free-space path loss !fs depends on the range 3 and the
center frequency 5 :

!fs = 20 log10

(
4c3 52
2

)
(3)

Maximum Data Rate Estimation. Shannon’s theorem states that
the maximum data rate ('sha) of a channel is determined by its
bandwidth (�) and the SNR:

'sha = � log2 (1 + SNR). (4)

This formula provides the theoretical upper limit of the data rate
that can be transmitted over a communication channel with a given
bandwidth and SNR, assuming an ideal (error-free) coding scheme.
In our link model, we cap the GSL and ISL data rate based on the
transceiver technological specifications defined in GomSpace’s data
sheets: ' = min('sha, 'max). Figure 6 presents the resulting data
rate for different ranges considering the parameters in Table 5. The
maximum achievable data rate for the ISL is 7.5Mbps for ranges
up to ≈450 km, with Shannon’s theorem defining the limits for
extended distances. For example, 400 and 200 kbps are the the-
oretical bounds at the 2000 and 3000 km ISL range, respectively.
These results consider that ISL antennas are respectively pointed,
which might require body-pointing (or gimbal) mechanisms, espe-
cially for ST and CT configurations. In contrast, the GSL benefits
from a significant link budget margin afforded by the 13m diame-
ter ground antennas with satellite-tracking capability, ensuring a
robust 225Mbps capability across operational ranges.

3.5 Operations Model
Our research delves into data handling strategies without restric-
tions (unconstrained) and within the limits of system capabilities
(constrained). The constrained operations reflect scenarios akin to
current operational conditions, where only one master satellite can

5While Shannon’s theorem gives the theoretical maximum data rate, it’s important
to note that achieving this rate in practice is challenging. Real-world factors such
as suboptimal coding, hardware imperfections, and environmental conditions often
reduce the achievable data rate below this theoretical maximum. However, this model
is particularly useful for understanding the upper limits of communication system
performance and for comparing the efficiency of different system designs under the
same operational conditions.

https://gomspace.com/shop/subsystems/communication-systems/nanocom-link-x.aspx
https://gomspace.com/shop/subsystems/communication-systems/nanocom-link-x.aspx
https://gomspace.com/shop/subsystems/communication-systems/nanocom-link-s.aspx
https://gomspace.com/shop/subsystems/communication-systems/nanocom-link-s.aspx
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Figure 6: Data rate for GSL and ISL links obtained from our simplified link model based on the theoretical Shannon’s theorem.

downlink data via an X-band receiver—mirroring a typical ground
station setup. Here, we assess the impact of different data manage-
ment approaches: direct transmission of raw data, application of
data compression to reduce the data volume to 20 % or 10 %, and
execution of on-board processing to distill data into concise reports.

In detail, we simulate twomain scenarios: one where all satellites
in the constellation (denoted as AD, for all downlink) can down-
link data, and another where only a designated master satellite
(indicated as MD, specifically the central satellite LEO1) performs
this function. We assume data can be downlinked even when
the SAR payload is operative and capturing data. In the MD con-
figuration, the flanking satellites (LEO0 and LEO2) forward their
gathered data to LEO1, which then forwards the SAR acquisition
data to the ground station. In these cases, we assume automated
store-carry-and-forward data handling, which can be covered by
Delay-Tolerant Networking (DTN) technologies and protocols [67,
68]. We evaluate these approaches against various data conditions,
including raw data downloads, data compressed to 20 % (Comp02)
and 10 % (Comp01) of the original size, and a streamlined onboard
processing scenario (Proc), which transmits a compact 200-byte
summary after each 10-second SAR data collection. This analysis
will ascertain the most efficient data handling method, considering
satellite operations’ bandwidth constraints and storage capacities.

3.6 Performance Metrics
3.6.1 Area Coverage. The cumulative coverage time is the first
intuitive performance coverage metric. It measures the cumulative
duration of covering any part of the area of interest. However, in
the proposed configurations, each LEO satellite is equipped with
identical payload capabilities, resulting in the same Field of Regard
(FoR), and follows similar orbital trajectories characterized by cir-
cular orbits of equal altitude and inclination. Consequently, the

cumulative coverage times across satellites are expected to be com-
parable, on average, in all formations. Therefore, we have chosen
not to prioritize this metric as the central criterion for our analysis.

Revisit Time. Instead, we concentrate on Revisit Time as the key
metric for comparing coverage across configurations. The Revisit
Time metric measures the intervals when a specific area (defined by
a series of grid points) is not covered by satellite observation, known
as coverage gaps. The dynamic definition calculates the duration of
the current gap at each grid point, with a gap duration of zero when
a grid point is currently accessible. Therefore, the Revisit Timemore
accurately reflects the effectiveness of each swarm configuration in
maintaining consistent surveillance and ensuring minimal coverage
gaps, which is essential for timely and effective monitoring of the
designated area. We consider these types of Revisit Time:

• The average Revisit Time for each grid point is calculated
as the mean of all gap durations within the coverage period,

represented by the equation:
∑#
8=0 GapDuration8

#
.

• Themaximum Revisit Time at each grid point is determined
by the longest coverage gap over the entire interval.

• The minimum Revisit Time at each grid point corresponds
to the shortest gap in coverage encountered throughout the
coverage interval.

These options provide a nuanced understanding of coverage gaps
over the analysis interval, allowing for a detailed assessment of the
satellite system’s observational capabilities and limitations. This
metric is particularly valuable for assessing the effectiveness of
the Segmented Architecture in maintaining consistent surveillance,
especially in critical applications like maritime monitoring.

However, we acknowledge that using more robust metrics, such
as percentile-based revisit times (e.g., 5th and 95th percentiles) and
the harmonic mean for revisit time aggregation, would provide a
more consistent and accurate assessment by reducing the influence
of outliers and accounting for varying observation frequencies.
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Nevertheless, in this study, we have relied on these computations
in our current analysis due to the limitations of the STK v12.5
Python interface, which supports only simpler metrics like average,
maximum, and minimum. Future work will explore the possibility
of manually exporting access times and calculating both percentile-
based statistics and harmonic means to provide a more refined
evaluation of coverage consistency and revisit statistics.

3.6.2 Contacts and Accesses. In our performance metrics evalu-
ation, STK is pivotal in calculating the duration and ranges of
contacts (visibility episodes between assets) and accesses (visibility
episodes between an asset and an area).

Contact Duration. Contact duration measures how long a satel-
lite communicates with a ground station or another satellite. Un-
derstanding the temporal aspects of data transfer capabilities and
mission responsiveness is crucial. STK computes this by analyzing
the line-of-sight visibility periods between entities, considering the
satellite’s orbital path, the ground station’s location, minimum ele-
vation constraints, and Earth obstructions. In STK, the computation
of contact periods is akin to a binary search, where the software
iteratively narrows down the search interval to pinpoint the precise
start and end times of contact with configurable accuracy down to
a millisecond tolerance.

Contact Range. Conversely, contact range represents the physi-
cal distance between satellites or between a satellite and a ground
station during the access period. Once the contact period is es-
tablished, STK samples within this window at configured time
steps—in our model case, every 10 seconds—to accurately record
the range values between the entities. This metric gives insights
into the distance statistics during communication and access win-
dows between the swarm, ground station, and areas of interest.
These computed distances are vital for feeding the GSL and ISL
communication model and deriving the effective data rate, leading
to the data handling performance assessment we discuss below.

Swarm Contact. We define a swarm contact as the time interval
where at least one of the satellites in the fleet can access any of the
ground stations or the area of interest. This facilitates an integrated
analysis of the joint fleet connectivity between satellites, ground
stations, and areas of interest. This is particularly relevant in the
current scenario as access to the fishing areas, visibility with the
ground stations, and the ISLs co-occur due to the geographical
proximity of these elements.

3.6.3 Data Handling. We rigorously evaluate data handling effi-
ciency through key performance indicators: memory usage over
time, the timeliness of data delivery, and the volume of data de-
livered daily per spacecraft. These metrics are scrutinized across
two operational paradigms: All-Download (AD), where each satel-
lite transmits data independently, and Master-Download (MD),
with a designated master satellite handling all downlinks. Within
these paradigms, our analysis spans the spectrum from raw, un-
compressed data to various compression levels and an on-board
processing option that succinctly compiles a 200-byte report for
every SAR acquisition cycle lasting 10 seconds.

Table 6: Revisit Time values. Minimum, average, and max-
imum revisit times averaged among all the area of interest
grid points.

Swarm Minimum Average Maximum
Config. (avg. hrs.) (avg. hrs.) (avg. hrs.)

ST2 0.01 h 25.44 h 326.34 h
ST4 6.04 h 25.32 h 211.34 h
ST6 5.93 h 25.17 h 121.61 h
ST8 6.20 h 25.10 h 96.84 h

AT2 0.01 h 25.46 h 434.31 h
AT4 0.02 h 25.42 h 427.16 h
AT6 0.02 h 25.43 h 420.04 h
AT8 0.03 h 25.43 h 412.68 h

CT2 5.22 h 36.81 h 333.61 h
CT4 5.91 h 25.36 h 225.43 h
CT6 5.96 h 25.20 h 131.25 h
CT8 6.01 h 25.18 h 85.26 h

4 Results
4.1 Simulation Environment
Our simulation environment leverages the robust modeling and
analysis framework of STK. The defined scenario traces a year-long
period beginning January 1, 2025, with a span of 365 days, ensur-
ing a statistically significant evaluation of satellite passes over the
designated ground stations and areas of interest. The computa-
tional capabilities of Python notebooks enhance the analysis. They
enable intricate mission modeling and analysis and facilitate the
transparency and reproducibility of our research.

4.2 Area Coverage
The analysis of Revisit Time as depicted in Figure 7 and quantified
in Table 6 showcases the coverage capabilities of different satellite
configurations (ST, AT, CT) with varying RAAN/MA separations
(2, 4, 6, 8). The numerical data reveal the range and distribution
of Revisit Times, highlighting how different configurations impact
the frequency of satellite coverage at each grid point. The boxplot
visually compares these configurations, depicting their coverage
efficiency in the monitored area using the average, maximum, and
minimum Revisit Time statistics.

4.2.1 Small Angular Separations. The analysis of lower RAAN/MA
angular separations (e.g., 2 degrees) among the ST, AT, and CT
configurations reveals a nuanced pattern of satellite coverage. For
instance, the ST2 configuration’s minimal Revisit Time of 0.01 hours
indicates nearly continuous acquisition capabilities at specific grid
points. This is expected, as close-by satellites will revisit the same
point with a few seconds difference in a packed swarm formation.
However, a maximum average Revisit Time of 326 hours for the ST2
configuration suggests considerable worst-case intervals between
observations. Although configurations like ST2, AT2, and CT2 with
2-degree angular separations offer many potential access periods to
the area of interest, they are tightly clustered, leading to extended
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Figure 7: Revisit Time. Whisker plots for minimum, average,
and maximum revisit times across all the area of interest
grid points. A light gray area in the background presents
the range of revisit time for all grid points for each flight
segment configuration.

periods without coverage. CT2 presents overlapped coverage re-
gions to the point that the minimum revisit gaps are zero, so the
whisker plot escapes the logarithmic scale of the figure. The com-
parative analysis underscores that while average Revisit Times are
similar across configurations, the distribution of maximum Revisit
Times differs drastically, reflecting the unique coverage dynamics
of each satellite constellation setup.

4.2.2 Large Angular Separations. Configurations with larger
RAAN/MA separations (e.g., 8 degrees) result in a narrower range
of Revisit Times, creating a more predictable and regular coverage
pattern. Despite this, the average Revisit Time across different
configurations remains relatively consistent, hovering around 25
hours. However, the extremes of Revisit Times exhibit greater
sensitivity to changes in configuration, as evidenced by the AT
configuration’s maximum, which is on the order of 420 hours, no
matter the angular separation. The CT8 configuration stands out
with the shortest maximum Revisit Time of approximately 85 hours,

showcasing the most uniform coverage. The ST8 configuration fol-
lows closely with a metric of 96 hours. These findings illustrate
the intricate coverage balance between satellite configuration and
coverage efficacy, presenting a complex decision-making scenario
for the segmented architecture mission planners, even without
assessing the technicalities of contacts and data transfer. Indeed,
each configuration adjustment can lead to significant variations in
surveillance performance.

4.2.3 Geographical Distribution. Figure 8 portrays the heatmaps
of Maximum Revisit Time for the satellite configurations ST, AT,
and CT, explicitly focusing on the more extreme 2- and 8-degree
separation cases. This visual analysis has been chosen to highlight
the worst-case scenario for revisit times across the area of interest.
This is a critical factor in reasonable mission design aimed at mini-
mizing the most extended intervals between satellite observations
at any point. The variation in Maximum Revisit Time is visually
encoded with distinct color scales optimized for each configuration,
enhancing the contrast and allowing for a clearer understanding
of geographic distribution patterns. The figure underscores that
the chosen swarm formation/configuration substantially influences
the spread of maximum revisit times within the monitored region.
Specifically, the 2-degree separation case exhibits uniformity in
the average maximum revisit time (as shown in Figure 7) and geo-
graphic distribution, which is evidenced in Figure 8. Conversely,
the 8-degree separation cases reveal a pronounced disparity in re-
visit times across the grid points, especially when comparing the
stair, along-track, and cross-track swarm configurations, indicating
the significant impact of satellite formation on coverage patterns.
The AT8 configuration resembles the ST2, AT2, and CT2 swarms.
Naturally, these packed swarms provide similar maximum revisit
time metrics to a single LEO satellite.

4.2.4 SwarmConfiguration Selection. Based on this coverage analy-
sis, we have strategically selected specific configurations for deeper
examination. CT8 is chosen for its exemplary performance, yield-
ing the shortest maximum Revisit Time of 85.26 hours. ST2 stands
out among the 2-degree separation configurations, presenting the
lowest maximum Revisit Time within its group at 326.34 hours. Its
selection is underpinned by the expected superior ISL performance
associated with reduced satellite-to-satellite distances, thus making
ST2 the prime candidate for representing this category. ST8 demon-
strates the second-shortest maximum Revisit Time at 96.84 hours
and offers a valuable comparative analysis to ST2. Employing the
same stair formation, ST8 allows us to discern the impact of broader
angular separation on coverage quality and ISL complexity. We will
specifically consider these formations in the following subsections.

4.3 Contacts and Accesses
4.3.1 Contact Duration. We analyze the duration of each GSL and
area access contact individually and then, on a joint basis, consider
the overall swarm contact.

Individual Contact Duration. A comprehensive simulation of the
satellite configurations over a year yielded detailed contact dura-
tion profiles, as illustrated in the histograms of Figure 9. In the
histograms, contact times for the Córdoba and Tolhuin ground sta-
tions, which require a minimum 5-degree elevation for operation,
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Figure 8: Maximum Revisit Times heatmaps for ST, AT, and CT in the 2 deg and 8 deg separation flavors. Each grid point in
the area of interest is color-coded with the maximum Revisit Times recorded in the simulation period. Note color scales are
different for each configuration to provide better contrast.
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Figure 9: Individual contact duration distributions for all LEO satellites in all configurations to CETT and Tolhuin ground
stations (5 deg minimum elevation each) and the target fishing area from the SAR payload (15 deg and 2 deg FoR). A polynomial
fit of 5 degrees is offered as a visual guide for the histogram tendencies.

predominantly fall into a range starting from 4 minutes and peak
near a modal duration of almost 10 minutes. The histogram reveals
a pronounced peak in access to the targeted fishing area at around
3 minutes. This is primarily attributed to the limited swath width
of the SAR payload, which spans 15 degrees of field of regard. This
confinement dictates the brief yet regular access intervals, high-
lighting the interplay between payload capacity and observational
opportunity.

Swarm Contact Duration. The number of swarm contacts (set of
joint overlapping contacts between the fleet and ground stations,
see Section 3.6.2) observed during the year for the selected config-
urations ST2, ST8, and CT8 is presented in Table 7. The findings
underscore the enhanced access advantages of swarms with larger
separations, as evidenced by the increased contact count and a
more significant share of coverage over the area of interest. No-
tably, configurations with 8-degree separations yield more contacts
and extend the duration of access to the designated fishing zones.
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Figure 10: Example swarm contact range dynamics. These plots present the swarm contact range with the largest Time On Fish
(TOF) recorded during the simulation year for the chosen ST2 (top), ST8 (center), and CT8 (bottom) configurations.

Table 7: Swarm Contact statistics. Contact count presented
yearly and daily. All of these contacts include access to at
least one ground station. A subset of those contacts include
access to the area of interest.

Swarm Yearly Daily Yearly Area Daily Area
Config. Contacts Contacts Access Access

ST2 2406 6.59 899 (37 %) 2.46
ST8 2786 7.63 1286 (47 %) 3.52
CT8 2757 7.55 1246 (45 %) 3.41

4.3.2 Contact Ranges. We focus on the shortlisted ST2, ST8, and
CT8 configurations to address the contact ranges analysis.

Example Swarm Contacts. To gain intuition on swarm contacts,
Figure 10 displays swarm contact range dynamics, highlighting the
passes with the longest Time On Fish area (TOF) observed in our
simulation. The time-related metrics Time To Fish (TTF) and Time
Since Fish (TSF) are also provided to identify the context of the
observed range value. Additionally, the metrics of Time To Ground
(TTG) and Time On Ground (TOG) provide insights into the contact
initiation and duration with the Córdoba and Tolhuin ground sta-
tions. See Table 8 for a summary of the meaning of these acronyms.
These examples correspond to descending passes (from North to
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Table 8: Time to/on/since Fish and Time to/on Ground.

AcronymDescription

TTF Time To Fish: Duration from the beginning of the
swarm’s contact with the ground station until the
satellites start monitoring the fishing area.

TOF Time On Fish area: Duration of active satellite
observation over the fishing area.

TSF Time Since Fish: Time elapsed fromwhen the satel-
lites stop monitoring the fishing area until the end
of the swarm’s contact period.

TTG Time To Ground: Time from the start of the swarm
contact until a satellite gains visibility to a ground
station.

TOG Time On Ground: Duration of the satellite’s com-
munication link with the ground station once con-
tact is established.

South), as Córdoba is visited first, then Tolhuin. Conversely, during
ascending passes, this sequence is reversed. The overlap metric
(Ovlp) measures the period when satellites are simultaneously in
contact with both stations, which is crucial for optimizing network
redundancy and making critical scheduling decisions, such as se-
lecting the appropriate ground station for communication. The
graphical representation also delineates the ISL distances through-
out the swarm contact, showcasing the dynamic nature of satellite
communications in various orbital configurations.

The quantitative outcomes from our simulations solidify the
foundational understanding of swarm dynamics for the intended
mission architecture. Regarding GSL, the ST2 configuration demon-
strates more packed ground station contacts, attributable to the
swarm’s minimal RAAN/MA separation. Conversely, the ST8 and
CT8 configurations exhibit more temporally and spatially dispersed
access events. In all cases, GSL ranges are below the 2250 km thresh-
old. For ISL, the proximity requirements are less stringent in the ST2
configuration, as evidenced by reported distances of approximately
300 km between adjacent satellites (LEO0-to-LEO1 and LEO1-to-
LEO2) and up to 700 km across the swarm (LEO0-to-LEO2). With
an 8-degree separation, neighboring ISL distances increase, reach-
ing up to 1250 km for ST8 and 1000 km for CT8, respectively. The
distinction is that ST8’s stair-step formation necessitates managing
two-dimensional separations (along-track and cross-track), while
CT8’s challenges are confined to along-track.

Beyond the three example contacts, and consistently across all
swarm contacts observed during the year, there is an invariable
presence of contact with at least one ground station concurrent
with any LEO satellite’s access to the fishing area. Also, we confirm
that the duration of access to the fishing zone (TOF) is invariably
shorter than that of the ground station link (TOG), a fact that not
only corroborates the data in Figure 9 but also contextualizes it
temporally.

Fish Time Distribution. Figure 11 elucidates the distribution and
yearly accumulated values of Time To Fish (TTF), Time On Fish
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0

2

4

6

8

10

12
TTF (minutes)

ST2 ST8 CT8

TOF (minutes)

ST2 ST8 CT8

TSF (minutes)

Metric Config. Avg. Accum.

TTF ST2 5.74min 217.69 h
TTF ST8 6.06min 230.46 h
TTF CT8 6.07min 230.48 h

TOF ST2 2.56min 97.16 h
TOF ST8 2.59min 98.23 h
TOF CT8 2.59min 98.50 h

TSF ST2 7.03min 266.65 h
TSF ST8 8.11min 308.07 h
TSF CT8 6.76min 256.71 h

Figure 11: Time To Fish (TTF), Time On Fish (TOF), and Time
Since Fish (TSF) distributions across all selected configura-
tions. The table presents the numerical average values and
the accumulated time throughout the simulated year.

(TOF), and Time Since Fish (TSF) for the ST2, ST8, and CT8 config-
urations. While the distributions do not diverge markedly across
the configurations, a steady correlation emerges among the TTF,
TOF, and TSF values. On average, TTF hovers around 6 minutes,
TOF at approximately 3 minutes, and TSF lingers between 7 and 8
minutes, underscoring a consistent pattern of satellite availability
and observational potential across the configurations. We observe
that ST8 excels at TSF, which makes it appealing to download data
after passing over the area of interest.

ISL Range Distribution. Figure 12 illustrates the ISL distance dis-
tributions for 1-hop (between adjacent satellites) and 2-hop (across
the swarm) during periods when the satellite swarm is in con-
tact with ground stations. The 1-hop analysis encompasses direct
neighbors (LEO0-LEO1 and LEO1-LEO2), while the 2-hop evalua-
tion spans the furthest pairs (LEO0-LEO2). The ST configurations
exhibit evident disparities in ISL performance, with 2-degree sep-
arations maintaining 1-hop distances under 320 km and 8-degree
separations extending up to 1200 km. As discussed in Figure 6,
these separation degree variations sharply contrast and directly
affect ISL data rates. Notably, the CT8 configuration frequently
positions 2-hop distances between LEO0 and LEO2 within a 600 km
range, creating conditions that resemble the values of the more
compact ST2 setup.
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Figure 12: ISL range distributions for 1-hop (LEO0-LEO1 and LEO1-LEO2) and 2-hops (LEO0-LEO2) distances for the selected
configurations (ST2, ST8, CT8) during the contact swarm contact with the ground stations.A polynomial fit of 5 degrees is
offered as a visual guide for the histogram tendencies. The ISL data rate from Figure 6 is plotted for reference.

4.4 Data Handling
Our study investigates both unconstrained and constrained data
handling scenarios. For constrained operations, we consider scenar-
ios where a single master satellite serves as the exclusive downlink
conduit, reflecting the real-world limitation of having just one X-
band receiver at the ground stations. This framework examines the
implications of handling raw data, utilizing various data compres-
sion levels, and implementing on-board processing policies.

4.4.1 Unconstrained Operations. Table 9 delineates the maximum
data volume capabilities across different satellite formations, dis-
tinguishing between Area of Interest (AOI), Ground-Satellite-Link
(GSL), and Inter-Satellite Link (ISL) access types. Notably, forma-
tions with larger RAAN/MA separations—such as ST8 for AOI and
GSL—yield higher daily data volumes, with ST8 excelling in AOI
data capture due to its 8-degree separation in RAAN/MA, as op-
posed to CT8’s separation in RAAN alone. Conversely, the ST2
configuration, with a 2-degree separation in RAAN/MA, dominates
in ISL data volumes, a trend also reflected in the close-range po-
tential of the CT8 cross-track formation near the poles. The table
also provides average data rates; ST2 consistently operates at the
ISL’s maximum rate of 7.5Mbps, while CT8 occasionally reaches
this cap. ST8’s maximum ISL data rate caps at 2.1Mbps.

Table 9 indicates that the GSL data volume can manage the total
output from SAR for all configurations, assuming each satellite em-
ploys the X-band downlink concurrently. This presupposes the dual
ground stations in Córdoba and Tolhuin are equipped with three
X-band receiver chains to handle simultaneous operations, which is
not the case, as discussed in Section 3. Furthermore, the table’s data
presuppose the simultaneous occurrence of SAR acquisitions, ISLs,
and GSLs across the swarm—a generous assumption regarding the
operational capacity of a small satellite platform.

4.4.2 Constrained Operations. We evaluate operational constraints
by examining scenarios where either all satellites (AD) engage in
downlinking data or solely the master satellite (MD)—designated
as the central satellite, LEO1—undertakes this task. In the MD
approach, the outer satellites (LEO0 and LEO2) relay their data to
LEO1 via ISLs for subsequent ground transmission. We explore

Table 9: Data volume and data rate data handling statistics
for selected configurations. ISL1 and ISL2 stand for 1- and
2-hop ISL distances. Min Max values are given only for ISLs
as they might differ from the average value.

Config Access Data Volume Data Rate
(Daily) (Avg. (Min/Max))

ST2 AOI 27.98GB 1440.0Mbps
ST2 ISL1 1.45GB 7.5 (7.5/7.5)Mbps
ST2 ISL2 1.09GB 5.5 (3.8/7.5)Mbps
ST2 GSL 99.82GB 225.0Mbps

ST8 AOI 38.15GB 1440.0Mbps
ST8 ISL1 0.47GB 1.4 (0.9/2.1)Mbps
ST8 ISL2 0.12GB 0.4 (0.2/0.5)Mbps
ST8 GSL 123.17GB 225.0Mbps

CT8 AOI 37.43GB 1440.0Mbps
CT8 ISL1 1.22GB 4.3 (1.7/7.5)Mbps
CT8 ISL2 0.37GB 1.3 (0.4/4.9)Mbps
CT8 GSL 118.72GB 225.0Mbps

data handling efficiencies by considering raw data download (Raw),
data compressed to 20 % (Comp02) and 10 % (Comp01) of its original
volume, and an onboard processing (Proc) scenario where only
a 200-byte classification report is transmitted following every 10-
second SAR data acquisition.

Memory. Figure 13 depicts on-board memory usage during the
initial 30 days for various data handling strategies. The AD-Raw
configuration is uniquely capable of managing raw SAR downloads,
despite memory surges reaching 20GB, as all satellites in the for-
mation can successfully transmit data to the ground. Conversely,
the MD-Raw scenario, where only the master satellite downloads
data, proves unfeasible. Memory usage for LEO0 and LEO2 quickly
exceeds the 20GB threshold without recovery, indicating that ISL
capacity is a limiting factor in this model. Compression strategies
(Comp01 and Comp02) vary in efficiency. The ST2 configuration per-
formswell with a 10 % compression ratio but struggles at 20 %, while
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Figure 13: Memory evolution for the first month for the selected configurations (ST2, ST8, CT8). Raw data handling presents
the highest spikes during acquisition, followed by Comp, which reduces them by 0.2 and 0.1. Proc only uses 200 bytes, leaving
memory utilization near zero.

ST8 fails to offload at either compression rate due to inadequate
ISL performance, as evidenced in Table 9. CT8 shows improved
ISL throughput, successfully offloading data compressed to 10 %,
though LEO0 cannot fully offload its SAR data. The MD-Proc
method demonstrates an insignificantly small memory footprint
in Figure 13, underlining its superiority as a strategy across all
configurations examined.

Latency. Table 10 overviews the acquisition delivery delay and
the daily delivery count for various swarm configurations and oper-
ational policies throughout the year. In the AD operation scenarios,
the acquisition delivery latencies are minimal, which aligns with

expectations since each satellite has direct downlink capabilities.
Under the MD policy, where only the master satellite communi-
cates with ground stations, delivery delays increase noticeably. ST2
exhibits minimal latency due to superior ISL performance in the
packed swarm, while ST8 and CT8 experience average delays ex-
tending to about an hour, often requiring the next pass for data
offload. Compression strategies marginally affect delivery delay but
enhance the number of daily deliveries. Notably, onboard process-
ing policies (MD-Proc) significantly outperform other methods,
offering lower delivery delays and a drastic increase in the daily
acquisition count, benefiting from the smaller data sizes after pro-
cessing.
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Table 10: Aquisition delivery delay and daily count for all
evaluated configurations over the year.

Swarm Operations Delivery Delay Daily

Config Policy Avg. Max. Count

ST2 AD-Raw 0.05min 0.42min 12
ST8 AD-Raw 0.05min 0.42min 14
CT8 AD-Raw 0.05min 0.40min 14

ST2 MD-Raw 11.67min 680.12min 6
ST8 MD-Raw 46.41min 680.72min 6
CT8 MD-Raw 55.62min 683.65min 6

ST2 MD-Comp02 10.52min 680.12min 12
ST8 MD-Comp02 42.85min 680.72min 7
CT8 MD-Comp02 50.18min 683.65min 11

ST2 MD-Comp01 10.22min 679.45min 14
ST8 MD-Comp01 43.01min 680.72min 10
CT8 MD-Comp01 50.34min 683.65min 17

ST2 MD-Proc 7.04min 679.03min 3433
ST8 MD-Proc 28.93min 679.00min 3694
CT8 MD-Proc 31.82min 679.08min 3346

5 Discussion
In the discussion section, we address several critical considerations
and potential extensions of our study:

Approximated Area of Interest. Firstly, the area of interest (AOI)
analyzed—Argentina’s maritime region—was approximated. While
the exact boundary details may evolve, our models predict that the
broader conclusions about data handling and satellite operations
will hold within the specified fishing area. However, a more tailored
adaptation of the model would be required to extend our analysis
to other regions with similar challenges, such as Peru and Ecuador,
where illegal fishing is also of concern.

Fleet Size. Our current study focused on a small constellation of
three satellites. Expanding this constellation would necessitate a
comprehensive update to the framework and operational models,
particularly those centered around a master satellite configuration.
While increasing the number of satellites could enhance coverage
and data acquisition capabilities, it would also introduce additional
complexity to the swarm’s coordination and data relay strategies.
Furthermore, there is room to evaluate configurations like AT120,
where satellites are distributed across vast regions, even considering
entire swarms distanced every 120 degrees in angular separation.

Research in Automated Operations. Regarding future research
directions, our operation modes, while functional, are recognized
as relatively simplistic. The investigation highlighted promising av-
enues for research in automated, energy-aware Inter-Satellite Link
(ISL) and payload duty cycling. Such features are especially relevant
for a 100 kg-class spacecraft equipped with a Synthetic Aperture
Radar (SAR) payload, where efficient resource management is vital.
In this context, Delay-Tolerant Networking (DTN) architectures
and the derived Bundle Protocol (BP) can play a decisive role.

Research in Onboard Processing. Additionally, the preliminary
quantification of on-board classification underscores the potential
for further investigation into on-board data processing. This in-
cludes the challenges of implementing machine learning inference
directly on the satellite and the associated issues of model train-
ing and dataset procurement from the ground—a frontier area in
satellite data handling that beckons exploration.

Evaluation Framework. We provide a versatile toolchain to ac-
commodate different assumptions and enable the exploration of
various trade-offs. This facilitates the replication or extension of
our analysis under different conditions—whether they involve other
regions’ AOIs, varying satellite orbital parameters, or alternative
satellite constellations—offering a broad utility for future mission
planning and research within the Segmented Architecture program
and beyond.

Mission-Specific Evaluation. It is important to note that this paper
presents a static analysis of system performance based on general
coverage metrics. While this approach helps establish baseline
capabilities, a more detailed mission-driven analysis, such as an
Observing System Simulation Experiment (OSSE) [69], would be
necessary to evaluate the system’s performance in realistic mission
scenarios. Due to space constraints, incorporating such an approach
is left as future work, where we plan to simulate dynamic mission
conditions, such as vessel tracking in maritime surveillance, to
assess the system’s operational effectiveness further.

6 Conclusions
The landscape of satellite architectures is witnessing a transfor-
mative shift towards segmented, cooperative configurations, ex-
emplified by CONAE’s pioneering Segmented Architecture (SA)
program. This study has provided a quantitative analysis of such
architectures in the context of the MISSION project, leveraging a
suite of dynamic models within the Systems Toolkit (STK) envi-
ronment. Our investigation’s insights reveal the intricate trade-off
between satellite formations, the complexities of contact dynamics,
and the calculus of data handling strategies, all of which inform
the operational framework of our proposed SARE mission.

Our findings underscore the equilibrium between swarm config-
uration and coverage efficiency. The innovative segmented archi-
tecture allows for strategic flexibility yet requires careful planning
to maximize the observational potential. While more minor an-
gular separations present dense swarms that assure frequent but
clustered access, larger separations offer more evenly spaced cover-
age, albeit with more significant intervals. The selection of swarm
configuration emerges as a critical decision point that hinges on
mission-specific requirements. It balances the quest for persistent
surveillance with the constraints of technological capabilities, pri-
marily limited by Inter-Satellite Links (ISLs) capacity.

The contact analysis within our study elucidates the promising
prospects of extended coverage over Argentina’s EEZ while also
surfacing the challenges posed by data offloading, particularly un-
der constrained operational conditions. The varying performances
of the ST2, ST8, and CT8 configurations in managing ISL ranges
and data rates highlight the importance of a tailored approach to
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constellation design. This affirms that the SA program’s architec-
ture must be as dynamic and adaptable as the maritime activities it
endeavors to monitor.

Looking forward, the field of automated, energy-aware ISL man-
agement and on-board classification strategies beckons further re-
search. A particularly promising avenue is the potential for onboard
processing to mitigate the limitations of data transfer capacity, es-
pecially in light of the 100 kg-class spacecraft constraints. These
strategies exemplify the SA program’s innovative spirit and serve
as a beacon for future missions aiming to harness the full potential
of segmented satellite architectures.

Our study, although expansive, stands on the threshold of an
even more extensive realm of exploration. As we chart the course
for subsequent endeavors, we leave a trail of comprehensive models
and analysis tools, inviting others to extend and enrich the fabric
of segmented satellite architecture research. The SA program’s
journey is far from over.
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