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CONVERGENCE OF LAYER POTENTIALS AND RIEMANN-HILBERT
PROBLEM ON EXTENSION DOMAINS

GABRIEL CLARET, ANNA ROZANOVA-PIERRAT, AND ALEXANDER TEPLYAEV

Abstract. We prove the convergence of layer potential operators for the harmonic trans-
mission problem over a sequence of converging two-sided extension domains. Consequently,
the Neumann-Poincaré operators, Calderón projectors, and associated Neumann series con-
verge in this setting. As a result, we generalize the notion of Cauchy integrals and, in a
sense, of Hilbert transforms for a class of extension domains. Our approach relies on dyadic
approximations of arbitrary open sets, considering convergence in terms of characteristic
functions, Hausdorff distance, and compact sets.

1. Introduction

We prove the convergence of single and double layer potential operators for the harmonic
transmission problem over a converging sequence of two-sided extension domains. In par-
ticular, we establish the convergence of Neumann-Poincaré operators, Calderón projectors,
and associated Neumann series. With respect to a certain trace norm, the speed of conver-
gence of the Neumann series can be controlled by the norms of the inner and outer Dirichlet
harmonic extension operators, while otherwise being independent of the domain. As a con-
sequence of our main results, we generalize the notion of the Cauchy integral for a class
of extension domains. This can provide a way to study Hilbert transforms on two-sided
extension domains that are not rectifiable. Another important consequence is stability for
both Lipschitz and non-Lipschitz domains, meaning that, in some sense, small domain per-
turbations lead to small perturbations in the single and double layer potential operators.
Those results have applications in shape optimization problems involving single and double
layer potential operators for both Lipschitz and non-Lipschitz domains, and can be applied
to a wider array of problems. For convenience, we often concentrate on the case where the
sequence of domains is monotone increasing and the norms of the inner and outer extension
operators are uniformly bounded, though many results hold under more relaxed conditions.
Using dyadic approximations of arbitrary open sets, we analyze convergence in terms of
characteristic functions, Hausdorff distance, and compact sets. Our work aims at extending
certain results related to the Radon-Carleman problem [57, Chapter 6] and the invertibility
of layer potential operators [4] to non-rectifiable domains.
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It is natural to use irregular shapes such as fractals to model the real world. As one con-
siders smaller and smaller scales, natural objects display new irregularities [50, 51]. For that
matter, to fully grasp the richness of their geometries, it appears necessary to adopt a model
which allows non-smoothness at all scales. However, considering such shapes can cause diffi-
culties when studying boundary value problems. On the one hand, many theoretical results
rely on the smoothness of domains to – among many other things – obtain regularity es-
timates for weak solutions [34], determine conductivities from boundary measurements [1]
or establish the boundedness of singular boundary operators [20]. Should one wish to go
beyond the smooth case, it would become necessary to consider weaker notions of trace, or of
normal derivative, for there is no guarantee that the normal vector can be defined anywhere
on the boundary (think of a Minkowski curve for example, which is nowhere smooth). From
a numerical perspective as well – albeit not the main focus of this paper –, since the compu-
tational power of any machine can only allow for a given, finite number of irregularities. To
overcome this regularity gap, one natural approach is to try and approximate the irregular
shape using a sequence of more regular geometries. In the case of self-similar fractals such as
the Von Koch snowflake, their definition gives an intrinsic approximation procedure, simply
by considering the associated prefractal sequences. However, this procedure depends heavily
on the geometry of the fractal shape, and cannot be followed for any non-Lipschitz shape.

In this paper, we generalize the notion of Cauchy integral (which is related to the Hilbert
transform via the classical analysis) to a class of extension domains by means of the con-
vergence of the harmonic layer potential operators along a converging sequence of domains.
We also define and study an approximation procedure of arbitrary open sets using dyadic
shapes. The most fundamental definition of the Hilbert transform is a convolution on R with
the kernel y 7→ 1

πy
– or rather the principal value of that convolution, the kernel being sin-

gular [73, Prologue]. In the complex plane however, an alternative definition of the Hilbert
transform can be given [47, 60, 64] where the convolution is on a Lipschitz curve instead.
That notion can notably be used in the study of gravitational waves, see [15, 64], and allows
to express the solution to the Riemann-Hilbert problem consisting in finding a holomorphic
function away from the curve satisfying a given jump in trace across the latter [60]. If the
curve is the boundary of a bounded Lipschitz domain, it coincides with the Cauchy inte-
gral [64] up to a multiplicative constant. Mapping properties and boundedness of the latter
integral have been widely studied in the case of Lipschitz curves [12, 20, 21], as well as on
rectifiable Ahlfors regular curves [53]. In addition, and given the connection between the
Hilbert transform and the Riemann-Hilbert problem, it appears that the Cauchy integral
(and the Hilbert transform in the case of a compact Lipschitz boundary) is connected to the
harmonic layer potential operators. Indeed, it is well-known that holomorphic functions are
harmonic (see for instance [69, Theorem 11.4]), and the trace jump condition of the problem
can be understood in terms of a transmission problem. The connection between the Cauchy
integral and the Neumann-Poincaré operator, which determines the boundary values of the
layer potentials, was notably pointed out in [47] for C2 curves. Being defined as singular
integrals, the Cauchy integral and Hilbert transform rely heavily on the boundary measure
– in this case, Lebesgue’s measure, which is not adapted for non-Lipschitz boundaries. We
generalize those notions on non-Lipschitz boundaries and without having to specify a bound-
ary measure, using their connection to the layer potential operators. Then, the convergence
of the latter operators allows to prove holomorphism of the generalized Cauchy integral for
a class of boundaries beyond Lipschitz.



CONVERGENCE OF LAYER POTENTIALS ON EXTENSION DOMAINS 3

In the Lipschitz case, the classical definitions of the single and double layer potential
operators involve convolutions with either Green’s functions or their normal derivatives re-
spectively [31, 76]. Solutions to inverse boundary value problems can then be described
explicitly using those operators, which constitute an essential tool in the study of inverse
problems, in numerical analysis and in areas of spectral theory. We refer to [56, 76] for the
study of the layer potential operators defined in terms of Green’s function and to [7, 18] for
a variational approach relying on the well-posedness of transmission problems. See also the
references therein for a more thorough overview of the works on the topic. The boundary
values of the layer potential operators, expressed notably in terms of the Neumann-Poincaré
operator, allow to construct the so-called Calderón projector [63, Theorem 3.1.3], which en-
ables to recover the boundary values of a transmission solution, reconstructed by the layer
potential operators from its boundary jumps. The Neumann-Poincaré operator can also be
used to express the solutions to boundary integral equations of the second kind in terms of
Neumann series [65], allowing notably to recover the jump in trace of a transmission solution
with no jump in normal derivative from the knowledge of its interior trace alone.

In [52, Chapter 5], the boundary layer potential operators on piecewise smooth domains –
however not necessarily Lipschitz – were studied. Results for layer potentials in the context
of Riemannian manifolds were obtained in [58], while layer potentials on half-spaces with
boundary data in Besov spaces were studied in [8]. The exhaustive investigation carried
out in [56] of singular integral operators on uniformly rectifiable sets [29] appeared as the
peak of the study of the boundedness of such operators [12, 21, 76]. In Rn, those sets are
Ahlfors (n− 1)-regular closed subsets having ‘big pieces of Lipschitz images’ [55, Definitions
5.10.1 and 5.10.2], and are characterized by the boundedness of singular integral operators
in L2 [55, Theorem 5.10.2]. Another key notion is that of Non Tangentially Accessible
(NTA) domains [43, Section 3], which arises as essential in the study of the behavior of
harmonic functions and measures on the boundary, as in [28, 26, 43]. The class of NTA
domains includes that of Lipschitz domains, as well as domains with fractal boundaries such
as quasidisks [43, 62], and domains with boundaries made up of parts of different Hausdorff
dimensions. As a matter of fact, it is proved in [5] that the notions of NTA domains and
uniform domains are deeply connected, allowing to unify both approaches. A short intro-
duction to harmonic measures and NTA domains can be found in [75]. A class of domains
which will be of particular interest in this paper is that of Sobolev extension domains, that is
domains on which Sobolev functions can be linearly and continuously extended to the whole
space without loss of regularity. It was shown in [44, 68] that uniform domains and, more
generally, (ε, δ)-domains are Sobolev extension domains.
Since the layer potential and Neumann-Poincaré operators are defined on the boundary of

a domain, their convergence along a sequence of domains must be understood using a notion
which goes beyond a single Hilbert space. A first notion is that of Mosco convergence of
closed subspaces, following that of convex sets from [59] and used notably in [54] to study
the stability of the Neumann problem for the Helmholtz equation, and in [14] in the case
of a scattering problem by a fractal screen. This convergence relies on the existence of a
larger Hilbert space which contains all others. Without making that assumption, another
method is to use a (measured) Gromov-Hausdorff topology on (measured) pointed metric
spaces [32, 36]. The general idea is to approximate sets containing the distinguished points
in the limit space with sets containing those of the sequence. This notion has been widely
used in a variety of stability problems for optimal transport [77, 78], and more generally
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its property of preserving lower curvature bounds for closed Riemannian manifolds [74] has
been used thoroughly, see for instance [67, 2]. The spectral distance introduced in [45, 46]
allows to quantify how close closed Riemannian manifolds are by comparing the associated
heat kernels. It is most useful to study the convergence of the analytic structures [72]; for
instance, the eigenvalues of the Laplacian are continuous with respect to the topology that
distance induces. Here, we use a more general notion of convergence (not relying on the
existence of a heat kernel), introduced in [48] (see also [66]). The general idea is to create
representatives of elements of the limit space in the approximating sequence. This framework
allows to generalize the notion of Mosco convergence of quadratic forms [59], which has many
applications in the calculus of variations: in [25] is proved the energy forms associated to the
p-Laplacian converge along prefractal sequences, see also [23]. In [9], it is used to prove the
convergence of trace energy forms; we also refer to [24]. The notion of convergence we use
heavily relies on the way the representatives of the limit space are chosen, for that choice
has a significant impact on the subsequent notions of convergence of vectors, operators, and
so on (see Figure 3). For that matter, the notion in itself can be deemed rather weak. In
this work, we prove the convergence of the layer potential operators in the sense of [48] along
a sequence of extension domains with uniformly bounded extensions, before strengthening
that notion into an Ḣ1(Rn)-convergence of the single layer potentials and of the (harmonic
extensions of the) double layer potentials.

The idea of approximating a domain using cubes has been explored in the past. Although
it is not an approximation per se, the notion of Whitney covering [35, 79], using cubes of
side comparable to their distance to the boundary, is probably the first to come to mind.
One may also think of [22, p. 452] where a domain is placed on a fine grid to approximate
the boundary. In [17] is defined a notion of dyadic cubes in so-called spaces of homogeneous
type while in [29], those cubes are defined for sets of integer dimension inferior to that of the
ambient space. In [41], dyadic cubes are used to approximate Alhfors-Davies Regular sets of
dimension n in Rn+1. We also refer to [27, 42, 61] for similar dyadic constructions. In the
examples mentioned above, the main focus seemed to be the size of the cubes composing the
approximation compared to the distance to the boundary, which allows to recover regularity
properties of solutions on the approximated domain, see [11]. Here, we are more concerned
with the modes of convergence of the approximation to the set, and no assumption other
than having an open set is made. In that sense, our approach is closer to that of [70, 71] and
their notion of pixelated domains in R2. The modes of convergence of sets considered (and
holding) with our approximation procedure are those frequently used in shape optimization
(see for instance [19, 39, 40]) and described in [38], namely the convergence in the sense of
characteristic functions, of Hausdorff (for the set and its boundary) and of compact sets.

This paper is organised as follows: in Section 2, we introduce dyadic approximations of
arbitrary open sets. We prove those approximations converge in the sense of characteristic
functions, in the sense of Hausdorff (both the domains and the boundaries, on every open
ball) and compact sets, Theorem 2.1. In Section 3, we specify the functional framework in
which our study is carried out. In Subsection 3.1, we define the class of (two-sided) admissible
domains, which contains notably Lipschitz, fractal and multi-fractal domains, on which our
study will be carried out, and specify the notions of trace and weak normal derivative which
will be used. We recall the definitions of the layer potential operators for the harmonic
transmission problem for two-sided admissible domains from [18]. In Subsection 3.2, we recall
the framework of convergence along a sequence of Hilbert spaces from [48] and prove several
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results to gain a better understanding of the notion, and which will be used throughout the
rest of the study. In Section 4, we prove the convergence of the layer potential operators
along a converging sequence of domains: Subsection 4.1 focuses on the convergence inside
the domain, Subsection 4.2 on the convergence outside, and Subsection 4.3 links those two
parts and considers the transmission problem as a whole. The main result of that section is
Theorem 4.30 which states the convergence of the single and (the harmonic extensions of the)
double layer potentials in Ḣ1(Rn), strengthening Theorem 4.28 which proved the convergence
in the framework of moving Hilbert spaces only. From there, we prove the convergence of the
Neumann-Poincaré operators for the harmonic transmission problem and of the associated
Calderón projectors in Subsection 4.4, which allows to state the convergence of the Neumann
series – which are uniformly converging sums in this case – associated to the Neumann-
Poincaré operator along a converging sequence of domains in Subsection 4.5, Theorem 4.36.
In Section 5, we express the Cauchy integral on Lipschitz domains in terms of the layer
potential operators (Proposition 5.1) in Subsection 5.1, which we use in Subsection 5.2 to
define a Cauchy integral on two-sided admissible domains. We prove that, in a class of
domains containing non-Lipschitz and fractal shapes, that Cauchy integral is holomorphic
away from the boundary, Theorem 5.5. Then, in Section 6, we define a trace norm adapted
to the space Ḣ1(Rn) and prove its equivalence to the norms from Section 3. Finally, in
Section 7, we discuss how to weaken an assumption made throughout Sections 4 which is
that of a monotone domain convergence, and give generalizations of Theorem 4.30 under the
assumption of a convergence in the sense of characteristic functions alone.

Throughout this paper, n ≥ 2 denotes the dimension of the ambient space. If x ∈ Rn

and r > 0, then Br(x) denotes the open ball of center x and radius r. A set is referred
to as a domain if it is nonempty, open and connected. All domains considered are equal
to the interiors of their closures. If a Hilbert space is decomposed into H = H1 ⊕ H2 and
L1,2 : H1,2 → H are linear operators, we will denote by L1 ⊕ L2 : H → H the linear operator
characterized by (L1⊕L2)|H1,2 = L1,2. If U is a set, we denote by U c := Rn\U its complement.
If (Ωk)k∈N is a non-decreasing sequence of sets of union Ω, we will denote Ωk ↗ Ω.

2. Dyadic approximation of open sets

In this section, we give a general method for the approximation of open sets with arbitrary
regularity.

Consider the dyadic grid Πk :=
{
πk
j | j ∈ Zn

}
on Rn, where

πk
j :=

n∏
m=1

[
2−kjm, 2

−k(jm + 1)
]
,

denoting j = (jm)m∈J1,nK ∈ Zn. We say that a set Q ⊂ Rn is drawn on Πk if Q =
⋃

π∈Q π for
some Q ⊂ Πk. Let Ω be an arbitrary domain of Rn. There exist k0 ∈ N and π0 ∈ Πk0 such
that π0 ⊂ Ω. Define, for all k ∈ N,

Ω
□

k := max
{
A drawn on Πk | π0 ⊂ A ⊂ Ω, Å is connected

}
,

where the maximum is in terms of inclusion. Note that Ω
□

k = ∅ for k < k0. Denote its

interior by Ω□
k :=

(
Ω

□

k

)◦
. This connected open set is referred to as the dyadic approximation

of Ω of order k rooted in π0. It is a domain for all k ≥ k0, see Figure 1 for an example in
the case of the Von Koch snowflake.
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(Ω
c
)□k

Ω□
k

∂Ω π2

π1

Figure 1. Dyadic approximations of a Von Koch snowflake Ω (lying inside
∂Ω, in blue) in R2 and of its complementary open set Ω

c
. The dyadic approx-

imation of Ω rooted at π1, Ω
□
k , lies inside the green dashed line. The dyadic

approximation of Ω
c
rooted at π2, (Ω

c
)□k , lies outside the red dotted line.

If Ω is no longer assumed to be connected, denote by (Cm)m∈M its connected components,
with M = J0, NK for some N ∈ N or M = N. Since all Cm are nonempty open sets,
there exists a sequence (km)m∈M ∈ NM , which we may assume to be non-decreasing, and a
sequence (πm)m∈M such that

(2.1) ∀m ∈M, πm ∈ Πkm and πm ⊂ Cm.

Then, for all k ∈ N, denote
Ω

□

k :=
⋃

m∈M
km≤k

(Cm)
□

k ,

and define the dyadic approximation of order k of Ω rooted in (πm)m∈M as Ω□
k :=

(
Ω

□

k

)◦
once

again. Note that removing the condition km ≤ k in the union would only lead to adding

empty sets, and therefore would no have any impact on the definition of Ω
□

k ; we specify
that condition for clarity. We prove that the dyadic construction presented above defines an
approximation procedure for arbitrary open sets, for the dyadic approximations converge as
the grid becomes finer.

Theorem 2.1 (Convergence of the dyadic approximations). Let Ω be an arbitrary open set
in Rn. For any (πm)m∈M as in (2.1), denoting by (Ω□

k )k∈N the dyadic approximations of Ω
rooted in (πm), it holds:

(i) (Ω□
k )k∈N is a non-decreasing sequence of open subsets of Ω;

(ii) Ω□
k → Ω pointwise and in the sense of characteristic functions;

(iii) Ω□
k → Ω in the sense of compact sets.

In addition, if B is an open ball, then

(iv) Ω□
k ∩B → Ω ∩B in the sense of Hausdorff;

(v) ∂(Ω□
k ∩B) → ∂(Ω ∩B) for the Hausdorff distance on compact sets.
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Proof. Point (i) follows from the definition. Let x ∈ Ω. Then x ∈ Cm for a unique m ∈ M .
Since Cm is connected, there exists a continuous path γ ⊂ Cm joining x and πm. Since Cm

is open, it holds:

(2.2) ∀y ∈ γ, d(y, ∂Ω) > 0, i.e., min
y∈γ

d(y, ∂Ω) > 0,

by continuity. Therefore, for k ≥ km large enough, there exists a set Q drawn on Πk and
included in Cm joining x and πm in the sense that x ∈ Q̊ and Q∪πm is of connected interior.
Consequently, x ∈ (Cm)

□
k , which implies x ∈ Ω□

k . Point (ii) follows, as well as Point (iv)
by [38, p. 33].
Let B be an open ball. For all x ∈ ∂Ω□

k , it holds d(x, ∂Ω) ≤
√
n2−k (the diagonal of a cube

of side 2−k in Rn), otherwise Ω□
k would not be maximal. Consequently,

ρ
(
∂(Ω□

k ∩B), ∂(Ω ∩B)
)
:= max

x∈∂(Ω□
k ∩B)

d
(
x, ∂(Ω ∩B)

)
≤

√
n2−k,

where we have used the same notations as in [38, Definition 2.2.7]. On the other hand, for
all y ∈ ∂Ω, the sequence

(
d
(
y, ∂(Ω□

k ∩ B)
))

k∈N is non-increasing and must go to 0 by Point

(i). Therefore,
(
ρ
(
∂(Ω ∩ B), ∂(Ω□

k ∩ B)
))

k∈N is also non-increasing. Since it is non-negative
and finite, it converges to some ℓ ≥ 0. Hence,

∀k ∈ N, ∃yk ∈ ∂(Ω ∩B), d
(
yk, ∂(Ω

□
k ∩B)

)
≥ ℓ.

By compactness of ∂(Ω∩B), we may assume there exists y∞ ∈ ∂(Ω∩B) such that yk → y∞.
Then, for all k ∈ N, it holds

d
(
y∞, ∂(Ω

□
k ∩B)

)
≥ d
(
yk, ∂(Ω

□
k ∩B)

)
− d(y∞, yk),

hence, by taking the limit in k, 0 ≥ ℓ and Point (v) holds. For δ ≥ ε > 0, consider the
compact set

Kε
δ :=

{
x ∈ Ω ∩Bδ(0) | d

(
x, ∂(Ω ∩Bδ(0)

)
≥ ε
}
.

If k is large enough, then

dH
(
∂(Ω ∩Bδ(0)), ∂(Ω

□
k ∩Bδ(0))

)
< ε,

with dH the Hausdorff distance on compact sets, so that

Kε
δ ⊂ (Ω□

k ∩Bδ(0)) ⊂ Ω□
k .

Since any compact set included in Ω is also included in Kε
δ for some δ ≥ ε > 0, it is also

included in Ω□
k for k large enough. Since every Ω□

k is a subset of Ω, Point (iii) follows. □

3. Functional framework

In this section, we introduce the functional framework in which the rest of the study will
be carried out, both in terms of boundary value problems and associated operators, and of
convergence along sequences of Hilbert spaces.
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Figure 2. On the left, a two-sided admissible domain of R2. The top part of
its boundary consists of a Von Koch curve of Hausdorff dimension ln 4

ln 3
, while

the bottom part is of Hausdorff dimension 1. On the right, a domain of R3

which is not an extension domain for it has an outward cusp.

3.1. Admissible domains, extensions and layer potentials. Let us begin with defining
the class of domains considered in this paper.

Definition 3.1 (Admissible domain). A domain Ω of Rn is said to be an admissible domain
if

(i) there exists a bounded linear extension operator ExtΩ : Ḣ1(Ω) → Ḣ1(Rn);
(ii) ∂Ω is compact and has positive capacity.

It is said to be two-sided admissible if, in addition,

(iii) Ω
c
is an admissible domain;

(iv) ∂Ω is a null set with respect to Lebesgue’s measure on Rn.

A domain satisfying condition (i) is called a Ḣ1-extension domain [18] for it is, in the
context of homogeneous spaces, the counterpart of the notion ofH1-extension domain [37, 44,
68]. The notion of capacity intervening in (ii) refers to the capacity with respect to H1(Rn),
see [33, Section 2.1], [52, Section 7.2] and [10, Section 2]; the notions ‘quasi-everywhere’
(q.e.) and ‘quasi-continuous’ will be understood in the same sense. Any Lipschitz domain is
an Ḣ1-extension domain; more generally, any (ε,∞)-domain is an Ḣ1-extension domain [44,
Theorem 2]. If Ω is a (ε,∞)-domain and either Ω or Ω

c
is bounded, then Ω is two-sided

admissible. In dimension n ≥ 3, the embedding [6, Theorem 1.43] allows to adapt [37,
Theorems 2 and 5] and prove that any Ḣ1-extension domain Ω is an n-set:

∃c > 0, ∀x ∈ Ω, ∀r ∈]0, 1], λ(n)(Ω ∩Br(x)) ≥ crn,

where λ(n) is Lebesgue’s measure on Rn. Consequently, a domain with an outward cusp
cannot satisfy the Ḣ1-extension property, see Figure 2.

If u ∈ Ḣ1(Rn), then there exists a quasi-continuous representative ũ of a representative
of u modulo constants, see [16, Theorems 2.2.12, 2.2.13 and 2.3.4] and [18, Appendix A].
For simplicity, we will simply say that ũ is a quasi-continuous representative of u. If Ω is an
admissible domain, then [ũ|∂Ω]Ḃ(∂Ω), defined as the equivalence class modulo constant of the

q.e. equivalence class of the restriction ũ|∂Ω, does not depend on the choice of ũ, only on
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u. We denote by Ḃ(∂Ω) the vectors space of all [ũ|∂Ω]Ḃ(∂Ω) for u ∈ Ḣ1(Rn). In this setting,

we define the trace operators as in [18, Proposition 2.2], that is as a variant of [10, Theorem
6.1, Remark 6.2, Corollary 6.3].

Definition 3.2 (Trace operators). Let Ω be a domain of Rn. If Ω is admissible, then we
define the interior trace operator on ∂Ω as

Ṫr∂Ωi : Ḣ1(Ω) −→ Ḃ(∂Ω)
u 7−→ [(ExtΩu)

∼|∂Ω]Ḃ(∂Ω),

where (ExtΩu)
∼ is a quasi-continuous representative of ExtΩu ∈ Ḣ1(Rn).

If Ω
c
is admissible, then we define the exterior trace operator on ∂Ω as

Ṫr∂Ωe : Ḣ1(Ω
c
) −→ Ḃ(∂Ω)
u 7−→ [(ExtΩcu)∼|∂Ω]Ḃ(∂Ω).

If Ω is two-sided admissible, then we define the jump in trace across ∂Ω as

JṪr∂ΩuK := Ṫr∂Ωi u− Ṫr∂Ωe u, u ∈ Ḣ1(Rn\∂Ω).

If Ω is an admissible domain, consider the space of harmonic functions on Ω:

V̇0(Ω) :=
{
v ∈ Ḣ1(Ω) | ∆v = 0 weakly on Ω

}
,

and denote the restriction of the operator Ṫr∂Ωi to V̇0(Ω) as ṫr
∂Ω
i : V̇0(Ω) → Ḃ(∂Ω). Similarly,

if Ω
c
is admissible, denote the restriction of the operator Ṫr∂Ωe to the space of harmonic

functions on Ω
c
, V̇0(Ω

c
), as ṫr∂Ωe : V̇0(Ω

c
) → Ḃ(∂Ω). The following theorem, stated in this

form in [18, Theorem 2.10], synthesizes results from [33, Example 2.3.2 and Theorem 2.3.3]
and [16, Theorems 2.2.12 and 2.2.13].

Theorem 3.3 (Trace theorem). Let Ω be an admissible domain. Then, the following asser-
tions hold:

(i) the kernel Ker Ṫr∂Ωi is the orthogonal complement (V̇0(Ω))
⊥ of V̇0(Ω) in Ḣ

1(Ω);
(ii) the space Ḃ(∂Ω) is a Hilbert space when endowed with the norm

∥f∥Ṫr∂Ωi
:= min

{
∥v∥Ḣ1(Ω) | v ∈ Ḣ1(Ω) and Ṫr∂Ωi v = f

}
,

where the minimum is uniquely achieved, for v ∈ V̇0(Ω) with ṫr∂Ωi v = f ;
(iii) with respect to ∥·∥Ṫr∂Ωi

, Ṫr∂Ωi is bounded with operator norm one. Its restriction

ṫr∂Ωi : V̇0(Ω) → Ḃ(∂Ω) to V̇0(Ω) is an isometry and onto.

If Ω
c
is admissible, then variants of (i), (ii) and (iii) hold for Ṫr∂Ωe instead of Ṫr∂Ωi , replacing

Ω and ṫr∂Ωi with Ω
c
and ṫr∂Ωe respectively. In particular, the norm

∥f∥Ṫr∂Ωe
:= min

{
∥v∥Ḣ1(Ω

c
) | v ∈ Ḣ1(Ω

c
) and Ṫr∂Ωe v = f

}
is a Hilbert space norm on Ḃ(∂Ω).

In what follows, we will endow Ḃ(∂Ω) with the norm ∥·∥Ṫr∂Ωi
, which will be denoted by

∥·∥Ḃ(∂Ω) := ∥·∥Ṫr∂Ωi
. If Ω is an admissible domain, we define the Dirichlet harmonic extension
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from ∂Ω to Ω as ḊΩ = (ṫr∂Ωi )−1 : Ḃ(∂Ω) → V̇0(Ω), as well as the Dirichlet harmonic extension
operator from Ω to Rn (harmonic on Ω

c
) as

ĖΩ : Ḣ1(Ω) −→ Ḣ1(Rn)

u 7−→ u⊕ v,

decomposed along Ḣ1(Ω)⊕Ḣ1(Ω
c
), where v denotes the orthogonal projection of (ExtΩu)|Ωc

onto V̇0(Ω
c
). Unless stated otherwise, the norm ∥ĖΩ∥ of this operator will always be under-

stood as its operator norm in the space L(Ḣ1(Ω), Ḣ1(Rn)).
Similarly, if Ω

c
is admissible, we define the Dirichlet harmonic extension from ∂Ω to Ω

c

as ḊΩ
c = (ṫr∂Ωe )−1 : Ḃ(∂Ω) → V̇0(Ω

c
), as well as the Dirichlet harmonic extension operator

from Ω
c
to Rn (harmonic on Ω) as

ĖΩ
c : Ḣ1(Ω

c
) −→ Ḣ1(Rn)

u 7−→ v ⊕ u,

where v denotes the orthogonal projection of (ExtΩcu)|Ω onto V̇0(Ω). Unless stated otherwise,

the norm ∥ĖΩ
c∥ of this operator will always be understood as its the operator norm in the

space L(Ḣ1(Ω
c
), Ḣ1(Rn)).

Proposition 3.4. If Ω is two-sided admissible, then both norms on Ḃ(∂Ω) defined in Theo-
rem 3.3 are equivalent and it holds

(3.1) ∥·∥Ṫr∂Ωi
≤
√

∥ĖΩ
c∥2 − 1 ∥·∥Ṫr∂Ωe

and ∥·∥Ṫr∂Ωe
≤
√

∥ĖΩ∥2 − 1 ∥·∥Ṫr∂Ωi
,

with optimal constants.

Proof. Let f ∈ Ḃ(∂Ω) non-null. Let u ∈ V̇0(Ω)⊕V̇0(Ω
c
) be such that ṫr∂Ωi (u|Ω) = ṫr∂Ωe (u|Ωc) =

f . Then, u = ĖΩ
c(u|Ωc), so that

∥f∥2
Ṫr∂Ωi

∥f∥2
Ṫr∂Ωe

=
∥u|Ω∥2Ḣ1(Ω)

∥u|Ωc∥2
Ḣ1(Ω

c
)

=
∥u∥2

Ḣ1(Rn)

∥u|Ωc∥2
Ḣ1(Ω

c
)

− 1 ≤ ∥ĖΩ
c∥2 − 1.

Regarding the optimality of the constant, notice that for all v ∈ Ḣ1(Ω
c
) with Ṫr∂Ωe = f ,

it holds ĖΩ
cv = u|Ω ⊕ v. Since, ∥u|Ωc∥Ḣ1(Ω

c
) ≤ ∥v∥Ḣ1(Ω

c
), we can deduce that restricting

ĖΩ
c to V̇0(Ω

c
) has no impact on its norm, and the result follows. The second inequality is

similar. □

Finally, if either Ω or Ω
c
is admissible, we define the Dirichlet harmonic extension from ∂Ω

to Rn (harmonic on Rn\∂Ω) Ḣ∂Ω : Ḃ(∂Ω) → Ḣ1(Rn) as ĖΩ ◦ ḊΩ or ĖΩ
c ◦ ḊΩ

c respectively.
If Ω is a two-sided admissible domain, then both definitions coincide.

Since the class of admissible domains contains non-smooth domains, the normal derivatives
at the boundary cannot always be defined in the strong sense, using the normal vector. For
that matter, we use a weak notion of normal derivative as in [49] and [18, Subsection 2.5],
as an element of the dual space Ḃ′(∂Ω) := L(Ḃ(∂Ω),R).

Definition 3.5 (Weak normal derivatives). Let Ω be a domain of Rn. If Ω is admissible,
then we define the weak interior normal derivative on ∂Ω of u ∈ Ḣ1(Ω) with ∆u ∈ L2(Ω) as
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the unique ϕ ∈ Ḃ′(∂Ω) such that

∀v ∈ Ḣ1(Ω), ⟨ϕ, Ṫr∂Ωi v⟩Ḃ′(∂Ω),Ḃ(∂Ω) =

∫
Ω

(∆u)v dx+

∫
Ω

∇u · ∇v dx.

We denote ∂̇iu
∂ν

|∂Ω := ϕ.

If Ω
c
is admissible, then we define the weak exterior normal derivative on ∂Ω of u ∈ Ḣ1(Ω

c
)

with ∆u ∈ L2(Ω
c
) as the unique ψ ∈ Ḃ′(∂Ω) such that

∀v ∈ Ḣ1(Ω
c
), ⟨ψ, Ṫr∂Ωe v⟩Ḃ′(∂Ω),Ḃ(∂Ω) = −

∫
Ω

c
(∆u)v dx−

∫
Ω

c
∇u · ∇v dx.

We denote ∂̇eu
∂ν

|∂Ω := ψ.
If Ω is two-sided admissible, then we define the jump in normal derivative across ∂Ω of
u ∈ Ḣ1(Rn\∂Ω) with ∆u ∈ L2(Rn\∂Ω) as

s
∂̇u

∂ν

∣∣∣
∂Ω

{
:=

∂̇iu

∂ν

∣∣∣
∂Ω

− ∂̇eu

∂ν

∣∣∣
∂Ω
.

We refer to [18, Subsection 2.5] for properties of the normal derivation operators. We
simply recall the following result on isometric properties of those operators [18, Corollary
2.17].

Proposition 3.6. Let Ω be a domain of Rn. If Ω is admissible, then ∂̇i
∂ν
|∂Ω : V̇0(Ω) → Ḃ′(∂Ω)

is an isometry and onto when Ḃ′(∂Ω) is endowed with the subordinate norm to ∥·∥Ḃ(∂Ω),

denoted by ∥·∥Ḃ′(∂Ω). If Ω
c
is admissible, then ∂̇e

∂ν
|∂Ω : V̇0(Ω

c
) → Ḃ′(∂Ω) is an isometry and

onto when Ḃ′(∂Ω) is endowed with the subordinate norm to ∥·∥Ṫr∂Ωe
.

Note that the norms on Ḃ′(∂Ω) mentioned in Proposition 3.6 are equivalent, by Proposi-
tion 3.4. In what follows and unless stated otherwise, Ḃ′(∂Ω) will be endowed with the norm
∥·∥Ḃ′(∂Ω).

Definition 3.7 (Layer potential operators). Let Ω be a two-sided admissible domain. There
exists a unique pair of operators

(Ṡ∂Ω, Ḋ∂Ω) : Ḃ′(∂Ω)× Ḃ(∂Ω) −→ Ḣ1(Rn)× Ḣ1(Rn\∂Ω)

such that, for all f ∈ Ḃ(∂Ω) and g ∈ Ḃ′(∂Ω), the unique weak solution to

(3.2)


−∆u = 0 on Rn\∂Ω,
JṪr∂ΩuK = f,

J ∂̇u
∂ν
|∂ΩK = g,

in Ḣ1(Rn\∂Ω) is given by u = Ṡ∂Ωg − Ḋ∂Ωf . The operators Ṡ∂Ω and Ḋ∂Ω are respectively
referred to as single and double layer potential operators associated to (3.2).

Once again, we refer to [18] regarding properties of the layer potential operators associated
to (3.2) on a two-sided admissible domain. As a complement, we highlight the fact that the
those operators are bounded independently from the geometry of the two-sided admissible
domain.
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Proposition 3.8. Let Ω be a two-sided admissible domain. Then, the layer potential oper-
ators associated to (3.2) have operator norms non-superior to 1 with respect to the spaces
specified in Definition 3.7

Proof. By Green’s formula, it holds for g ∈ Ḃ′(∂Ω)

∀v ∈ Ḣ1(Rn), ⟨Ṡ∂Ωg, v⟩Ḣ1(Rn) = ⟨g, Ṫr∂Ωi v⟩Ḃ′(∂Ω),Ḃ(∂Ω) ≤ ∥g∥Ḃ′(∂Ω)∥v∥Ḣ1(Rn),

by Theorem 3.3, Point (iii). Similarly, for all f ∈ Ḃ(∂Ω),

∥Ḋ∂Ωf∥2Ḣ1(Rn\∂Ω)
=

∣∣∣∣〈 ∂̇i
∂ν

∣∣∣
∂Ω
Ḋ∂Ωf, f

〉
Ḃ′(∂Ω),Ḃ(∂Ω)

∣∣∣∣ ≤ ∥Ḋ∂Ωf∥Ḣ1(Rn\∂Ω)∥f∥Ḃ(∂Ω),

by [18, Corollary 2.17] which induces a variant of Theorem 3.3, Point (iii) for normal deriva-
tives. The result follows. □

3.2. Convergence along sequences of Hilbert spaces. In this part, we recall the defini-
tion of convergence of, and along a sequence of Hilbert spaces introduced in [48, Subsections
2.2 and 2.3]. We also prove some results to gain a better understanding of that notion, and
which will be used throughout this paper.

Definition 3.9 (Convergence of Hilbert spaces). A sequence (Hk)k∈N of Hilbert spaces is
said to converge towards a Hilbert space H through (C, (Tk)k∈N), where C is a dense subspace
of H and (Tk : C → Hk)k∈N is a sequence of linear maps, if it holds:

(3.3) ∀f ∈ C, lim
k→+∞

∥Tkf∥Hk
= ∥f∥H .

In that case, we will denote: Hk
(Tk)−−−→
k→∞

H.

It is essential to point out that the main piece of information given by the convergence of
spaces from Definition 3.9 is not that the sequence (Hk)k∈N converges to H, but the way that
convergence occurs, i.e., the pair (C, (Tk)k∈N). Indeed, if (Hk) is any sequence of separable
Hilbert spaces and H is any separable Hilbert space, then (Hk) converges to H through
(H, (Tk)k∈N) choosing Tk : H → Hk isometric, even if the spaces in question are ‘unrelated’.
However, making such a choice for (Tk) will lead (in general) to distasteful results when it
comes to the convergence of vectors, operators and so on.

Definition 3.10 (Strong convergence of vectors). Let (Hk)k∈N be a sequence of Hilbert
spaces and H be a Hilbert space such that Hk → H through (C, (Tk)k∈N). A sequence
(uk)k∈N with uk ∈ Hk – denoted by (uk ∈ Hk)k∈N – is said to converge (strongly) towards an
element u ∈ H if there exists a sequence (vm) ∈ CN with vm → u in H, such that:

lim
m→+∞

(
lim sup
k→+∞

∥Tkvm − uk∥Hk

)
= 0.

In that case, we will denote: (uk ∈ Hk)k∈N
(Tk)−−→ u ∈ H.

The general definition of convergence of Hilbert spaces from Definition 3.9 involves a
dense subspace of the limit space. In this paper, the dense subspace will always be the limit
space itself. In that case, the notion of convergence of vectors from Definition 3.10 can be
simplified.
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H1 H2 H3 Hk H. . . −−−→
k→∞

• • • • •
0

•
T1u

•
T2u

•
T3u

•
Tku

•
u1

•
u2

•
u3

•
uk

•
R1u

•
R2u

•
R3u

•
Rku

•
u

Figure 3. Illustration of the impact the sequence of linear maps has on the
convergences from Definitions 3.9 and 3.10. The sequence (Hk)k∈N converges
to H through (H, (Tk)k∈N) and through (H, (Rk)k∈N). The ellipses represent
the spheres of center 0 and radius ∥u∥H with respect to the norm on each
space. Since the sequences of operators (Tk)k∈N and (Rk)k∈N are not asymp-
totically close (in the sense of Lemma 3.12), they induce different notions of
convergence: the sequence (uk ∈ Hk)k∈N goes to u ∈ H through (Tk)k∈N, but
not through (Rk)k∈N.

Lemma 3.11. Let (Hk)k∈N be a sequence of Hilbert spaces and H be a Hilbert space such
that (Hk)k∈N −→ H through (H, (Tk)k∈N). Then, for all (uk ∈ Hk)k∈N and u ∈ H, it holds:

uk −−−→
k→∞

u through (H, (Tk)k∈N) ⇐⇒ ∥Tku− uk∥Hk
−−−→
k→∞

0.

Proof. Assume that (uk ∈ Hk)k∈N
(Tk)−−→ u ∈ H. There exists (vm) ∈ HN such that:

vm
H−−−→

m→∞
u and lim sup

k→∞
∥Tkvm − uk∥Hk

−−−→
m→∞

0.

From

∥Tku− uk∥Hk
≤ ∥Tk(vm − u)∥Hk︸ ︷︷ ︸

−−−→
k→∞

∥vm−u∥H

+∥Tkvm − uk∥Hk
,

the implication holds. The converse follows from the definition. □

As explained above, the choice of (Tk)k∈N accounts for an essential step when considering
such convergences and a change in those operators can completely alter the way objects will
converge along the sequence of Hilbert spaces, even though the spaces themselves remain
untouched, see Figure 3.

The following lemma indicates what is needed for two sequences of operators in Defini-
tion 3.9 to induce the same topology for the convergence of vectors in the sense of Defini-
tion 3.10.
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Lemma 3.12. Let (Hk)k∈N be a sequence of Hilbert spaces and H be a Hilbert space such

that (Hk)k∈N −→ H through (H, (Tk)k∈N) and through (H, (Rk)k∈N). Then, if (uk ∈ Hk)
(Tk)−−→

u ∈ H, the following equivalence holds:

uk
(Rk)−−−→
k→∞

u ⇐⇒ ∥(Tk −Rk)u∥Hk
−−−→
k→∞

0.

Proof. It holds

∥(Tk −Rk)u∥Hk
− ∥uk − Tku∥Hk

≤ ∥uk −Rku∥Hk

≤ ∥(Tk −Rk)u∥Hk
+ ∥uk − Tku∥Hk

,

and the equivalence follows by Lemma 3.11. □

From the notion of convergence of vectors along a sequence of Hilbert spaces, that of linear
bounded operators is derived intuitively.

Definition 3.13 (Convergence of bounded operators). Let (Hk)k∈N and (Vk)k∈N be sequences
of Hilbert spaces, and H and V be Hilbert spaces such that Hk → H through (CH , (Tk)k∈N)
and Vk → V through (CV , (Rk)k∈N). A sequence (Lk : Hk → Vk)k∈N of linear bounded
operators is said to converge to a linear bounded operator L : H → V if, for all (uk ∈ Hk)k∈N
and u ∈ H, it holds

uk
(Tk)−−−→
k→∞

u =⇒ Lkuk
(Rk)−−−→
k→∞

Lu.

In that case, we will denote: Lk
(Tk),(Rk)−−−−−→
k→∞

L.

This notion of convergence of operators preserves self-adjointness.

Lemma 3.14. Let (Hk)k∈N be a sequence of Hilbert spaces and H be a Hilbert space such
that (Hk)k∈N −→ H through (CH , (Tk)k∈N). Let (Lk ∈ L(Hk)) be a sequence of self-adjoint

operators such that Lk
(Tk),(Tk)−−−−−→
k→∞

L ∈ L(H). Then L is self-adjoint.

Proof. Let (uk ∈ Hk)k
(Tk)−−−→
k→∞

u ∈ H and (vk ∈ Hk)k
(Tk)−−−→
k→∞

v ∈ H. Then, it holds

⟨L∗
ku, v⟩Hk

= ⟨u,Lkv⟩Hk
−→ ⟨u,Lv⟩H = ⟨L∗u, v⟩H ,

= ⟨Lku, v⟩Hk
−→ ⟨Lu, v⟩H ,

hence L∗ = L. □

To conclude this section, we prove a result which will be used extensively in this paper on
the convergence of inverse operators.

Lemma 3.15. Let (Hk)k∈N and (Vk)k∈N be sequences of Hilbert spaces, and H and V be
Hilbert spaces such that Hk → H through (H, (Tk)k∈N) and Vk → V through (V, (Rk)k∈N).
Let (Lk : Hk → Vk)k∈N and L : H → V be linear bounded invertible operators such that

(L−1
k )k∈N is uniformly bounded in k. Assume Lk

(Tk),(Rk)−−−−−→ L. Then L−1
k

(Rk),(Tk)−−−−−→ L−1.

Proof. Let (vk ∈ Vk)k∈N
(Tk)−−−→
k→∞

v ∈ V . Then, it holds

∥L−1
k vk − TkL

−1v∥Hk
≤ ∥L−1

k (vk −Rkv)∥Hk
+ ∥L−1

k (RkL− LkTk)L
−1v∥Hk

≤ sup
ℓ∈N

∥L−1
ℓ ∥
(
∥vk −Rkv∥Vk

+ ∥(RkL− LkTk)L
−1v∥Vk

)
.
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Since (TkL
−1v ∈ Hk)

(Tk)−−→ L−1v ∈ H, it holds (LkTkL
−1v ∈ Vk)

(Rk)−−→ LL−1v ∈ V and the
right-hand side goes to 0. □

4. Convergence of layer potential operators for transmission problems

For any two-sided admissible domain Ω, the space Ḣ1(Rn\∂Ω) can be described as any of
the following three direct orthogonal sums:

Ḣ1(Rn\∂Ω) = Ḣ1(Ω)⊕ Ḣ1(Ω
c
),(4.1)

= V̇0(Rn\∂Ω)⊕ Ḣ1
0 (Rn\∂Ω),(4.2)

= Ḣ1(Rn)⊕ Ḣ1(Rn)⊥.(4.3)

Decomposition (4.1) is a ‘geographic’ decomposition of the space, (4.2) is in terms of the
harmonic transmission problem, and (4.3) is in terms of trace continuity. Naturally, it holds

Ḣ1
0 (Rn\∂Ω) = Ḣ1

0 (Ω)⊕ Ḣ1
0 (Ω

c
),

as the space of elements with null interior and exterior traces, and the space of solutions
to the harmonic transmission problem V̇0(Rn\∂Ω) (i.e., the space of harmonic functions on
Rn\∂Ω) can be decomposed into a single layer potential part and a double layer potential
part:

V̇0(Rn\∂Ω) = V̇S(Rn\∂Ω)⊕ V̇D(Rn\∂Ω),

where the single layer potential part is characterized by a homogeneous jump in trace, that
is

V̇S(Rn\∂Ω) = Ḣ1(Rn) ∩ V̇0(Rn\∂Ω).

The following lemma gives a characterization of the space of double layer potentials as the
orthogonal complement of Ḣ1(Rn).

Lemma 4.1. Let Ω be a two-sided admissible domain. Then, the space of double layer
potentials is characterized by V̇D(Rn\∂Ω) = Ḣ1(Rn)⊥.

Proof. The inclusion V̇D(Rn\∂Ω) ⊂ Ḣ1(Rn)⊥ follows from the fact that u ∈ V̇D(Rn\∂Ω)
implies J ∂̇u

∂ν
|∂ΩK = 0 while v ∈ Ḣ1(Rn) implies JṪr∂ΩvK = 0, and Green’s formula. For the

other inclusion, let u ∈ Ḣ1(Rn)⊥. Then, it holds

∀v ∈ Ḣ1(Rn),

∫
Rn\∂Ω

∇u · ∇v dx+
∫
Rn\∂Ω

uv dx = 0.

Since C∞
0 (Rn\∂Ω) ⊂ Ḣ1(Rn), it holds −∆u = 0 weakly on Rn\∂Ω. Therefore, by Green’s

formula,

∀v ∈ Ḣ1(Rn),

〈s
∂̇u

∂ν

∣∣∣
∂Ω

{
, Ṫr∂Ωv

〉
B′,B

= ⟨u, v⟩Ḣ1(Rn) = 0.

Since Ṫr∂Ω(Ḣ1(Rn)) = Ḃ(∂Ω), we can deduce J ∂̇u
∂ν
|∂ΩK = 0, hence u ∈ V̇D(Rn\∂Ω). □



16 G. CLARET, A. ROZANOVA-PIERRAT, AND A. TEPLYAEV

4.1. Convergence on interior domains. In this part, we investigate the link between
the convergence of Ḣ1 functions defined on interior domains and the convergence of the
associated interior boundary values. If (Ωk)k∈N is a non-decreasing sequence of domains of
union Ω (not necessarily admissible domains at this point), one can construct elements of
Ḣ1(Ωk) from Ḣ1(Ω) simply by considering restrictions.

Lemma 4.2. Let Ω be a domain of Rn and (Ωk)k∈N be a non-decreasing sequence of domains
such that Ωk ↗ Ω. Then, it holds

Ḣ1(Ωk) −−−→
k→∞

Ḣ1(Ω) through
(
Ḣ1(Ω), (·|Ωk

)k∈N
)
.

Proof. From the pointwise domain convergence and dominated convergence, for all u ∈
Ḣ1(Ω), it holds ∥u|Ωk

∥Ḣ1(Ωk)
→ ∥u∥Ḣ1(Ω). □

Remark 4.3. The operators ·|Ωk
from Lemma 4.2 preserve harmonicity in the sense that

V̇0(Ω)|Ωk
⊂ V̇0(Ωk) for all k ∈ N. For that matter, the following convergence holds:

V̇0(Ωk) −−−→
k→∞

V̇0(Ω) through
(
V̇0(Ω), (·|Ωk

)k∈N
)
.

As explained in Subsection 3.2, the notion of convergence of Hilbert spaces, and conse-
quently, of vectors along that convergence, it very weak. In the case of the convergence
described in Lemma 4.2, in addition to the convergence of the norms, the following result
proves the convergence in Ḣ1(Rn) of the Dirichlet extensions, which hints at the fact that
the notion of convergence from Lemma 4.2 can be strengthened (see Proposition 4.29 below).

Proposition 4.4. Let Ω be an admissible domain and (Ωk)k∈N be a non-decreasing sequence
of admissible domains such that Ωk ↗ Ω. Then, for all u ∈ Ḣ1(Ω),

ĖΩk
(u|Ωk

)
Ḣ1(Rn)−−−−→
k→∞

ĖΩu;

Proof. Let u ∈ Ḣ1(Ω). For k ∈ N, denote uk := u|Ωk
∈ Ḣ1(Ωk). u and uk have the same

trace on ∂Ωk and ĖΩk
uk is harmonic on Ω

c

k. Therefore, by definition of uk on Ωk and by

energy minimization on Ω
c

k, it holds:

(4.4) ∀k ∈ N, ∥ĖΩk
uk∥Ḣ1(Rn) ≤ ∥ĖΩu∥Ḣ1(Rn).

Hence, there exists u∞ ∈ Ḣ1(Rn) and an increasing sequence (km)m ∈ NN such that:

ĖΩkm
ukm

Ḣ1(Rn)−−−−⇀
m→∞

u∞.

If k ∈ N, then for all ℓ ≥ k, (ĖΩℓ
uℓ)|Ωk

= u|Ωk
. Since

⋃
k Ωk = Ω, we can deduce:

u∞|Ω = u.

Moreover, since all ĖΩk
uk are harmonic on Ω

c
, the weak limit u∞ is harmonic on Ω

c
as well.

Therefore, u∞ = ĖΩu is the only weak subsequential limit of (ĖΩk
uk)k∈N, hence

(4.5) ĖΩk
uk

Ḣ1(Rn)−−−−⇀
k→∞

ĖΩu.

By (4.4) and the lower semi-continuity of the weak limit, ∥ĖΩk
uk∥Ḣ1(Rn) → ∥ĖΩu∥Ḣ1(Rn),

hence

ĖΩk
uk

Ḣ1(Rn)−−−−→
k→∞

ĖΩu. □
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Having defined the framework for the convergence of the interior Ḣ1 spaces, we turn to
the convergence of the trace spaces.

Lemma 4.5. Let Ω be an admissible domain. Let (Ωk)k∈N be a sequence of admissible
domains such that Ωk → Ω in the sense of characteristic functions. Then, it holds:

Ḃ(∂Ωk) −−−→
k→∞

Ḃ(∂Ω) through
(
Ḃ(∂Ω), (ṫr∂Ωk ◦ Ḣ∂Ω)k∈N

)
.

Proof. Let f ∈ Ḃ(∂Ω). As for Lemma 4.2, it holds:

∥(Ḣ∂Ωf)|Ωk
∥2
Ḣ1(Ωk)

−−−→
k→∞

∥(Ḣ∂Ωf)|Ω∥2Ḣ1(Ω)
.

Since the trace operators ṫr∂Ωk
i : V̇0(Ωk) → Ḃ(∂Ωk) are isometric, we can deduce:

∥ṫr∂ΩkḢ∂Ωf∥Ḃ(∂Ωk)
−−−→
k→∞

∥ṫr∂ΩḢ∂Ωf∥Ḃ(∂Ω) = ∥f∥Ḃ(∂Ω). □

Remark 4.6. In Lemma 4.5, we have made use of the fact that Ḣ∂Ω(Ḃ(∂Ω)) ⊂ Ḣ1(Rn),
hence the traces involved can be regarded as either interior or exterior.

The isometry defined by the trace operators on the spaces of harmonic functions (The-
orem 3.3) allows to prove that, in the framework of Lemmas 4.2 and 4.5, convergence of
harmonic functions and of their traces are equivalent.

Proposition 4.7. Let Ω be an admissible domain and (Ωk)k∈N be a non-decreasing sequence
of admissible domains such that Ωk ↗ Ω. Let u ∈ V̇0(Ω) and (uk ∈ V̇0(Ωk))k∈N. Then, the
following equivalence holds:

uk
(·|Ωk

)
−−−→
k→∞

u ⇐⇒ (ṫr∂Ωk
i uk ∈ Ḃ(∂Ωk))k∈N

(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→
+∞

ṫr∂Ωi u ∈ Ḃ(∂Ω).

Proof. Using the isometric properties of the interior trace, it holds

(4.6)
∥∥ṫr∂Ωk

i uk − ṫr∂Ωk (Ḣ∂Ωṫr
∂Ω
i u)︸ ︷︷ ︸

ĖΩu

∥∥
Ḃ(∂Ωk)

=
∥∥uk − u|Ωk

∥∥
Ḣ1(Ωk)

.

The equivalence follows (see Lemma 3.11). □

Regarding the link between convergence of Ḣ1 functions on interior domains and of interior
boundary values, Proposition 4.7 states the equivalence in the case of harmonic functions.
Given the decomposition Ḣ1(Ω) = V̇0(Ω) ⊕ Ḣ1

0 (Ω), all that is left is to study the case of
functions in the kernel of the trace. Unlike what was pointed out in Remark 4.3, the operators
·|Ωk

from Lemma 4.2 do not preserve trace nullity, in the sense that Ḣ1
0 (Ω)|Ωk

̸⊂ Ḣ1
0 (Ωk) in

general. However, since the sequence (Ωk)k∈N also converges to Ω in the sense of compact
sets – by monotone convergence, adapting the proof of Theorem 2.1, Point (iii) for example
–, then (Ḣ1

0 (Ωk))k∈N can be seen as a non-decreasing sequence of subsets of Ḣ1
0 (Ω) with dense

union.

Lemma 4.8. Let Ω be an admissible domain and (Ωk)k∈N be a non-decreasing sequence of
admissible domains such that Ωk ↗ Ω. Then

⋃
k Ḣ

1
0 (Ωk) is a dense subspace of Ḣ1

0 (Ω).

Proof. Let u ∈ Ḣ1
0 (Ω). There exists (φk)k ∈ C∞

0 (Ω)N such that φk → u in Ḣ1(Ω). For
all k ∈ N, by the convergence in the sense of compact sets, there exists m ∈ N such that
suppφk ⊂ Ωm, hence φk ∈ Ḣ1

0 (Ωm). The result follows. □
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Lemma 4.9. Assume Hk is a non-decreasing sequence of Hilbert subspaces of H such that⋃
kHk is dense in H. For k ∈ N, denote by pk the orthogonal projection from H to Hk.

Then, it holds

∀u ∈ H, pku
H−−−→

k→∞
u.

Proof. Let u ∈ H. Let (φm)m∈N be such that φm → u and φm ∈ Hkm for all m ∈ N, where
(km) ∈ NN is increasing. Then, it holds

∥φm − pkmu∥H = ∥pkm(φm − u)∥H ≤ ∥φm − u∥H −−−→
m→∞

0.

Therefore, ∥u−pkmu∥H −−−→
m→∞

0. Since (Hk)k forms a non-decreasing sequence, (∥u−pku∥H)k
is non-increasing so that pku −−−→

k→∞
u. □

Under the hypotheses of Lemma 4.8, the last two lemmas allow to prove that the orthog-
onal projectors from Ḣ1

0 (Ω) to Ḣ
1
0 (Ωk) converge to the identity on Ḣ1

0 (Ω). We extend this
result to the case in which the projectors are defined on all of Ḣ1(Ω) instead.

Proposition 4.10. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a non-decreasing
sequence of two-sided admissible domains such that Ωk ↗ Ω. Denote by p0 the orthogonal
projection from Ḣ1(Ω) to Ḣ1

0 (Ω) and for k ∈ N, denote by p0k the orthogonal projection from

Ḣ1(Ω) to Ḣ1
0 (Ωk) (thought of as a subspace of Ḣ1

0 (Ω)). Then, it holds

∀u ∈ Ḣ1(Ω), p0ku
Ḣ1(Ω)−−−→
k→∞

p0u.

Remark 4.11. In the definition of p0k, Ḣ
1
0 (Ωk) is thought of as its extension by 0 to Ω. In

that setting, for all u ∈ Ḣ1(Ω), it holds p0ku = p0k(u1Ωk
). It follows that p0k can be seen as

the orthogonal projection from Ḣ1(Ωk) to Ḣ
1
0 (Ωk).

Proof. Lemmas 4.8 and 4.9 yield the result in the case u ∈ Ḣ1
0 (Ω) (in which case p0u = u).

To extend the convergence to all u ∈ Ḣ1(Ω), it is enough to prove p0k ◦ p0 = p0k. The space

Ḣ1(Ω) can be decomposed into the following direct orthogonal sums:

Ḣ1(Ω) = V̇0(Ω)⊕ Ḣ1
0 (Ω) = Ḣ1

0 (Ωk)⊕ Ḣ1
0 (Ωk)

⊥,

where the orthogonal to Ḣ1
0 (Ωk) in Ḣ

1(Ω) is described by

Ḣ1
0 (Ωk)

⊥ =
{
v ∈ Ḣ1(Ω) | v|Ωk

∈ V̇0(Ωk)
}
.

Noticing that V̇0(Ω) ⊂ Ḣ1
0 (Ωk)

⊥, Ḣ1(Ω) can be further decomposed into

(4.7) Ḣ1(Ω) = V̇0(Ω)⊕ (Ḣ1
0 (Ω) ∩ Ḣ1

0 (Ωk))⊕ (Ḣ1
0 (Ω) ∩ Ḣ1

0 (Ωk)
⊥).

where the direct sums are orthogonal. Let u ∈ Ḣ1(Ω), decomposed along (4.7) into u =
v + φ+ w. By Remark 4.11 and the fact that v|Ωk

, w|Ωk
∈ V̇0(Ωk), we can deduce

p0k((v + φ+ w)|Ωk
) = p0k((φ+ w)|Ωk

) = φ|Ωk
,

hence p0ku = p0k(p
0u). □

The convergence of the projectors on the kernel of the trace from Lemma 4.10 allows
to complement Proposition 4.7 and prove that the interior convergence implies the trace
convergence without assuming harmonicity. Of course, the converse cannot hold without that
assumption, since the Ḣ1

0 part of an Ḣ1 function is lost upon applying the trace operator.
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Proposition 4.12. Let Ω be an admissible domain and (Ωk)k∈N be a non-decreasing sequence
of admissible domains such that Ωk ↗ Ω. Let (uk ∈ Ḣ1(Ωk))k∈N and u ∈ Ḣ1(Ω). Then, if

uk
(·|Ωk

)
−−−→
k→∞

u, it holds

Ṫr∂Ωk
i uk

(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→
k→∞

Ṫr∂Ωi u.

Proof. Denote uk := vk + φk and u = v + φ, where vk ∈ V̇0(Ωk), φk ∈ Ḣ1
0 (Ωk), v ∈ V̇0(Ω)

and φ ∈ Ḣ1
0 (Ω). Since p

0
k is an orthogonal projection, it holds

∥φ|Ωk
− φk∥Ḣ1(Ωk)

− ∥p0u− p0ku∥Ḣ1(Ωk)
≤ ∥p0ku− φk∥Ḣ1(Ωk)

≤ ∥u|Ωk
− uk∥Ḣ1(Ωk)

−−−→
k→∞

0.

Since the second term on the left-hand side goes to 0 by Lemma 4.9, we can deduce φk

(·|Ωk
)

−−−→
k→∞

φ, hence vk
(·|Ωk

)
−−−→
k→∞

v and the result follows by Proposition 4.7. □

An immediate corollary of Proposition 4.12 is that, under the same hypotheses, it holds
Ṫr∂Ωk

i (u|Ωk
) → Ṫr∂Ωi u through (ṫr∂Ωk ◦ Ḣ∂Ωk

)k∈N for all u ∈ Ḣ1(Ω). This result seems natural
and goes to show that the convergence framework from Lemma 4.5 is ‘consistent’. Given
the definition of convergence of Hilbert spaces (Definition 3.9) and the Riesz representation
theorem, the convergence of the trace spaces from Lemma 4.5 induces a framework for the
convergence of their dual spaces. This framework involves the Riesz isometry between the
trace space and its dual, which is non other than the Poincaré-Steklov operator [18, Lemma
3.1], defined for any admissible domain Ω by

Λ̇∂Ω : Ḃ(∂Ω) −→ Ḃ′(∂Ω)

ṫr∂Ωi u 7−→ ∂̇iu

∂ν
,

for all u ∈ V̇0(Ω).

Lemma 4.13. Let Ω be a two-sided admissible domain. Let (Ωk)k∈N be a sequence of sided
admissible domains such that Ωk → Ω in the sense of characteristic functions. Then, it
holds:

Ḃ′(∂Ωk) −−−→
k→∞

Ḃ′(∂Ω) through
(
Ḃ′(∂Ω), (Ξk)k∈N

)
,

where Ξk := Λ̇∂Ωk
◦ ṫr∂Ωk ◦ Ḣ∂Ω ◦ Λ̇−1

∂Ω : Ḃ′(∂Ω) → Ḃ′(∂Ωk).

Proof. This convergence follows by Lemma 4.5 and the fact that the Poincaré-Steklov oper-
ators Λ̇∂Ωk

: Ḃ(∂Ωk) → Ḃ′(∂Ωk) and Λ̇∂Ω : Ḃ(∂Ω) → Ḃ′(∂Ω) are Riesz isometries. □

Given the connection between the convergences from Lemmas 4.5 and 4.13, one can for-
mulate a statement similar to that of Proposition 4.7, only regarding normal derivatives
instead of traces.

Proposition 4.14. Let Ω be an admissible domain and (Ωk)k∈N be a non-decreasing sequence
of admissible domains such that Ωk ↗ Ω. Let u ∈ V̇0(Ω) and (uk ∈ V̇0(Ωk))k∈N. Then, the
following equivalence holds:

uk
(·|Ωk

)
−−−→
k→∞

u ⇐⇒
(
∂̇iuk
∂ν

∣∣∣
∂Ωk

∈ Ḃ′(∂Ωk)

)
k∈N

(Ξk)−−→
+∞

∂̇iu

∂ν

∣∣∣
∂Ω

∈ Ḃ′(∂Ω).
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Proof. Using the isometric properties of the normal derivative, it holds∥∥∥∥ ∂̇iuk∂ν

∣∣∣
∂Ωk

− Ξk
∂̇iu

∂ν

∣∣∣
∂Ω

∥∥∥∥
Ḃ′(∂Ωk)

=

∥∥∥∥ ∂̇iuk∂ν

∣∣∣
∂Ωk

− ∂̇i(ĖΩu)

∂ν

∣∣∣
∂Ωk

∥∥∥∥
Ḃ′(∂Ωk)

=
∥∥uk − u|Ωk

∥∥
Ḣ1(Ωk)

.

The equivalence follows. □

A direct corollary of the equivalence between convergence of harmonic functions and of
their interior boundary values from Propositions 4.7 and 4.14 is the convergence of the
Poincaré-Steklov operators and of their inverses.

Corollary 4.15. Let Ω be an admissible domain and (Ωk)k∈N be a non-decreasing sequence
of admissible domains such that Ωk ↗ Ω. Then, it holds

Λ̇∂Ωk

(ṫr∂Ωk◦ Ḣ∂Ω),(Ξk)−−−−−−−−−−→
k→∞

Λ̇∂Ω and Λ̇−1
∂Ωk

(Ξk),(ṫr
∂Ωk◦ Ḣ∂Ω)−−−−−−−−−−→

k→∞
Λ̇−1

∂Ω.

The convergence framework for the duals of the trace spaces introduced in Lemma 4.13
is consistent with that of the trace spaces from Lemma 4.5. However, it could be deemed
more natural to consider a framework based on Neumann extensions and proceed similarly
to what was done for the trace spaces; it follows from Proposition 4.14 that both frameworks
induce the same notion of convergence.

Corollary 4.16. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a non-decreasing
sequence of two-sided admissible domains such that Ωk ↗ Ω. Then, for all g ∈ Ḃ′(∂Ω), it
holds ∥∥∥∥Ξkg −

∂̇(Ṅ∂Ωg)

∂ν

∣∣∣
∂Ωk

∥∥∥∥
Ḃ′(∂Ωk)

−−−→
k→∞

0,

where Ṅ∂Ω : Ḃ′(∂Ω) → Ḣ1(Rn\∂Ω) is the Neumann harmonic extension (harmonic on
Rn\∂Ω).

Proof. The convergence Ḃ′(∂Ωk) → Ḃ′(∂Ω) holds through (Ḃ′(∂Ω), (Ξk)k∈N) and through

(Ḃ′(∂Ω), ( ∂̇
∂ν

◦ Ṅ∂Ω)k∈N) (the latter is proved as Lemma 4.5). Moreover, for (uk ∈ V̇0(Ωk))k∈N
and u ∈ V̇0(Ω), it holds∥∥∥∥ ∂̇iuk∂ν

∣∣∣
∂Ωk

− ∂̇

∂ν

∣∣∣
∂Ωk

Ṅ∂Ω
∂̇iu

∂ν

∣∣∣
∂Ω

∥∥∥∥
Ḃ′(∂Ωk)

=

∥∥∥∥ ∂̇iuk∂ν

∣∣∣
∂Ωk

− ∂̇iu

∂ν

∣∣∣
∂Ωk

∥∥∥∥
Ḃ′(∂Ωk)

,

so that uk → u through (·|Ωk
) if and only if ∂̇iuk

∂ν
→ ∂̇iu

∂ν
through ( ∂̇

∂ν
|∂Ωk

◦ Ṅ∂Ω). Since
∂̇i
∂ν

: V̇0(Ω) → Ḃ′(∂Ω) is onto, Proposition 4.14 and Lemma 3.12 yield the result. □

4.2. Convergence on exterior domains. In this part, we investigate the link between
the convergence of Ḣ1 functions defined on exterior domains and the convergence of the
associated exterior boundary values. If (Ωk)k∈N is a non-decreasing sequence of two-sided
admissible domains of union Ω, one can construct elements of Ḣ1(Ω

c

k) from Ḣ1(Ω) by con-
sidering extensions. Since we are interested in the convergence of the operators associated to
the transmission problem for −∆, the most intuitive approach is to consider the convergence
of those spaces through ((ĖΩ

c ·)|Ωc
k
)k∈N. However, such a transformation does not preserve

harmonicity in the sense that (ĖΩ
c ·)|Ωc

k
(V̇0(Ω

c
)) ̸⊂ V̇0(Ω

c

k) in general. For that matter, we use
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a different convergence framework, designed to preserve the decomposition Ḣ1 = V̇0 ⊕ Ḣ1
0

and which relies on the following result on convergence of harmonic extensions.

Proposition 4.17. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a non-decreasing
sequence of two-sided admissible domains such that Ωk ↗ Ω. Then, for all v ∈ V̇0(Ω

c
),

ĖΩk
(ĖΩ

cv|Ωk
)

Ḣ1(Rn)−−−−→
k→∞

ĖΩ
cv.

Proof. Let v ∈ V̇0(Ω
c
). Denote u := (ĖΩ

cv)|Ω ∈ Ḣ1(Ω). Then, ĖΩ
cv = ĖΩu and ĖΩk

(
(ĖΩ

cv)|Ωk

)
=

ĖΩk
(u|Ωk

). The convergence follows by Proposition 4.4. □

Note that the result from Proposition 4.17 only applies for the extension of harmonic
functions. Therefore, when introducing a convergence framework for the exterior Ḣ1 spaces,
we rely on the orthogonal decomposition of Ḣ1 as V̇0 ⊕ Ḣ1

0 .

Corollary 4.18. Let Ω be a two-sided admissible domain. Let (Ωk)k∈N be a sequence of
two-sided admissible domains such that Ωk ↗ Ω. Then, it holds

Ḣ1(Ω
c

k) −−−→
k→∞

Ḣ1(Ω
c
) through

(
Ḣ1(Ω

c
), (Ek ⊕ ik)k∈N

)
,

decomposed along the direct orthogonal sum V̇0(Ω
c
)⊕ Ḣ1

0 (Ω
c
), where

Ek :=
(
ĖΩk

[
(ĖΩ

c·)|Ωk

])∣∣
Ω

c
k
: V̇0(Ω

c
) −→ V̇0(Ω

c

k),

and ik : Ḣ
1
0 (Ω

c
) → Ḣ1

0 (Ω
c

k) is the extension by 0.

Proof. Let u ∈ Ḣ1(Ω
c
). There exists a unique pair (v, w) ∈ V̇0(Ω

c
) × Ḣ1

0 (Ω
c
) such that

u = v +w, and the decomposition is orthogonal. Since, for all k ∈ N, ik is norm-preserving,
the result follows by Proposition 4.17. □

Remark 4.19. By design, the operators from Corollary 4.18 preserve the decomposition
Ḣ1 = V̇0 ⊕ Ḣ1

0 . For that matter, the following convergences hold:

V̇0(Ω
c

k) −−−→
k→∞

V̇0(Ω
c
) through

(
V̇0(Ω

c
), (Ek)k∈N

)
,

Ḣ1
0 (Ω

c

k) −−−→
k→∞

Ḣ1
0 (Ω

c
) through

(
Ḣ1

0 (Ω
c
), (ik)k∈N

)
.

Using this convergence framework, we formulate a result similar to Proposition 4.7 for
exterior values instead of interior ones, relying on the isometries defined by the exterior
trace operators. However, the convergence framework from Lemma 4.5 is centered around
the trace norms associated to the interior trace operators. Therefore, we must further assume
that the trace norm equivalence (3.1) is uniform along the sequence of domains.

Proposition 4.20. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a non-decreasing
sequence of two-sided admissible domains such that Ωk ↗ Ω. If the Dirichlet harmonic
extensions (ĖΩk

)k∈N are uniformly bounded, then

(vk ∈ V̇0(Ω
c

k))k∈N
(Ek)−−→ v ∈ V̇0(Ω

c
),

implies

(ṫr∂Ωk
e vk ∈ Ḃ(∂Ωk))k∈N

(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→
+∞

ṫr∂Ωe v ∈ Ḃ(∂Ω).

If the Dirichlet harmonic extensions (ĖΩ
c
k
)k∈N are uniformly bounded, then the converse holds

instead.
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Proof. Using the isometric properties of the exterior trace and the uniform boundedness of
(ĖΩk

)k∈N, there exists c > 0 uniform in k such that:∥∥ṫr∂Ωk
e uk − ṫr∂Ωk (Ḣ∂Ωṫr

∂Ω
e u)︸ ︷︷ ︸

ĖΩ
cu

∥∥
Ḃ(∂Ωk)

≤ c
∥∥uk − ĖΩk

(ĖΩ
cu|Ωk

)|Ωc
k

∥∥
Ḣ1(Ω

c
k)
,

and by uniform boundedness of (ĖΩ
c
k
)k∈N, there exists c′ > 0 uniform in k such that∥∥uk − ĖΩk

(ĖΩ
cu|Ωk

)|Ωc
k

∥∥
Ḣ1(Ω

c
k)
≤ c′

∥∥ṫr∂Ωk
e uk − ṫr∂Ωk(Ḣ∂Ωṫr

∂Ω
e u)

∥∥
Ḃ(∂Ωk)

.

The result follows (see Lemma 3.11). □

Corollary 4.21. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a non-decreasing
sequence of two-sided admissible domains such that Ωk ↗ Ω. Assume that the Dirichlet

harmonic extensions (ĖΩk
)k∈N are uniformly bounded. Then, if (uk ∈ Ḣ1(Ω

c

k))k∈N
(Ek⊕ik)−−−−→
k→∞

u ∈ Ḣ1(Ω
c
), it holds

Ṫr∂Ωk
e uk

(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→
k→∞

Ṫr∂Ωe u.

In particular, it holds Ṫr∂Ωk
e u

(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→
k→∞

Ṫr∂Ωe u.

Proof. Denote uk = vk + φk and u = v + φ, where vk ∈ V̇0(Ω
c

k), φk ∈ Ḣ1
0 (Ω

c

k), v ∈ V̇0(Ω
c
)

and φ ∈ Ḣ1
0 (Ω

c
). Then, using the orthogonal decomposition Ḣ1(Ω

c

k) = V̇0(Ω
c

k)⊕ Ḣ1
0 (Ω

c

k), it
holds

∥vk − (ĖΩk
(ĖΩ

cv|Ωk
)|Ωc

k
∥Ḣ1(Ω

c
k)
≤ ∥uk − (Ek ⊕ ik)u∥Ḣ1(Ω

c
k)
−−−→
k→∞

0.

The convergence of the traces follows by Proposition 4.7 □

As mentioned at the beginning of this subsection, the convergence framework from Corol-
lary 4.18 was chosen for it preserves harmonicity, yet it is not the simplest framework of
which one could think. Using Proposition 4.20 allows to notice both induce similar notions
of convergence when the limit is harmonic.

Corollary 4.22. Let Ω be a two-sided admissible domain. If the extension operators ĖΩk

and ĖΩ
c
k
, k ∈ N, are uniformly bounded, then for all u ∈ V̇0(Ω

c
), it holds∥∥Eku− (ĖΩ

cu)|Ωc
k

∥∥
Ḣ1(Ω

c
k)
−−−→
k→∞

0.

Proof. By (3.1), there exist c1, c2 > 0 such that for all (vk ∈ V̇0(Ω
c

k))k∈N and all v ∈ V̇0(Ω
c
),

it holds

c1∥vk − (ĖΩ
cv)|Ωc

k
∥Ḣ1(Ω

c
k)
≤ ∥ṫr∂Ωk

e vk − ṫr∂ΩkḢ∂Ωṫr
∂Ω
e v∥Ḃ(∂Ωk)

≤ c2∥vk − (ĖΩ
cv)|Ωc

k
∥Ḣ1(Ω

c
k)
.

Therefore, one can state a result similar to Proposition 4.17, only with convergence through
((ĖΩ

c ·)|Ωc
k
)k∈N instead of (Ek)k∈N. The result follows by Lemma 3.12. □

From there, using the isometric properties of the normal derivation allows to state the
equivalence between the convergence of harmonic functions on exterior domains and of their
exterior normal derivatives.
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Proposition 4.23. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a non-decreasing
sequence of two-sided admissible domains such that Ωk ↗ Ω. Then, if the Dirichlet harmonic
extensions (ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uniformly bounded, then the statements

(vk ∈ V̇0(Ω
c

k))k∈N
(Ek)−−→
+∞

v ∈ V̇0(Ω
c
),

and (
∂̇evk
∂ν

∣∣∣
∂Ωk

∈ Ḃ′(∂Ωk)

)
k∈N

(Ξk)−−→
+∞

∂̇ev

∂ν

∣∣∣
∂Ω

∈ Ḃ′(∂Ω),

are equivalent.

Proof. By Corollary 4.22, since v ∈ V̇0(Ω
c
), it holds

(vk ∈ V̇0(Ω
c

k))k∈N
(Ek)−−→
+∞

v ∈ V̇0(Ω
c
) ⇐⇒ ∥uk − ĖΩ

cu|Ωc
k
∥Ḣ1(Ω

c
k)
−−−→
k→∞

0.

while by Corollary 4.16, it holds

∂̇evk
∂ν

∣∣∣
∂Ωk

(Ξk)−−−→
k→∞

∂̇ev

∂ν

∣∣∣
∂Ω

⇐⇒
∥∥∥∥ ∂̇evk∂ν

∣∣∣
∂Ωk

− ∂̇e
∂ν

∣∣∣
∂Ωk

Ṅ∂Ω
∂̇ev

∂ν

∣∣∣
∂Ω

∥∥∥∥
Ḃ′(∂Ωk)

−−−→
k→∞

0.

Using the isometric properties of the exterior normal derivative and the uniform boundedness
of the extension operators, there exist c, c′ > 0 uniform in k such that

c∥vk − (ĖN
Ω

cv)|Ωc
k
∥Ḣ1(Ω

c
k\∂Ω) ≤

∥∥∥∥ ∂̇evk∂ν

∣∣∣
∂Ωk

− ∂̇e
∂ν

∣∣∣
∂Ωk

Ṅ∂Ω
∂̇ev

∂ν

∣∣∣
∂Ω

∥∥∥∥
Ḃ′(∂Ωk)

≤ c′∥vk − (ĖN
Ω

cv)|Ωc
k
∥Ḣ1(Ω

c
k\∂Ω),

where ĖN
Ω

c : Ḣ1(Ω
c
) → Ḣ1(Rn\∂Ω) is the Neumann harmonic extension. Still by uniform

boundedness of the extensions, and convergence in the sense of characteristic functions,

∥(ĖN
Ω

c − ĖΩ
c)v∥Ḣ1(Ω

c
k\∂Ω) −−−→

k→∞
0,

hence the equivalence. □

4.3. Convergence on the whole space. The frameworks for the convergence of Ḣ1 func-
tions on interior and exterior domains from Lemma 4.2 and Corollary 4.18 induce a notion
of convergence for Ḣ1 functions on the whole space.

Lemma 4.24. Let Ω be a two-sided admissible domain. Let (Ωk)k∈N be a sequence of sided
admissible domains such that Ωk ↗ Ω. Then, it holds

Ḣ1(Rn\∂Ωk) −−−→
k→∞

Ḣ1(Rn\∂Ω) through
(
Ḣ1(Rn\∂Ω), (·|Ωk

⊕ Ek ⊕ ik)k∈N
)
,

decomposed along the direct orthogonal sum Ḣ1(Ω)⊕ V̇0(Ω
c
)⊕ Ḣ1

0 (Ω
c
).

Proof. The result follows from Lemma 4.2, Corollary 4.18, and the fact that the decomposi-
tion is orthogonal. □

Remark 4.25. By design, the convergence framework from Lemma 4.24 is compatible with
those from Lemma 4.2 and Corollary 4.18, in the sense that if

(uk ∈ Ḣ1(Rn\∂Ωk))k∈N
(·|Ωk

⊕Ek⊕ik)−−−−−−−→
k→∞

u ∈ Ḣ1(Rn\∂Ω),
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then

(uk|Ωk
∈ Ḣ1(Ωk))k∈N

(·|Ωk
)

−−−→
k→∞

u|Ω ∈ Ḣ1(Ω),

and

(uk|Ωc
k
∈ Ḣ1(Ω

c

k))k∈N
(Ek⊕ik)−−−−→
k→∞

u|Ωc ∈ Ḣ1(Ω
c
).

In addition, it also holds:

V̇0(Rn\∂Ωk) −−−→
k→∞

V̇0(Rn\∂Ω) through
(
V̇0(Rn\∂Ω), (·|Ωk

⊕ Ek)k∈N
)
,

decomposed along V̇0(Ω)⊕ V̇0(Ω
c
).

In Subsections 4.1 and 4.2, we have established the link between convergence of harmonic
functions inside and outside, and convergence of their interior and exterior boundary values.
For the transmission problem, beyond harmonicity, it is necessary to connect the interior and
exterior part in the sense that we need to consider the jumps in trace and normal derivative.
The following proposition proves the convergence of the orthogonal projectors giving the
single layer potential parts of the transmission solutions (with no jump in trace) along a
converging sequence of domains.

Proposition 4.26. Let Ω be a two-sided admissible domain. Assume there exists a non-
decreasing sequence (Ωk)k∈N of two-sided admissible domains such that Ωk ↗ Ω and that the
extensions (ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uniformly bounded. For k ∈ N, define the orthogonal

projectors pSk : V̇0(Rn\∂Ωk) → V̇S(Rn\∂Ωk) and pS : V̇0(Rn\∂Ω) → V̇S(Rn\∂Ω). Then, it
holds:

(4.8) pSk
(·|Ωk

⊕Ek),(·|Ωk
⊕Ek)−−−−−−−−−−−→

k→∞
pS .

Proof. For all k ∈ N, ∥pSk ∥L(V̇0(Rn\∂Ωk))
= 1, hence there exists a linear bounded operator

pS∞ on V̇0(Rn\∂Ω) which is a weak subsequential limit of (pSk )k∈N. Since all pSk are self-
adjoint, the limit is also self-adjoint (Lemma 3.14): it is a strong subsequential limit by [48,
Lemma 2.6]. Since all pSk are projectors, we can deduce (pS∞)2 = pS∞, i.e., it is also a
projector. By Propositions 4.7 and 4.20, the null jump in trace is preserved by the limit so
that pS∞(V̇0(Rn\∂Ω)) ⊂ V̇S(Rn\∂Ω).
Conversely, let u ∈ V̇S(Rn\∂Ω) and denote f := ṫr∂Ωu. Consider a sequence (fk ∈ Ḃ(∂Ωk))
converging to f ∈ Ḃ(∂Ω). Then, by Propositions 4.7 and 4.20, it holds:

ḊΩk
fk

(·|Ωk
)

−−−→
k→∞

ḊΩf and ḊΩ
c
k
fk

(Ek)−−−→
k→∞

ḊΩ
cf.

Consequently, it holds

ḊΩk
fk ⊕ ḊΩ

c
k
fk

(·|Ωk
⊕Ek)−−−−−→

k→∞
u

=

pSk (ḊΩk
fk ⊕ ḊΩ

c
k
fk)

(·|Ωk
⊕Ek)−−−−−→

k→∞
pS∞u,

hence pS∞(V̇0(Rn\∂Ω)) = V̇S(Rn\∂Ω). Therefore, pS is the only possible subsequential limit,
and the result follows. □
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Remark 4.27. Proposition 4.26 states that if (uk ∈ V̇0(Rn\∂Ωk))k∈N → u ∈ V̇0(Rn\∂Ω)
through (·|Ωk

⊕ Ek)k∈N, then the single (resp. double) potential part of uk converges to the

single (resp. double) potential part of u: the decomposition V̇0(Rn\∂Ω) = V̇S(Rn\∂Ω) ⊕
V̇D(Rn\∂Ω) is preserved.

Using the convergence of the jumps in trace and normal derivative under the hypothesis of
uniform boundedness of the harmonic extensions, and the uniform boundedness of the layer
potential operators, we can state the convergence of the layer potential operators along a
sequence of two-sided admissible domains.

Theorem 4.28 (Convergence of the harmonic layer potential operators). Let Ω be a two-
sided admissible domain and (Ωk)k∈N be a non-decreasing sequence of two-sided admissible
domains such that Ωk ↗ Ω. Assume that the Dirichlet harmonic extensions (ĖΩk

)k∈N and

(ĖΩ
c
k
)k∈N are uniformly bounded. Then, it holds

Ṡ∂Ωk

(Ξk),(·|Ωk
⊕Ek)−−−−−−−−→

k→∞
Ṡ∂Ω and Ḋ∂Ωk

(ṫr∂Ωk◦ Ḣ∂Ω),(·|Ωk
⊕Ek)−−−−−−−−−−−−−→

k→∞
Ḋ∂Ω.

Proof. (Ṡ∂Ωk
)k∈N and (Ḋ∂Ωk

)k∈N are uniformly bounded sequences of operators. By conver-
gence of their respective inverses (i.e., the jumps in normal derivative and in trace) and
Lemma 3.15, the convergence follows. □

So far, the results have been stated in the framework of convergence along a sequence of
Hilbert spaces introduced in [48]. Nonetheless, it was proved in Lemma 3.11 that notion
of convergence can be handled with more ease when the Hilbert spaces converge in a ‘nice
enough’ manner. In the case of the convergence of the V̇0 spaces in the sense of Remark 4.25,
the convergence of vectors – therefore, of bounded operators – can be understood in terms
of (strong) convergence in Ḣ1(Rn) of Dirichlet harmonic extensions.

Proposition 4.29. Let Ω be a two-sided admissible domain. Let (Ωk)k∈N be a sequence of
sided admissible domains such that Ωk ↗ Ω. Then,

(i) if (ĖΩk
) is uniformly bounded, then the following equivalence holds:

(uk ∈ Ḣ1(Ωk))k∈N
(·|Ωk

)
−−−→
+∞

u ∈ Ḣ1(Ω)

⇐⇒ ĖΩk
uk −−−→

k→∞
ĖΩu in Ḣ1(Rn);

(ii) if (ĖΩ
c
k
) is uniformly bounded, then the following equivalence holds:

(vk ∈ V̇0(Ω
c

k))k∈N
(Ek)−−→
+∞

v ∈ V̇0(Ω
c
)

⇐⇒ ĖΩ
c
k
vk −−−→

k→∞
ĖΩ

cv in Ḣ1(Rn).

Proof. Let us prove Point (i). From the uniform boundedness of the extension operators
ĖΩk

, there exists c > 0 such that for all k ∈ N,

∥uk − u|Ωk
∥Ḣ1(Ωk)

≤ ∥ĖΩk
uk − ĖΩk

(u|Ωk
)∥Ḣ1(Rn) ≤ c ∥uk − u|Ωk

∥Ḣ1(Ωk)
.

The equivalence follows from Lemma 3.11 and Proposition 4.4, Point (i).
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Let us prove Point (ii). It holds

∥vk − Ekv∥Ḣ1(Ω
c
k)
≤ ∥ĖΩ

c
k
vk − ĖΩk

(ĖΩ
cv|Ωk

)∥Ḣ1(Rn),

and from the uniform boundedness of the extension operators ĖΩ
c
k
, there exists c′ > 0 such

that for all k ∈ N,

∥ĖΩ
c
k
vk − ĖΩk

(ĖΩ
cv|Ωk

)∥Ḣ1(Rn) ≤ c′ ∥vk − Ekv∥Ḣ1(Ω
c
k)
.

The equivalence follows from Lemma 3.11 and Proposition 4.4, Point (ii). □

As explained above, the strengthened convergences of Proposition 4.29 allow to legitimize
the choices made when introducing the convergence of the Ḣ1 spaces (Lemma 4.2 and Corol-
lary 4.18). Together with Propositions 4.7 and 4.14 on the link between convergence of
harmonic functions and their boundary values, it further allows to legitimize the choices
made for the convergences of the trace spaces and their dual spaces: under the hypotheses of
Proposition 4.29, saying a sequence of harmonic functions uk on Ωk converges to u, harmonic
on Ω – in the sense that their harmonic extensions converge in Ḣ1(Rn) – is equivalent to
saying their boundary values converge in the sense of Lemma 4.5 and Lemma 4.13.

As a consequence of Proposition 4.29, Remark 4.27 can be restated to prove the layer
potentials across ∂Ω can be approximated by sequences of layer potentials across (∂Ωk)k∈N
in terms of convergence in Ḣ1(Rn).

Theorem 4.30 (Convergence of the harmonic layer potential operators in Ḣ1(Rn)). Let Ω
be a two-sided admissible domain. Assume there exists a non-decreasing sequence (Ωk)k∈N of
two-sided admissible domains such that Ωk ↗ Ω and that the extension operators (ĖΩk

)k∈N
and (ĖΩ

c
k
)k∈N are uniformly bounded. Then,

(i) for every (fk ∈ Ḃ(∂Ωk))k∈N
(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→

k→∞
f ∈ Ḃ(∂Ω), it holds

ĖΩk
(Ḋ∂Ωk

fk|Ωk
) −−−→

k→∞
ĖΩ(Ḋ∂Ωf |Ω) in Ḣ1(Rn),

and ĖΩ
c
k
(Ḋ∂Ωk

fk|Ωc
k
) −−−→

k→∞
ĖΩ

c(Ḋ∂Ωf |Ωc) in Ḣ1(Rn);

(ii) for every (gk ∈ Ḃ′(∂Ωk))k∈N
(Ξk)−−−→
k→∞

g ∈ Ḃ′(∂Ω), it holds

Ṡ∂Ωk
gk −−−→

k→∞
Ṡ∂Ωg in Ḣ1(Rn).

A case in which the uniform boundedness of the extension operators in Proposition 4.29
and Theorem 4.30 is satisfied is that of (ε,∞)-domains (or (ε, δ) in general), see [44, 68].
Since the inverses of the layer potential operators, given by the jumps in trace and nor-
mal derivative, converge (this is actually how the convergence of the layer potentials was
established in Theorem 4.28), the converses of the statements from 4.30 hold as well.

4.4. Convergence of Neumann-Poincaré operators and Calderón projectors. If Ω
is a two-sided admissible domain, define the Neumann-Poincaré operator associated to (3.2)
as

K̇∂Ω :=
1

2
(ṫr∂Ωi + ṫr∂Ωe ) ◦ Ḋ∂Ω : Ḃ(∂Ω) → Ḃ(∂Ω).
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It is linear and bounded, and the traces of the double layer potential operator can be ex-
pressed as follows:

ṫr∂Ωi ◦ Ḋ∂Ω = −1

2
I + K̇∂Ω and ṫr∂Ωe ◦ Ḋ∂Ω =

1

2
I + K̇∂Ω.

The adjoint of the Neumann-Poincaré operator can be expressed in terms of the single layer
potential operator as

K̇∗
∂Ω =

1

2

( ∂̇i
∂ν

∣∣∣
∂Ω

+
∂̇e
∂ν

∣∣∣
∂Ω

)
◦ Ṡ∂Ω : Ḃ′(∂Ω) → Ḃ′(∂Ω),

so that
∂̇i
∂ν

∣∣∣
∂Ω

◦ Ṡ∂Ω =
1

2
I + K̇∂Ω and

∂̇i
∂ν

∣∣∣
∂Ω

◦ Ṡ∂Ω = −1

2
I + K̇∗

∂Ω.

Considering the remaining boundary values of the layer potentials, namely the trace of the
single layer potential and the normal derivative of the double layer potential

V̇∂Ω := ṫr∂Ω ◦ Ṡ∂Ω : Ḃ′(∂Ω) → Ḃ(∂Ω),

Ẇ∂Ω := − ∂̇

∂ν

∣∣∣
∂Ω

◦ Ḋ∂Ω : Ḃ(∂Ω) → Ḃ′(∂Ω),

allows to construct the Calderón projectors associated to (3.2):

Ċ∂Ω
i :=

1

2
I + Ṁ∂Ω and Ċ∂Ω

e := −1

2
I + Ṁ∂Ω,

where

Ṁ∂Ω :=

(
−K̇∂Ω V̇∂Ω

Ẇ∂Ω K̇∗
∂Ω

)
: Ḃ(∂Ω)× Ḃ′(∂Ω) → Ḃ(∂Ω)× Ḃ′(∂Ω).

Those operators allow to recover the boundary values of a harmonic transmission solution
from its boundary jumps: if −∆u = 0 weakly on Rn\∂Ω, then

Ċ∂Ω
i,e

(
−Jṫr∂ΩuKr

∂̇u
∂ν

∣∣∣
∂Ω

z
)

=

(
ṫr∂Ωi,e

∂̇i,eu

∂ν

∣∣∣
∂Ω

)
.

We refer to [18] regarding properties of the operators described above on a two-sided ad-
missible domain. It follows from the convergence of the layer potential operators from
Theorem 4.28 that the Calderón projectors converge under the same hypotheses.

Corollary 4.31. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a non-decreasing
sequence of two-sided admissible domains such that Ωk ↗ Ω. Assume that the Dirichlet
harmonic extensions (ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uniformly bounded. Then, it holds

K̇∂Ωk

(ṫr∂Ωk◦ Ḣ∂Ω),(ṫr
∂Ωk◦ Ḣ∂Ω)−−−−−−−−−−−−−−−→

k→∞
K̇∂Ω and K̇∗

∂Ωk

(Ξk),(Ξk)−−−−−→
k→∞

K̇∗
∂Ω.

In addition, it holds

V̇∂Ωk

(Ξk),(ṫr
∂Ωk◦ Ḣ∂Ω)−−−−−−−−−−→

k→∞
V̇∂Ω and Ẇ∂Ωk

(ṫr∂Ωk◦ Ḣ∂Ω),(Ξk)−−−−−−−−−−→
k→∞

Ẇ∂Ω,

so that the Calderón projectors converge

Ċ∂Ωk
i −−−→

k→∞
Ċ∂Ω
i and Ċ∂Ωk

e −−−→
k→∞

Ċ∂Ω
e ,

in the sense that their components converge in the frameworks specified above.
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Proof. This follows from the convergence of the layer potential operators (Theorem 4.28),
the trace operators (Propositions 4.7 and 4.20) and the normal derivation operators (Propo-
sitions 4.14 and 4.23). □

4.5. Convergence of Neumann series for the Neumann-Poincaré operators. If Ω
is a two-sided admissible domain, it was proved in [18, Theorem 6.11] that the operators
(±1

2
I + K̇∂Ω) are strictly contractive on Ḃ(∂Ω) for the norm induced by the operator V̇−1

∂Ω =

J ∂̇
∂ν
|∂ΩK ◦ Ḣ∂Ω : Ḃ(∂Ω) → Ḃ′(∂Ω), namely

(4.9) ∥·∥2V̇−1
∂Ω

:= ⟨V̇−1
∂Ω ·, ·⟩Ḃ′(∂Ω),Ḃ(∂Ω),

which is equivalent to our usual norm ∥·∥Ḃ(∂Ω) by Remark 6.1 below.

Theorem 4.32. Let Ω be a two-sided admissible domain. There exists a constant c ∈]0, 1[
such that for all f ∈ Ḃ(∂Ω), it holds

(1− c)∥f∥V̇−1
∂Ω

≤
∥∥∥± (1

2
I + K̇∂Ω

)
f
∥∥∥
V̇−1
∂Ω

≤ c∥f∥V̇−1
∂Ω
.

Moreover, the constant c depends only on the norms of the interior and exterior Dirichlet
harmonic extensions ĖΩk

and ĖΩ
c
k
, and otherwise is independent of Ω.

Proof. The proof follows from Proposition 6.2 and [18, Theorems 6.10 (iii) and 6.11 (iii)]. □

Corollary 4.33. If Ω is a two-sided admissible domains, then the associated Neumann series

+∞∑
ℓ=0

(
± 1

2
I + K̇∂Ω

)ℓ
converge uniformly on bounded sets with respect to the norm ∥·∥V̇−1

∂Ω
.

If (Ωk)k∈N are two-sided admissible domains such that the Dirichlet harmonic extensions
(ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uniformly bounded, then the associated Neumann series

+∞∑
ℓ=0

(
± 1

2
I + K̇∂Ωk

)ℓ
have uniform remainder estimates, that is, they satisfy the Weierstrass M-test uniformly in
k with respect to the norms ∥·∥V̇−1

∂Ωk

.

By Corollary 4.33, the Neumann series associated to (±1
2
I + K̇∂Ω) converge in Ḃ(∂Ω). For

instance, it holds (1
2
I − K̇∂Ω

)
f = fi ⇐⇒ f =

+∞∑
ℓ=0

(1
2
I + K̇∂Ω

)ℓ
fi,

which allows to recover the jump in trace −f ∈ Ḃ(∂Ω) of a harmonic transmission solution
on Rn\∂Ω with no jump in normal derivative from its interior trace fi ∈ Ḃ(∂Ω).
We wish to use the convergence of the Neumann-Poincaré operators from Corollary 4.31 to

deduce the convergence of Neumann series along a converging sequence of domains. However,
that convergence takes place in the framework of Lemma 4.5, where the trace spaces were
endowed with the interior trace norm from Theorem 3.3. For that matter, it is necessary to
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ensure convergences similar to Corollary 4.31 hold when the trace spaces are endowed with
the norms defined by (4.9).

Consider the Hilbert space ḂV̇−1(∂Ω) := (Ḃ(∂Ω), ∥·∥V̇−1
∂Ω
). For f ∈ ḂV̇−1(∂Ω), it holds

∥f∥2V̇−1
∂Ω

= ⟨V̇−1
∂Ωf, f⟩Ḃ′(∂Ω),Ḃ(∂Ω)

=
〈r ∂̇

∂ν

∣∣∣
∂Ω
Ḣ∂Ωf

z
, f
〉
Ḃ′(∂Ω),Ḃ(∂Ω)

= ∥Ḣ∂Ωf∥2Ḣ1(Rn)
(4.10)

by Green’s formula, so that Ḣ∂Ω : ḂV̇−1(∂Ω) → Ḣ1(Rn) defines an isometry.

Proposition 4.34. Let Ω be a two-sided admissible domain. Let (Ωk)k∈N be a non-decreasing
sequence of admissible domains such that Ωk ↗ Ω. Then, it holds:

ḂV̇−1(∂Ωk) −−−→
k→∞

ḂV̇−1(∂Ω) through
(
ḂV̇−1(∂Ω), (ṫr∂Ωk ◦ Ḣ∂Ω)k∈N

)
.

Proof. Let f ∈ ḂV̇−1(∂Ω). By Proposition 4.4 for u = (Ḣ∂Ωf)|Ω, it holds

∥Ḣ∂Ωk
ṫr∂ΩkḢ∂Ωf∥Ḣ1(Rn) −−−→

k→∞
∥Ḣ∂Ωf∥Ḣ1(Rn).

The result follows by (4.10). □

Given the definition of the convergence of Hilbert spaces (Definition 3.9), it appears that
replacing the norms on the spaces with equivalent norms can cause the convergence to
fail if the associated sequence of operators is not adjusted accordingly. For example, if
(Hk, ∥·∥Hk

)k∈N → (H, ∥·∥H) through (H, (Tk)k∈N), then (Hk, ∥·∥Hk
)k∈N → (H, 2∥·∥H) through

(H, (2Tk)k∈N) instead. In the case of the convergence of the trace spaces from Lemma 4.5 and
Proposition 4.34, both convergences hold through the same sequence of operators: (ṫr∂Ωk ◦
Ḣ∂Ω)k∈N. In addition, we will prove in Section 6 that, in the case of a two-sided admissible
domain Ω, the norms ∥·∥Ḃ(∂Ω) and ∥·∥V̇(∂Ω)−1 are equivalent with constants only depending

on the norms of the interior and exterior harmonic extension operators (see (6.1)). It follows
that if Ωk ↗ Ω and the harmonic extension operators (ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uniformly

bounded, then the convergences from Lemma 4.5 and Proposition 4.34 are equivalent.

Proposition 4.35. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a non-decreasing
sequence of two-sided admissible domains such that Ωk ↗ Ω. Assume that the Dirichlet
harmonic extensions (ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uniformly bounded. Then, for all (fk ∈

Ḃ(∂Ωk))k∈N and f ∈ Ḃ(∂Ω), it holds

(fk ∈ Ḃ(∂Ωk))k∈N
(ṫr∂Ωk◦Ḣ∂Ω)−−−−−−−→ f ∈ Ḃ(∂Ω)

⇐⇒ (fk ∈ ḂV̇−1(∂Ωk))k∈N
(ṫr∂Ωk◦Ḣ∂Ω)−−−−−−−→ f ∈ ḂV̇−1(∂Ω).

Proof. By (6.1) below and uniform boundedness of the harmonic extension operators, there
exist constants c1, c2 > 0 such that for all k ∈ N, it holds

c1∥·∥V̇−1
∂Ωk

≤ ∥·∥Ḃ(∂Ωk)
≤ c2∥·∥V̇−1

∂Ωk

.

The result follows by Lemma 3.11. □
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It follows from Proposition 4.35 that all the convergence results for elements in the trace
spaces still hold when the trace spaces are endowed with the norm (4.9) instead. In particular,
the convergence

(4.11)
1

2
I + K̇∂Ωk

(ṫr∂Ωk◦ Ḣ∂Ω),(ṫr
∂Ωk◦ Ḣ∂Ω)−−−−−−−−−−−−−−−→

k→∞

1

2
I + K̇∂Ω,

can be understood as a convergence of operators acting on ḂV̇−1 spaces, which are then con-
tractive. As mentioned above, this means the associated Neumann series converge, and (4.11)
implies a term by term convergence of the series:

∀ℓ ∈ N,
(1
2
I + K̇∂Ωk

)ℓ (ṫr∂Ωk◦ Ḣ∂Ω),(ṫr
∂Ωk◦ Ḣ∂Ω)−−−−−−−−−−−−−−−→

k→∞

(1
2
I + K̇∂Ω

)ℓ
.

We prove the convergence of the series as a whole.

Theorem 4.36 (Convergence of the Neumann series). Let Ω be a two-sided admissible do-
main and (Ωk)k∈N be a non-decreasing sequence of two-sided admissible domains such that
Ωk ↗ Ω. Assume that the Dirichlet harmonic extensions (ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uni-

formly bounded. Then,

+∞∑
ℓ=0

(1
2
I + K̇∂Ωk

)ℓ (ṫr∂Ωk◦ Ḣ∂Ω),(ṫr
∂Ωk◦ Ḣ∂Ω)−−−−−−−−−−−−−−−→

k→∞

+∞∑
ℓ=0

(1
2
I + K̇∂Ω

)ℓ
.

Moreover, those series have uniform remainder estimates, that is, they satisfy the Weierstrass
M-test uniformly in k.

Proof. For k ∈ N, since 1
2
I + K̇∂Ωk

is contractive on ḂV̇−1(∂Ωk), it holds

+∞∑
ℓ=0

(1
2
I + K̇∂Ωk

)ℓ
=
(1
2
I − K̇∂Ωk

)−1

= −(ṫr∂Ωk
i ◦ Ḋ∂Ωk

)−1

= Jṫr∂Ωk ·K ◦ Ṅ∂Ωk
,

where Ṅ∂Ωk
: Ḃ′(∂Ωk) → V̇D(Rn\∂Ωk) is the Neumann harmonic extension (as in Corol-

lary 4.16). By Theorem 3.3 and Proposition 3.4, it holds∥∥Jṫr∂Ωk ·K
∥∥
L(Ḣ1(Rn\∂Ωk),Ḃ(∂Ωk)

≤ 1 +
√

∥ĖΩ
c
k
∥2 − 1,

while noticing that the Neumann harmonic extension Ṅ∂Ωk
can be expressed in terms of

Dirichlet harmonic extensions using the Poincaré-Steklov operators for −∆ on Ωk and Ω
c

k

yields

∥Ṅ∂Ωk
∥L(Ḃ′(∂Ωk),V̇D(Rn\∂Ωk))

≤ c

where c > 0 is a constant depending only on the norms of the extensions ĖΩk
and ĖΩ

c
k
. In

particular, we may chose c to be uniform in k ∈ N, so that

1

2
I − K̇∂Ωk

(ṫr∂Ωk◦ Ḣ∂Ω),(ṫr
∂Ωk◦ Ḣ∂Ω)−−−−−−−−−−−−−−−→

k→∞

1

2
I − K̇∂Ω,

together with Lemma 3.15 yields the result. □



CONVERGENCE OF LAYER POTENTIALS ON EXTENSION DOMAINS 31

5. Application to the Riemann-Hilbert problem on admissible domains

As an application of the convergence of the layer potential operators from Theorem 4.30,
we define the notion of Cauchy integral in C beyond the Lipschitz case.

5.1. Cauchy integral, Hilbert transform and layer potentials for Lipschitz do-
mains. In this expository section we recall the classical framework related to the Cauchy
integral in the case when Ω is a Lipschitz domain in C, which can be identified with R2 as
usual.

We recall the definitions of the following complex Hilbert spaces:

Ḣ1
C(Ω) := Ḣ1(Ω) + iḢ1(Ω),

and the spaces Ḣ1
C(C\∂Ω), Ḣ

1
2
C (∂Ω) and Ḣ

− 1
2

C (∂Ω) in the same way. In a complex framework,
we can extend the definitions of the double layer potential operator for the transmission
problem (3.2) across a Lipschitz boundary, given in [3] for instance:

Ḋ∂Ω : Ḣ
1
2
C (∂Ω) −→ Ḣ1

C(C\∂Ω)
fR + ifI 7−→ Ḋ∂ΩfR + iḊ∂ΩfI

for the double layer potential, and similarly for the single layer potential operator Ṡ∂Ω :

Ḣ
1
2
C (∂Ω) → Ḣ1

C(Rn) and Neumann-Poincaré operator K̇∂Ω : Ḣ
1
2
C (∂Ω) → Ḣ

1
2
C (∂Ω). Note that

the definitions of those complex-valued operators displays their algebraic decompositions.

Let f ∈ Ḣ
1
2
C (∂Ω). The Cauchy integral of f over ∂Ω counter-clockwise is defined by:

Φ∂Ωf(z) :=
1

2iπ

∫
∂Ω

f(ζ)

ζ − z
dζ, z ∈ C.

It is holomorphic on C\∂Ω [60, Section 15]. Moreover, it is connected to the Neumann-
Poincaré operator as in [47, Section 6]:

(5.1) K̇∂Ωf(z) =

∫
∂Ω

f(ζ)Re

(
dζ

2iπ(ζ − z)

)
, z ∈ ∂Ω.

If fR ∈ Ḣ
1
2 (∂Ω) is R-valued, then (5.1) yields:

(5.2) K̇∂ΩfR(z) = Re(Φ∂ΩfR(z)), z ∈ ∂Ω.

Since Φ∂ΩfR is holomorphic on C\∂Ω, its real part is harmonic and by (5.2), Φ∂ΩfR can be
written as:

(5.3) Φ∂ΩfR(z) = −Ḋ∂ΩfR(z) + ihR(z), z ∈ C,

where hR is the harmonic conjugate of −Ḋ∂ΩfR. By the Plemelj formulae [60, Section 17], it
holds JṪr∂ΩΦ∂ΩfRK = fR, which implies hR, which is harmonic, can be expressed as a single
layer potential.

If ifI ∈ iḢ
1
2 (∂Ω) is iR-valued, then (5.1) yields:

(5.4) K̇∂Ω(ifI)(z) = Im(Φ∂Ω(ifI)(z)), z ∈ ∂Ω.

As before, Φ∂Ω(ifI) can be written as:

Φ∂Ω(ifI)(z) = Ṡ∂ΩgI(z)− iḊ∂Ω(ifI)(z), z ∈ C,

where Ṡ∂ΩgI is the anti-harmonic conjugate of −Ḋ∂Ω(ifI).
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Those considerations yield the following decomposition.

Proposition 5.1. Let Ω be a Lipschitz domain in C. Let f ∈ Ḣ
1
2
C (∂Ω).

(i) If f is real-valued, then Re(Φ∂Ωf) is a double layer potential and Im(Φ∂Ωf) is a single
layer potential;

(ii) If f is purely imaginary-valued, then Re(Φ∂Ωf) is a single layer potential and Im(Φ∂Ωf)
is a double layer potential.

5.2. Cauchy integral and Hilbert transform for two-sided admissible domain. We
wish to use the connection between the Cauchy integral and the Neumann-Poincaré operator
given by equation (5.1), and the consequent Proposition 5.1 to give a definition on irregular
domains. However, the Plemelj formulae [60, Section 17], which allow to identify the har-
monic conjugate in equation (5.3) as a single layer potential in the Lipschitz case, are proved
on Lipschitz boundaries, relying on geometrical considerations. At this point, we give the
following definition of the Cauchy integral on a two-sided admissible domain, inspired by
Proposition 5.1.

Definition 5.2 (Cauchy integral on two-sided admissible domains of C). Let Ω be a two-
sided admissible domain of C. For f = fR + ifI ∈ ḂC(∂Ω), we define the Cauchy integral on
∂Ω as: {

Φ∂ΩfR := −Ḋ∂ΩfR + iṠ∂ΩgR,

Φ∂Ω(ifI) = Ṡ∂ΩgI − iḊ∂Ω(ifI),

where Ṡ∂ΩgR is its single layer potential part of the harmonic conjugate of −Ḋ∂ΩfR and Ṡ∂ΩgI
is the single layer potential part of the anti-harmonic conjugate of −Ḋ∂Ω(ifI).

Note that, although the Cauchy integral defined in this way can be decomposed using
the layer potential operators as in the Lipschitz case, it is not defined as a holomorphic
function. In this part, we prove that when the two-sided admissible domain we consider
can be ‘suitably’ approximated by Lipschitz domain, the generalized Cauchy integral from
Definition 5.2 is holomorphic away from the boundary. More specifically, we prove that,
in that case, the generalized Cauchy integral can be expressed as the limit of a sequence
of Cauchy integrals for Lipschitz domains, in a sense which preserves holomorphism. To
do so, we make use of the convergence framework from Section 4, which we adapt to the
complex-valued case, in the sense of the following lemma.

Lemma 5.3. Let (Hk)k∈N be a sequence of Hilbert spaces composed of R-valued functions
or distributions, and H be a such Hilbert space such that Hk → H through (Tk)k∈N. Then it
holds

Hk + iHk −−−→
k→∞

H + iH through (H + iH, (Tk)k∈N),

where Tk is understood as Tk(u+ iv) = Tku+ iTkv for all u, v ∈ H.

Given the definition of generalized Cauchy integral from Definition 5.2, it appears that
the harmonic conjugation operators play a key role; the following proposition proves the
convergence of the interior harmonic conjugations along a non-decreasing sequence of two-
sided admissible domains.

Proposition 5.4. Let Ω be a two-sided admissible domain of C and let Ωk ↗ Ω. For
k ∈ N, let HCΩk

: V̇0(Ωk) → V̇0(Ωk) be the harmonic conjugation operator on Ωk, and let
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HCΩ : V̇0(Ω) → V̇0(Ω) be that on Ω. Then, it holds

HCΩk

(·|Ωk
),(·|Ωk

)
−−−−−−−→

k→∞
HCΩ.

Proof. By the Cauchy-Riemann equations, the operators HCΩk
are uniformly bounded (ac-

tually, they are isometric). Therefore, it is enough to prove

∀u ∈ V̇0(Ω), ∥HCΩk
(u|Ωk

)− (HCΩu)|Ωk
∥V̇0(Ωk)

−−−→
k→∞

0.

Since both u|Ωk
+ iHCΩk

(u|Ωk
) and (u + iHCΩu)|Ωk

are holomorphic on Ωk it follows that
i(HCΩk

(u|Ωk
) − (HCΩu)|Ωk

) is a purely imaginary-valued holomorphic function. Therefore,

it is constant on Ωk, that is null as an element of V̇0(Ωk). The convergence follows. □

Since the interior harmonic conjugations converge, and knowing that in the Lipschitz case,
the harmonic conjugate of a double layer potential is a single layer potential, we can prove
that property is preserved upon passing to the limit with respect to the domain. As a
consequence, we can prove the Cauchy integral from Definition 5.2 is not only a sum of layer
potentials, but also a holomorphic function away from the boundary.

Theorem 5.5 (Holomorphism of the Cauchy integral). Let Ω be a two-sided admissible
domain of C. Assume there exists a non-decreasing sequence (Ωk)k∈N of Lipschitz domains
such that Ωk ↗ Ω, and that the extension operators (ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uniformly

bounded. Then, for all f ∈ ḂC(∂Ω), the Cauchy integral Φ∂Ωf is holomorphic on C\∂Ω.

Proof. Assume f is real-valued. Let (fk ∈ Ḃ(∂Ωk))k∈N be such that fk → f through (ṫr∂Ωk ◦
Ḣ∂Ω)k∈N. Then, by Theorem 4.30 and Proposition 5.4, it holds

Ḋ∂Ωk
fk

(·|Ωk
⊕Ek)−−−−−→

k→∞
Ḋ∂Ωf hence HCΩk

((Ḋ∂Ωk
fk)|Ωk

)
(·|Ωk

)
−−−→
k→∞

HCΩ((Ḋ∂Ωf)|Ω).

By Proposition 5.1, since for all k ∈ N, Ωk is a Lipschitz domain, the harmonic conjugate of
Ḋ∂Ωk

fk is a single layer potential: there exists gk ∈ Ḃ′(∂Ωk) such that the harmonic conjugate

of −Ḋ∂Ωk
fk is Ṡ∂Ωk

gk. Moreover, since HCΩ((Ḋ∂Ωf)|Ω) is harmonic, it can be written as

−(Ṡ∂Ωg)|Ω for some g ∈ Ḃ′(∂Ω). Then, Ṡ∂Ωg = ĖΩ((Ṡ∂Ωg)|Ω) so that by Proposition 4.29, it
holds

Ṡ∂Ωk
gk −−−→

k→∞
Ṡ∂Ωg in Ḣ1

C(Rn).

For all k ∈ N, Φ∂Ωk
fk = −Ḋ∂Ωk

fk + iṠ∂Ωk
gk is holomorphic on C\∂Ωk. Therefore, by

Theorem 4.30, −Ḋ∂Ωf + iṠ∂Ωg is holomorphic on C\∂Ω, hence Φ∂Ωf = −Ḋ∂Ωf + iṠ∂Ωg and
the result holds. The proof in the purely imaginary case is similar. □

Remark 5.6. If Ω is a Koch snowflake, then the hypotheses of Theorem 5.5 are fulfilled
and the Cauchy integral for Ω from Definition 5.2 is holomorphic on C\∂Ω. It is also the
case when the boundary is described by a Koch mixture (see [13]) as it is discussed in [30,
Appendix B], and for a variety of self-similar fractals.

6. Equivalence of trace norms

If Ω is a two-sided admissible domain, then it was proved in Proposition 3.4 that, on
the space Ḃ(∂Ω), the norms ∥·∥Ḃ(∂Ω) = ∥·∥Ṫr∂Ωi

and ∥·∥Ṫr∂Ωe
are equivalent, with optimal

constants expressed in terms of the harmonic extension operators. Given their definition
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(see also Theorem 3.3), the norm ∥·∥Ṫr∂Ωi
is connected to the space Ḣ1(Ω), while the norm

∥·∥Ṫr∂Ωe
is connected to Ḣ1(Ω

c
). With that in mind, it can be deemed natural to consider

another norm on the space Ḃ(∂Ω) in a way which is more ‘symmetric’ in the sense that it is
not centered on the interior domain, nor on the exterior domain:

(6.1) ∥f∥Ṫr∂Ω := min
{
∥v∥Ḣ1(Rn) | v ∈ Ḣ1(Rn) and Ṫr∂Ωv = f

}
.

Note that the trace in the previous formula can be regarded as either interior or exterior,
since they coincide for elements of Ḣ1(Rn). It follows by energy minimization that, for all
f ∈ Ḃ(∂Ω), v ∈ Ḣ1(Rn) with Ṫr∂Ωv = f is such that ∥f∥Ṫr∂Ω = ∥v∥Ḣ1(Rn) if and only if

v ∈ V̇S(Rn\∂Ω).

Remark 6.1. Given the isometry ∥·∥Ṫr∂Ω induces between the trace space and Ḣ1(Rn), this
norm is non other than the norm defined by (4.9)

(6.2) ∥f∥V̇−1
∂Ω

= ∥f∥Ṫr∂Ω .

In this section, to remain consistent with the notations ∥·∥Ṫr∂Ωi
and ∥·∥Ṫr∂Ωe

, we will keep

denoting it by ∥·∥Ṫr∂Ω .

Proposition 6.2. If Ω is a two-sided admissible domain, then the norms on Ḃ(∂Ω) defined
in Theorem 3.3 are equivalent to the norm from (6.1):

(6.3) ∥·∥Ṫr∂Ω ≤ ∥ĖΩ∥ ∥·∥Ṫr∂Ωi
and ∥·∥Ṫr∂Ωi

≤
√
1− 1

∥ĖΩ
c∥2

∥·∥Ṫr∂Ω ,

and

∥·∥Ṫr∂Ω ≤ ∥ĖΩ
c∥ ∥·∥Ṫr∂Ωe

and ∥·∥Ṫr∂Ωe
≤
√

1− 1

∥ĖΩ∥2
∥·∥Ṫr∂Ω ,

with optimal constants.

Proof. By Theorem 3.3, Equation (6.3) is equivalent to:

∥u∥Ḣ1(Rn) ≤ ∥ĖΩ∥ ∥u∥Ḣ1(Ω) and ∥·∥Ḣ1(Ω) ≤
√
1− 1

∥ĖΩ
c∥2

∥u∥Ḣ1(Rn),

for u ∈ V̇S(Rn\∂Ω). The first inequality and optimality of the constant follow from u =
ĖΩ(u|Ω). Moreover, u = ĖΩ

c(u|Ωc), hence

∥u|Ω∥2Ḣ1(Ω)

∥u∥2
Ḣ1(Rn)

= 1−
∥u|Ωc∥2

Ḣ1(Ω
c
)

∥u∥2
Ḣ1(Rn)

≤ 1− 1

∥ĖΩ
c∥2

.

The second inequality follows, and by the same reasoning as for Proposition 3.4, so does the
optimality of the constant. The proof for the second equivalence is similar. □
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7. Foregoing the monotonicity assumption

In the spirit of the dyadic approximation introduced in Section 2, the standard assumption
made about the convergence of the sequence (Ωk)k∈N to Ω in Section 4, all (two-sided)
admissible domains, is that of a monotone convergence: Ωk ↗ Ω. To be more specific, we
always assume the sequence converges in such a way, apart from Lemmas 4.5 and 4.13 on the
convergence of (the duals of) the trace spaces, in which we only assume convergence in the
sense of characteristic functions. It seems natural to wonder if that monotonicity condition
can be foregone, and at what cost.

To answer that question, the first step – and perhaps the most important, see Figure 3
– is to determine a convergence framework for the Ḣ1 spaces. The main purpose of the
monotonicity assumption is to use the restrictions operators ·|Ωk

to make the interior Ḣ1

spaces converge, see Lemma 4.2. Using those operators, the convergence holds without any
kind of regularity assumption on Ω or on (Ωk)k∈N. That assumption also arises for the
convergence of the exterior Ḣ1 spaces in Corollary 4.18 for it allows to think of any element
of Ḣ1(Ω

c
) as an element Ḣ1(Ω

c

k) by means of ik, the extension by 0.
Let Ω be an admissible domain and (Ωk)k∈N be a sequence of admissible domains such

that Ωk → Ω in the sense of characteristic functions. Denoting by ExtΩ : Ḣ1(Ω) →
Ḣ1(Rn) any linear bounded Ḣ1 extension from Ω to Rn, it holds Ḣ1(Ωk) → Ḣ1(Ω) through
(Ḣ1(Ω), ((ExtΩ·)|Ωk

)k∈N)
1. However, as it was pointed out in Subsection 4.2, such a construc-

tion does not preserve harmonicity, which is rather distasteful for the study of the harmonic
layer potential operators. For that matter, we use a convergence framework using double
extension operators similar to the sequence (Ek)k∈N in Corollary 4.18. The latter result relies
on Proposition 4.4 on the convergence in Ḣ1(Rn) of harmonic extensions, which the following
result generalizes.

Proposition 7.1. Let Ω be an admissible domain and (Ωk)k∈N be a sequence of admissible
domains such that Ωk → Ω in the sense of characteristic functions. Then, for all u ∈ Ḣ1(Rn),

ĖΩk
(u|Ωk

)
Ḣ1(Rn)−−−−→
k→∞

ĖΩ(u|Ω).

If Ω
c
and Ω

c

k, k ∈ N, are admissible domains, then

ĖΩ
c
k
(u|Ωc

k
)

Ḣ1(Rn)−−−−→
k→∞

ĖΩ
c(u|Ωc).

Proof. To prove the first convergence, we proceed as for Proposition 4.4. As for (4.4), energy
minimization yields

∀k ∈ N, ∥ĖΩk
(u|Ωk

)∥Ḣ1(Rn) ≤ ∥u∥Ḣ1(Rn).

Following the proof leads to

(7.1) ĖΩk
(u|Ωk

)
Ḣ1(Rn)−−−−⇀
k→∞

ĖΩ(u|Ω),

and all that is left to show is the convergence of the Ḣ1(Rn) norms. The convergence in the
sense of characteristic functions directly yields

∥(ĖΩk
(u|Ωk

))|Ωk
∥2
Ḣ1(Ωk)

=

∫
Ω

|∇u|2 dx −−−→
k→∞

∫
Ωk

|∇u|2 dx = ∥(ĖΩ(u|Ω))|Ω∥Ḣ1(Ω).

1Note that the extension property for (Ωk)k∈N is not required for this result to hold.
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Since ĖΩ(u|Ω) is harmonic on Ω
c
, it holds∫

Ω
c
∇(ĖΩ(u|Ω)) · ∇u dx = ∥(ĖΩ(u|Ω))|Ωc∥2

Ḣ1(Ω
c
)
.

Similarly, it holds for all k ∈ N,∫
Ω

c
k

∇(ĖΩk
(u|Ωk

)) · ∇u dx = ∥(ĖΩ(u|Ωk
))|Ωc

k
∥2
Ḣ1(Ω

c
k)
.

Since (∇u)1Ωk
→ (∇u)1Ω in L2(Rn) and by (7.1), the convergence of the norms follows.

The proof of the second convergence is similar. □

The convergence results from Proposition 7.1 allow to prove a variant of Proposition 4.17
(considering u = ĖΩv for v ∈ Ḣ1(Ω) and u = ĖΩ

cv for v ∈ Ḣ1(Ω
c
)) and prove the following

convergences of the V̇0 spaces. We only focus on the convergence of harmonic functions for
only the harmonic part is relevant when considering harmonic layer potentials.

Proposition 7.2. Let Ω be a two-sided admissible domain. Let (Ωk)k∈N be a sequence of
two-sided admissible domains such that Ωk → Ω in the sense of characteristic functions.
Then, it holds

V̇0(Ωk) −−−→
k→∞

V̇0(Ω) through
(
V̇0(Ω),

((
ĖΩ

c
k

[
(ĖΩ·)|Ωc

k

])∣∣
Ωk
)k∈N

)
,

V̇0(Ω
c

k) −−−→
k→∞

V̇0(Ω
c
) through

(
V̇0(Ω

c
),
((
ĖΩk

[
(ĖΩ

c ·)|Ωk

])∣∣
Ω

c
k
)k∈N

)
.

Remark 7.3. In the framework of Lemma 4.2, which only used restrictions, no regularity
assumption was made on the domain Ω, nor on the converging sequence (Ωk)k∈N. In the
convergence framework of Proposition 7.2 however, the use of double extension operators
leads to assuming the domains are two-sided admissible.

Using the convergence framework of Proposition 7.2, we can follow the steps taken in
Subsection 4.2 replacing the monotone convergence Ωk ↗ Ω with a convergence in the
sense of characteristic functions. For instance, we prove the link between the convergence of
harmonic functions and of their traces, that is a variant of Propositions 4.7 and 4.20 under
those new hypotheses.

Proposition 7.4. Let Ω be a two-sided admissible domain and (Ωk)k∈N be a sequence of
two-sided admissible domains such that Ωk → Ω in the sense of characteristic functions. Let
u ∈ V̇0(Ω) and (uk ∈ V̇0(Ωk))k∈N. Then, the following equivalence holds:

uk
((ĖΩ

c
k
[(ĖΩ·)|Ωc

k
])|Ωk

)

−−−−−−−−−−−−→
k→∞

u

⇐⇒ (ṫr∂Ωk
i uk ∈ Ḃ(∂Ωk))k∈N

(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→
+∞

ṫr∂Ωi u ∈ Ḃ(∂Ω).

If the Dirichlet harmonic extensions (ĖΩk
)k∈N are uniformly bounded, then

(vk ∈ V̇0(Ω
c

k))k∈N
((ĖΩk

[(ĖΩ
c ·)|Ωk

])|Ωc
k
)

−−−−−−−−−−−−→ v ∈ V̇0(Ω
c
),

implies

(ṫr∂Ωk
e vk ∈ Ḃ(∂Ωk))k∈N

(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→
+∞

ṫr∂Ωe v ∈ Ḃ(∂Ω).
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If the Dirichlet harmonic extensions (ĖΩ
c
k
)k∈N are uniformly bounded, then the converse holds

instead.

In the same spirit, we can prove the link between the convergence of harmonic functions
and of their normal derivatives (as in Propositions 4.14 and 4.23) as the domains converge
in the sense of characteristic functions only. Using those results, we follow the method
from Subsection 4.3 (notably Theorem 4.28 and Proposition 4.29, Point (ii)) to generalize
Theorem 4.30.

Theorem 7.5. Let Ω be a two-sided admissible domain. Assume there exists a sequence
(Ωk)k∈N of two-sided admissible domains such that Ωk → Ω in the sense of characteristic
functions, and that the extension operators (ĖΩk

)k∈N and (ĖΩ
c
k
)k∈N are uniformly bounded.

Then,

(i) for every (fk ∈ Ḃ(∂Ωk))k∈N
(ṫr∂Ωk◦ Ḣ∂Ω)−−−−−−−→

k→∞
f ∈ Ḃ(∂Ω), it holds

ĖΩk
(Ḋ∂Ωk

fk|Ωk
) −−−→

k→∞
ĖΩ(Ḋ∂Ωf |Ω) in Ḣ1(Rn),

and ĖΩ
c
k
(Ḋ∂Ωk

fk|Ωc
k
) −−−→

k→∞
ĖΩ

c(Ḋ∂Ωf |Ωc) in Ḣ1(Rn);

(ii) for every (gk ∈ Ḃ′(∂Ωk))k∈N
(Ξk)−−−→
k→∞

g ∈ Ḃ′(∂Ω), it holds

Ṡ∂Ωk
gk −−−→

k→∞
Ṡ∂Ωg in Ḣ1(Rn).
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