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ABSTRACT

The precise segmentation of cortical and trabecular bone
compartments  in  high-resolution = micro-computed
tomography (UCT) scans is crucial for evaluating bone
structure and understanding how different medical
treatments and mechanical loadings affect bone morphology,
offering valuable insights into osteoporosis. In this work, we
propose a novel hybrid neural network architecture named
Dual-Branch Attention-based Hybrid Network (DBAHNet)
for 3D uCT segmentation. DBAHNet combines both trans-
formers and convolution neural networks in a dual-branch
fashion and fuses their respective information at each
hierarchical level, to better capture long-range dependencies
and local features, and for a better understanding of the
contextual representation. We train and evaluate DBAHNet
on three datasets of high-resolution (<5um) puCT scans of
mouse tibiae. The results show that the proposed DBAHNet
achieves state-of-the-art performance by surpassing several
popular architectures. Our model also achieves a precise
segmentation of the cortical and trabecular bone
compartments along different regions of the bone,
demonstrating a comprehensive understanding of the bone.
Models and code are available at GitHub.

Index Terms— High-Resolution, Micro-Computed
Tomography (UCT), 3D Segmentation, Hybrid Network,
Attention Mechanism

1. INTRODUCTION

Osteoporosis represents a significant healthcare challenge,
arising from an imbalance in the natural processes of bone
remodeling, where bone resorption surpasses bone
formation. Imaging techniques measure a variety of bone
characteristics, and tracking them over time helps
researchers understand disease progression and the efficacy

of drug treatments.

Manual segmentation of high-resolution uCT bone scans
is labor-intensive, often requiring several hours for a single
scan due to image size and precision demands, especially in
the metaphysis or when delineating regions with increased
bone porosity or treatment-induced variations.

Recently, deep learning has revolutionized medical
segmentation extending across various imaging modalities.
This success is largely attributed to the use of architectures
based on Convolutional Neural Networks (CNNs), such as
U-Net [1], that excel at capturing local features and
dependencies between pixels.

The attention mechanism is also widely used for medical
image segmentation, particularly due to its ability to filter the
feature maps. For instance, the Squeeze-and-Excitation
block was introduced in [2], which emphasized relevant
channels in feature maps by investigating their
inter-dependencies channel-wise, while ignoring irrelevant
ones. Similarly, SA-UNet [3] used a spatial attention that
filters the spatial context of relevant features in the
three-dimensional space. Alternatively, [4] presented the
attention gates that filter the feature maps generated in the
encoder and transmitted through skip connections to the
decoder.

Furthermore, transformers are increasingly popular for
use in computer vision tasks, due to their ability to
understand long-range dependencies within a 3D scan. The
Vision Transformer (ViT) was introduced in [5], marking the
first fully transformer-based architecture to achieve
state-of-the-art performance. To improve efficiency, Swin
Transformers [6] employ shifted windows for enhanced
global attention by  applying self-attention to
non-overlapping windows and enabling cross-window
connections in subsequent layers.

There is growing interest in hybrid architectures that
combine transformers and CNNs, such as UNETR [7] and
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SwinUNETR [8]. The hybrid architectures excel at capturing
both global and local context within a 3D scan, providing a
more comprehensive data representation. Similarly,
TransUNet [9] integrated transformers into the bottleneck of
a U-Net architecture, focusing on capturing the long-range
dependencies of high-level features.

Despite the effective application of hybrid networks in
various studies for medical imaging segmentation,
challenges persist when dealing with high-resolution uCT
scans characterized by detailed anatomical structures. In
such scenarios, the delineation of classes is complicated due
to the complex topological features, further increased by the
substantial computational resources required to process the
large scan sizes.

In this paper, we propose a novel architecture called
Dual-Branch Attention-based Hybrid Network (DBAHNet)
for high-resolution 3D pCT scan segmentation, which
consists of an hybrid combination of transformers and
CNNs, fusing both their respective feature maps in each
hierarchical layer, and integrating channel and spatial
attention within the convolution blocks. Our contributions
can be summarized as follows: (1) We employ a dual-branch
setup in the encoder and decoder, integrating convolutional
and transformer architectures for local and global context,
which is further enhanced with channel-wise attention in the
encoder and spatial-wise attention in the decoder. (2) We
combine both branches feature maps using a feature fusion
module (TCFFM) that merges and encodes their information,
before setting them to the next hierarchical level. (3)
State-of-the-art results on high-resolution (<5um) 3D puCT
bone scans of mouse tibia segmentation dataset, along with
publicly available implementation source code via GitHub.

2. PROPOSED APPROACH

2.1. Overall architecture

Our proposed architecture Dual-Branch Attention-based
Hybrid Network (DBAHNet, see Fig . 1) features a
dual-branch hybrid design that incorporates both CNNs and
transformers in both the encoder and decoder pathways.
Initially, a Patch Embedding block project the 3D scan
into an embedding space C = 96, using successive
convolutions and resulting in a lower-dimensional patch
embedding (C, % X % X %), where H, W, and D are the
height, width and depth of the input 3D scan. This
embedding serve as the input in parallel to the transformer
and convolutions branches consisting of three hierarchical
levels.  Each level comprises of two sequential Swin
transformer blocks in the transformer branch, and a Channel
Attention-based Convolution Module (CACM, see Fig. 2.a)
in the convolution branch. The output of each level in both
branches are fused and further encoded with the
Transformer-Convolution Feature Fusion Module (TCFFM,
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Fig. 1. Global Architecture of the Dual-Branch Attention-
based Hybrid Network (DBAHNet)

see Fig. 2.c), where down-sampling is performed for
subsequent use in the next layer.

The resulting feature maps from the encoder of size
(8C, 3% X % X 3%) are sufficiently down-scaled and are
forwarded to the bottleneck. The bottleneck performs global
attention and aggregate information from the entire encoded
feature maps for the decoder.

Similarly, the decoder is symmetrically mirroring the
encoder, with the Spatial Attention-based Convolution
Module (SACM, see Fig. 2.b) instead of the CACM, which
enhances the relevant spatial features. The feature maps from
both branches are fused and encoded using the TCFFM
module, which performs up-sampling in the decoder to
restore the original volume size. Along the decoder, feature
maps from all the layers are filtered using attention gates and
the residual skip connections from the encoder. Finally, the
feature maps are further decoded with the Patch Expanding
block to reconstruct the segmentation masks. In the
following sections, each component of the DBAHNet will be
described in details.

2.2. Transformer block

We utilize 3D-adapted SWIN Transformers for feature map
processing at multiple scales, which aims to capture global
long-range dependencies within the volume. Each
transformer block consists of two transformers. The first
transformer is the Local Volume Multi-Head Self-Attention
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Fig. 2. a) CACM: Channel Attention-based Convolution
Module, b) SACM: Spatial Attention-based Convolution
Module, and ¢) TCFFM: Transformer-Convolution Feature
Fusion Module.

block (LV-MHSA) that employs regular volume partitioning.
The second transformer is a Shifted version of LV-MHSA,
denoted as SLV-MHSA, which uses shifted partitioning for
enhanced layer-to-layer connectivity. The Transformer block
for a layer I can be expressed as

#! = LV-MHSA(LN(z! 1)) + 2!?

x! = MLP(LN(z!)) + 2!

#7 = SLV-.MHSA(LN(z!)) 4 2!

ey

Where LN stands for Layer Normalization, and MLP stands
for a GeLU-activated Multi Layer Perceptron.
The self-attention is computed as follows

QKT
VK

Where Q, K, and V represent queries, keys, and values
respectively, and K represents the dimension of the key and

query.

Attention((Q), K, V') = Softmax(

WV ©))

2.3. Channel Attention-based Convolution Module

In the encoder, we employ a Channel Attention-based
Convolution Module (CACM, see Fig. 2.a) that enhances
cross-channel interaction. We first apply global average
pooling, followed by two GeLU-activated 3D convolutions
to create an attention map. This map modulates the initial

feature map through element-wise multiplication. A final 3D
convolution further encodes the output for use in subsequent
layers.

2.4. Spatial Attention-based Convolution Module

In the decoder, we employ the Spatial Attention-based
Convolution Module (SACM, see Fig. 2.b) for focused
reconstruction of the segmentation mask, enhancing the
salient features and aiding in the preservation of detailed
structures. We first apply max-pooling and average-pooling,
concatenate the results, and use a 1 x 1 x 1 convolution to
create an attention map. The input feature map is modulated
by the attention map, and further processed by a final 3D
convolution.

2.5. Transformer Convolution Feature Fusion Module

In the Transformer Convolution Feature Fusion Module
(TCFFM, see Fig. 2.c), the feature maps obtained from both
the transformer and convolution branches, denoted as zt;
and zc, are fused at each hierarchical level. Initially, a
channel-wise average pooling is applied to x1, and x¢ to
extract a representative value for each channel of the feature
maps followed by a sigmoid function, generating an
attention mask that filters the channels. Subsequently, the
results are concatenated and encoded through a 3D
convolution layer. The resulting feature maps are then either
down-sampled in the encoder, or up-sampled in the decoder.

2.6. Bottleneck

Having reduced the dimensionality of the resulting feature
maps with the encoder, we employ a series of four Global 3D
transformer blocks in the bottleneck. Global 3D transformer
blocks perform global attention over all the downsampled
feature maps. They excel at aggregating information from
the entire feature map, which allows an understanding of the
global context and offers a comprehensive representation to
the decoder.

3. EXPERIMENTS AND RESULTS

Table 1. Performance comparison of the proposed method on
the tibia uCT test dataset (C : Cortical, T: Trabecular).

Dice score HD95 (mm)
Methods Avg C T
3D-UNet | 0.901 | 0.905 | 0.896 0412
Att-UNet | 0.951 | 0.963 | 0.938 0.193
UNETR 0.966 | 0.983 | 0.949 0.113
Swin-UNet | 0.973 | 0.990 | 0.957 0.050
DBAHNet | 0.984 | 0.991 | 0.977 0.019
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Table 2. Performance evaluation of the proposed method at different bone regions: Middle (50%), Proximal-75% (75%), and

Proximal-85% (85%).

Methods Avg DSC DSC Cortical DSC Trabecular
50% | 75% | 85% | 50% | 75% | 85% | 50% | 75% | 85%
3D-UNet 0.909 | 0.901 | 0.882 | 0.923 | 0.889 | 0.885 | 0.896 | 0.914 | 0.878
Attention 3D-UNet | 0.958 | 0.966 | 0.914 | 0.977 | 0.969 | 0.932 | 0.939 | 0.965 | 0.895
UNETR 0.971 | 0.973 | 0.953 | 0.989 | 0.985 | 0.980 | 0.953 | 0.962 | 0.926
Swin-UNet 0.976 | 0.975 | 0.972 | 0.993 | 0.990 | 0.990 | 0.958 | 0.960 | 0.953
DBAHNet (Ours) | 0.986 | 0.983 | 0.983 | 0.993 | 0.990 | 0.992 | 0.979 | 0.977 | 0.974

3.1. Dataset

The 3D pCT tibia dataset is based on three separate studies
[10, 11, 12]. All samples feature tibiae obtained from
C57BL/6 virgin female mice. For the scope of this research,
we focused solely on the 74 control tibiae that were not
subjected to any treatments in the referenced medical
experiments. High-resolution uCT scans of these tibiae were
performed using the SkyScan 1172 (SkyScan, Kontich, Bel-
gium) with a resolution of 4.8 um - 5 um. These scans were
manually segmented following standard guidelines [13].

3.2. Implementation Details

All training and experiments were conducted with 4
NVIDIA V100 32GB GPUs. We employed the Stochastic
Gradient Descent (SGD) optimizer with a momentum of
0.99, a batch size of 2, and a cosine annealing learning rate
scheduler starting at 10=%. The input scans are randomly
cropped into (320, 320, 32) subvolumes and subjected to
data augmentation, including flipping on all axes, random
contrast adjustments, noise removal, and normalization. We
evaluated the performances of our model using Sgrensen-
Dice score coefficient (DSC) and the 95th percentile of the
Hausdorff distance (HD95). We used a Dice Cross Entropy
loss function for the training.

DBAHNet (Ours)

Bone scan Manual Segmentation Swin — UNet

Fig. 3. Segmentation results at different bone regions.
Middle-50% at the top, Proximal-75% at the middle, and
Proximal-85% at the bottom.

3.3. Quantitative and qualitatives results

The model achieved state-of-the-art performances with an
average DSC of 98.40%, a DSC of 99.12% for the cortical
bone and a DSC of 97.68% for the trabecular bone prior to
any post-processing. To further analyse the model’s capabil-
ity, we investigate the performance of the model in different
bone regions within all the test dataset. Our model achieves
an average DSC of 99.30 % on the Middle-50% region, an
average DSC of 98.33% on the Proximal-75% region, and an
average DSC of 98.28% on the Proximal-85% region.

We trained several popular architectures on our dataset
and showed that our method surpasses CNNs and
Transformer-based architectures, including 3D-UNet,
Attention 3D-UNet, UNETR, and Swin-UNet. We surpass
the state-of-the-art models on both cortical and trabecular
compartment, as presented in Table 1. We also obtained an
increase of the performance of the model over multiple
regions of the bone (see Table. 2), proving the global under-
standing of the high-resolution 3D scan. We showcased the
robustness of our model with a qualitative visualization of
the uCT tibia segmentation results in Fig. 3, at different bone
regions (Middle (50%), Proximal-75% and Proximal-85%).

4. CONCLUSION AND FUTURE WORK

We proposed a novel architecture, DBAHNet, which merges
convolution and transformer outputs throughout all stages,
harnessing their respective strengths in capturing short-range
and long-range dependencies, for a robust contextual
representation. The integrated channel and spatial attention
mechanisms refine the model’s performance by emphasizing
relevant features. Our model demonstrated its proficiency by
setting state-of-the-art results on 3D high resolution uCT
tibia scans.

In future work, we intend to assess the architecture’s
robustness in segmenting tibiae subjected to varying medical
treatments. Our goal is to develop a versatile model applica-
ble to diverse studies for bone structure and morphology
analysis.  Additionally, we aim to evaluate DBAHNet’s
adaptability across different medical imaging modalities, to
build a robust architecture for general purposes.
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