N

N

Biofouling detection and classification in Tidal Stream
Turbines through soft voting ensemble transfer learning
of video images
Haroon Rashid, Mohamed Benbouzid, Yassine Amirat, Tarek Berghout,

Hosna Titah-Benbouzid, Abdeslam Mamoune

» To cite this version:

Haroon Rashid, Mohamed Benbouzid, Yassine Amirat, Tarek Berghout, Hosna Titah-Benbouzid,
et al.. Biofouling detection and classification in Tidal Stream Turbines through soft voting ensem-

ble transfer learning of video images. Engineering Applications of Artificial Intelligence, 2024, 138,
pp.109316. 10.1016/j.engappai.2024.109316 . hal-04760389

HAL Id: hal-04760389
https://hal.science/hal-04760389v1

Submitted on 4 Nov 2024

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://hal.science/hal-04760389v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

Engineering Applications of Artificial Intelligence 138 (2024) 109316

Contents lists available at ScienceDirect

& atons of
Artificial
Intelligence

Engineering Applications of Artificial Intelligence

journal homepage: www.elsevier.com/locate/engappai

L))

Check for

Biofouling detection and classification in Tidal Stream Turbines through soft "=
voting ensemble transfer learning of video images™

Haroon Rashid ?, Mohamed Benbouzid "*, Yassine Amirat ¢, Tarek Berghout ¢,
Hosna Titah-Benbouzid ?, Abdeslam Mamoune ?

a University of Brest, UMR CNRS 6027, 29238 Brest, France

b Shanghai Maritime University, Logistics Engineering College, 201306 Shanghai, China

¢ISEN Yncrea Ouest, L@bISEN, 29200 Brest, France

d University of Batna 2, Laboratory of Automation and Manufacturing Engineering, 05000 Batna, Algeria

ARTICLE INFO ABSTRACT

Keywords: This study addresses the biofouling challenges in Tidal Stream Turbines (TSTs) to ensure their reliable and
Tidal stream turbine optimal operation. In this context, it is proposed an effective methodology employing a soft voting ensemble
Biofouling transfer learning-based approach for the detection and extent classification of biofouling. The proposed

Convolutional Neural Networks
Classification

Ensemble transfer learning

Soft voting ensemble

framework incorporates essential components such as data augmentation and pre-processing, including image
resizing and data segmentation, forming a comprehensive video image-based approach. To overcome the
constraint of limited data, experimental investigations were conducted, resulting in the acquisition of two
datasets: one from the TST platform at Shanghai Maritime University (SMU) and the other from the tidal
turbulence test facility at Lehigh University (LU). The three prominent convolutional neural network models,
namely Visual Geometry Group (VGG), Residual Network (ResNet) and MobileNet, trained on these datasets,
demonstrate precise detection and classification of turbine conditions, achieving an accuracy of 83% for the
SMU dataset and 90% for the LU dataset. The noted disparity in accuracy for the SMU dataset is attributed to
its smaller size, highlighting the significant impact of dataset scale on classification performance. This study
provides valuable insight into the development of effective biofouling detection and classification strategies
for TST systems.

1. Introduction

Renewable energy is crucial for reducing reliance on fossil fuels and
addressing climate change. Tidal energy has emerged as a promising
solution to tap into the ocean’s current substantial energy potential.
Unlike solar or wind power, which are susceptible to weather fluctu-
ations, tidal energy stands out for its predictability, as tidal patterns
can be reliably forecasted. This predictability facilitates effective plan-
ning and seamless integration into the power grid, enhancing grid
stability and positioning tidal energy as a significant asset in the
energy mix. Tidal Stream Turbines (TSTs) are pivotal in harnessing
tidal energy but face significant challenges due to biofouling. Biofoul-
ing, the accumulation of marine organisms such as algae, barnacles,
and mollusks on underwater surfaces, severely impacts the efficiency
and reliability of TSTs (Titah-Benbouzid et al., 2023; Rashid et al.,

2023c). Over 80% of a TST’s blade surface can be affected, leading
to performance degradation, increased maintenance costs, and reduced
operational lifespan (Titah-Benbouzid and Benbouzid, 2017). This issue
causes torque imbalances and increased fatigue loading, threatening
the structural integrity of the turbines (Farkas et al., 2022). Addition-
ally, biofouling alters blade surface characteristics, diminishing energy
conversion efficiency (Maduka et al., 2023).

Effective prevention of biofouling requires the utilization of reliable
detection processes. Detecting biofouling presents challenges due to
its unpredictable occurrence and the uncertainties associated with the
diverse and dynamic marine ecosystem conditions (Legg et al., 2015).
Early detection becomes paramount in this context, as it allows for
timely intervention before biofouling significantly impacts the effi-
ciency of marine structures. The key objective is to prevent cumulative

* This work is supported by the PIA 3 CMQ Industries de la Mer Bretagne (IndMer), France.
* Corresponding author at: University of Brest, UMR CNRS 6027, 29238 Brest, France.
E-mail addresses: haroon.rashid@univ-brest.fr (H. Rashid), mohamed.benbouzid@univ-brest.fr (M. Benbouzid), yassine.amirat@isen-ouest.yncrea.fr
(Y. Amirat), t.berghout@univ-batna2.dz (T. Berghout), hosna.titahbenbouzid@gmail.com (H. Titah-Benbouzid), Abdeslam.Mamoune@univ-brest.fr

(A. Mamoune).

https://doi.org/10.1016/j.engappai.2024.109316

Received 17 May 2024; Received in revised form 31 July 2024; Accepted 10 September 2024

Available online 19 September 2024

0952-1976/© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


https://www.elsevier.com/locate/engappai
https://www.elsevier.com/locate/engappai
mailto:haroon.rashid@univ-brest.fr
mailto:mohamed.benbouzid@univ-brest.fr
mailto:yassine.amirat@isen-ouest.yncrea.fr
mailto:t.berghout@univ-batna2.dz
mailto:hosna.titahbenbouzid@gmail.com
mailto:Abdeslam.Mamoune@univ-brest.fr
https://doi.org/10.1016/j.engappai.2024.109316
https://doi.org/10.1016/j.engappai.2024.109316
http://crossmark.crossref.org/dialog/?doi=10.1016/j.engappai.2024.109316&domain=pdf
http://creativecommons.org/licenses/by/4.0/

H. Rashid et al.

(a) Initial stage of biofouling.
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(b) Advanced biofouling stage.

Fig. 1. Visualization of biofouling with significant impact.
Source: Courtesy of Prof. Yusaku Kyozuka (Kyozuka, 2018).

damage by addressing biofouling at its earlier stages as illustrated in
Fig. 1. Furthermore, the most effective approach involves the use of
environmentally friendly techniques for removing biofouling without
causing damage to the protective coatings or paints applied to the
structure (Hunsucker et al., 2019). This integrated strategy seeks to
maintain optimal performance while minimizing the environmental
impact of biofouling prevention measures.

Various methods have been developed to detect biofouling on
TSTs (Chin et al., 2017; Rashid et al., 2023a; Zheng et al., 2019).
For instance, sparse autoencoding combined with softmax regression
has shown promise for real-time monitoring (Zheng et al., 2019),
while depthwise separable convolutional neural networks (CNNs) have
been utilized to reduce computational complexity while capturing
local spatial relationships (Xin et al., 2021). Unsupervised learning
techniques have also been explored for classifying ship-hull fouling
conditions, offering a more adaptable and scalable solution for marine
applications (Wang et al., 2006). Moreover, intelligent image recog-
nition systems using deep learning and transfer learning have been
proposed for automated marine fouling detection (Chin et al., 2017).
Computer vision and machine learning techniques have also been used
to develop effective and affordable monitoring systems for underwa-
ter structures (Liniger et al., 2022; Kim et al., 2022; Wang et al.,
2006) investigate the use of unsupervised learning neural networks
for classifying ship-hull fouling conditions, enhancing the efficiency
of fouling detection and classification. Recent advancements include
a novel algorithm for enhancing the identification of biofouling in
underwater images and a segmentation model for improved feature
extraction and fusion (Zhao et al., 2023).

Despite these advancements, there are significant gaps in the current
methodologies. Most existing approaches rely heavily on extensive
labeled datasets, which are often difficult and expensive to obtain in
marine environments. Additionally, the accuracy and reliability of these
methods can be hindered by the variability in underwater visibility and
the dynamic nature of marine ecosystems (Hurtés et al., 2017; Rashid
et al., 2023b). There is a lack of research focusing on early detection
and precise classification of biofouling, which is critical for preventing
significant impacts on turbine efficiency and maintenance (Song et al.,
2019; Loxton et al., 2017; Amiruddin et al.,, 2024). Many current
techniques do not provide the necessary early warning and accu-
rate classification needed for effective maintenance strategies. Efficient
biofouling detection also requires timely intervention to prevent signif-
icant impacts on turbine efficiency and maintenance costs. However,
current techniques often fall short of providing early detection and

accurate classification, which are crucial for effective maintenance and
operational decision-making.

This study addresses these gaps by proposing a robust methodology
employing a soft voting ensemble transfer learning-based approach for
the detection and classification of biofouling on TST blades. The key
contributions of this study are:

» Enhanced detection accuracy: Utilizes pre-trained models to
overcome the challenge of limited labeled data, significantly im-
proving the accuracy and efficiency of biofouling detection.
Comprehensive biofouling classification: Implements an en-
semble mechanism to classify biofouling into three distinct categ-
ories — clean, lightly fouled, and densely fouled — providing
detailed insights into biofouling levels.

Improved model robustness: Incorporates data augmentation
and pre-processing techniques to enhance model robustness and
generalization, ensuring better performance in diverse and dy-
namic marine conditions.

2. Datasets collection and pre-processing

The biofouling detection method proposed in this study under-
goes testing with two distinct video image datasets, which are further
elaborated below.

2.1. Shanghai maritime university dataset

The initial dataset, referred to as the Shanghai Maritime University
(SMU) dataset, was gathered from the TST platform at the SMU. This
platform features a 230W/8 pole pairs direct-drive permanent mag-
net synchronous generator-based TST, which operates within a water
tunnel simulating waves and turbulences (Fig. 2) (Saidi et al., 2020).

The initial dataset comprised 25 images extracted from the recorded
videos of the TST. These images were subsequently categorized into
three separate sets based on the degree of emulated biofouling they
depicted: clean images, lightly fouled images, and densely fouled im-
ages (Qi and Wang, 2023). This dataset simulated biofouling textu-
ral characteristics by wrapping ropes around the turbine blades, as
illustrated in Fig. 3.

2.2. Lehigh university dataset

The Lehigh University (LU) dataset experiments were conducted in
the Tidal Turbulence Test facility (T3 F) located at LU in Pennsylvania,
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Fig. 2. Illustration of the tidal stream platform at the Shanghai Maritime University.

(b) Imbalanced blade with attachment.

(c) Raw video image.

Fig. 3. Biofouling emulation illustration.

Fig. 4. Tidal Turbulence Test facility (T°F) with tidal turbine.

(USA) as shown in Fig. 4. The water tunnel features an open surface
test section with dimensions of 1.98 m in length, 0.61 m in width, and
0.61 m in height (Fig. 5) (Vinod and Banerjee, 2019). The flow speed
in the tunnel is maintained using a 25HP single-stage axial flow pump
with a variable frequency driver. The facility can achieve a maximum
of 1 m/s inflow speed. However, all the experiments conducted in this
work were run at an inflow speed of 0.83 m/s.

A 1:20 scaled, three-bladed tidal turbine with a rotor diameter (D) of
11“ (0.279 m) and a constant chord ¢ = 0.56” (0.014 m) having SG6043
profiled blades was tested as shown in Fig. 6. The turbine design is the
same as used in the previous study (Vinod et al., 2021) with a slightly
shorter chord length. The rotor plane was fixed at 2D from the test
section inlet with its axis along the tunnel center line. An Anaheim
Automation (23MDSI) stepper motor provided precise control of the
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0.61m

Fig. 5. Illustration of image data collection from the Lehigh University platform.

TURBINE SUPPORT
STRUCTURE

SENSOR ASSEMBLY

STEPPER MOTOR

STAINLESS STEEL
SHAFT

ROTOR

Fig. 6. 1:20 scale tidal stream turbine model used for acquiring the LU dataset.
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(a) ‘ (b)

Fig. 7. Schematic view of attachment (beads) for the LU dataset: (a) Top view; (b)
Side view.

rotor shaft’s rotational speeds. The sensor assembly, located within the
nacelle, included a torque (Interface Model-MRT2P) and thrust (SML-
25) sensor to measure the loads on the rotor assembly. The nacelle
having all the electronics, is sealed with pressurized air around 20 KPa
gauge pressure to prevent ingress of water inside it.

To replicate the biofouling in a laboratory, we employed plastic
beads as a surrogate for biological organisms commonly associated with
fouling in aquatic environments. The plastic beads, outlined in detail in
Fig. 7 provide a visual representation from both top and side views.

C=0.56"

—

5.5”

(b) (c)

Fig. 8. Schematic of the beads and their distribution on the blade front face: (a) Clean;
(b) Lightly fouled; (c) Densely fouled.

The bead distribution on each of the three blades for two different
cases was considered, along with the clean blade as a baseline case. A
brief discussion of each case is given below.

Clean blade: This category represents blades without any beads
applied, serving as the baseline or control condition (Fig. 8a).

Lightly fouled blades: In this category, each of the three turbine
blades has 8 plastic beads glued randomly to their surface. This con-
figuration simulates a moderate surface roughness level due to light
biofouling (Fig. 8b).

Densely fouled blades: This category represents a higher level of
surface roughness, where each of the three turbine blades has 17 plastic
beads glued randomly on their surface. This setup is used to simulate
a more severe level of biofouling (Fig. 8c).

In Fig. 5 of our experimental setup, a camera is strategically in-
stalled to capture an image dataset. The purpose of this camera is
to capture the images of plastic beads on the blades. The acquired
image dataset becomes a crucial tool for assessing the varying degrees
of fouling on the blades, as demonstrated in Fig. 9. Three distinct
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(a) Clean blade.

(b) Lightly fouled.

(c) Densely fouled.

Fig. 9. LU dataset illustration of the emulation of biofouling.

sets of data have been meticulously collected, representing different
conditions: clean blades (Fig. 9(a)), lightly fouled blades (Fig. 9(b)),
and densely fouled (Fig. 9(c)) blades. This systematic approach allows
us to quantitatively and qualitatively evaluate the extent of biofouling
under different scenarios.

2.3. Data pre-processing

To ensure the accuracy and reliability of biofouling detection across
varied environmental conditions, several pre-processing steps were
applied to the datasets from both SMU and LU. These steps were crucial
for standardizing the data and mitigating the effects of environmental
factors such as lighting conditions and turbidity.

Image normalization: All images were normalized to a pixel value
range of 0 to 1. This standardization process helps stabilize the model
training by ensuring that all input images have consistent intensity
values, which is essential for effective learning and comparison.

Lighting adjustment: To address the variations in lighting condi-
tions across different datasets and image captures, histogram equaliza-
tion and contrast adjustment techniques were employed. These meth-
ods enhance the visibility of features and correct any inconsistencies
caused by varying light intensities during image acquisition.

Turbidity compensation: Given that turbidity can obscure details
in underwater images, algorithms were utilized to reduce the impact
of visual artifacts and enhance image clarity. This involved filtering
out noise and improving contrast to make the biofouling features more
distinguishable.

Image enhancement: Additional image enhancement techniques,
such as sharpening and denoising, were applied to further improve
the quality of the images. These enhancements helped in making sub-
tle biofouling features more detectable and ensuring consistent data
quality.

3. Soft voting ensemble transfer learning framework

The proposed soft voting ensemble transfer learning framework for
biofouling detection and classification, depicted in Fig. 10, includes
several key steps. It starts with data acquisition and pre-processing to
ensure high-quality input. Transfer learning is then applied by fine-
tuning pre-trained models on the biofouling dataset. Following this,
multiple models are trained and validated. The core of the framework
is the soft voting ensemble, which aggregates predictions from these
models using weighted voting. The performance of the ensemble is

assessed and optimized based on metrics such as accuracy and F1-score.
Finally, the model is deployed for real-time biofouling detection, with
ongoing monitoring for continued effectiveness. Detailed explanations
of each step are provided below.

3.1. Data augmentation

To enhance the accuracy of our model, we implemented a tech-
nique known as data augmentation during the training phase. This
process involves applying various transformations to the images in our
training set. As illustrated in Fig. 11, these transformations include
rotation, scaling, flipping, zooming, and brightening of the cropped
input images. By subjecting each image to these diverse augmentation
techniques, we aimed to create a more robust and varied dataset.
The rationale behind this approach is to expose the model to a wider
range of visual scenarios, simulating different conditions that it might
encounter in real-world situations.

3.1.1. Dataset complexity considerations

It is important to recognize that while data augmentation plays
a vital role in improving model performance, the complexity of the
dataset itself also significantly influences the model’s accuracy. In ma-
chine learning, the concept of Kolmogorov complexity, which measures
the length of the shortest program that can generate a given dataset,
suggests that datasets with excessive complexity can pose substantial
challenges (Kabir and Garg, 2023). A highly complex dataset may
include noise or irrelevant variations that can hinder the model’s ability
to learn meaningful patterns (Bolon-Canedo and Remeseiro, 2020).

In this study, alongside employing data augmentation, we also ex-
plored strategies to manage dataset complexity. By refining the dataset
and reducing its complexity through techniques such as filtering and
feature selection, we aimed to mitigate noise and focus the model’s
learning on the most relevant features. This approach helps in simpli-
fying the learning task for the model, potentially leading to improved
accuracy and better generalization. Thus, while augmentation enriches
the training data, addressing dataset complexity ensures that the model
can effectively learn and adapt to the core features of the data.

To further contextualize our approach, we provide a survey of vari-
ous deep learning tools and techniques designed to handle data scarcity,
addressing challenges, and offering solutions. Table 1 summarizes these
tools and their respective references.
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Fig. 10. Framework of the soft voting transfer learning-based approach for biofouling detection and classification.

Rotated Image

Original Image

Brighter Image

Flipped Image

Zoomed Image

Augmented images

Fig. 11. Augmentation of images.

Table 1
Deep learning techniques handling data scarcity.

Technique Addressed challenge

Reference

Data Augmentation Limited dataset size
Transfer Learning Insufficient labeled data
Generative Adversarial Networks (GANs)Creating synthetic data
Few-Shot Learning Learning from few examples
Active Learning Efficient data labeling
Self-Supervised Learning Using unlabeled data
Semi-Supervised Learning

Shorten and Khoshgoftaar (2019)
Tan et al. (2018)

Creswell et al. (2018)

Wang et al. (2020)

Ren et al. (2021)

Jing and Tian (2020)

Combining labeled and unlabeled data Engelen and Hoos (2020)

3.2. Data segmentation and annotation

Data segmentation involves dividing input data into distinct seg-
ments or subsets based on specific criteria. In image processing, data
segmentation refers to dividing an image into meaningful regions or
segments. In this study, data segmentation is utilized to separate the
regions of interest (fouling areas) from the image background or other
irrelevant parts. The segmentation process in this study follows a
systematic approach, as illustrated in Fig. 12, to enhance image inter-
pretability and analysis.

The process begins with grayscale conversion, where images are
transformed into grayscale to simplify subsequent operations and focus
on intensity values. Following this, Otsu’s thresholding is applied to
automatically determine the optimal intensity levels, thereby creating
a binary representation of the images (Xue and Titterington, 2011).

(=)}

Morphological operations are performed to refine the binary image
further. These operations smooth edges and remove noise, improving
the quality of the segmented image (Fallahdizcheh et al., 2023).

In the next step, regions connected to the image borders are re-
moved to enhance segmentation accuracy and focus the analysis on
the central areas. Connected component labeling is then employed to
identify and label distinct regions within the binary image. A colored
label image is created to facilitate better visualization, with different
colors assigned to individual regions. To provide a clean delineation
of boundaries, red rectangles are added around segmented regions, as
shown in Fig. 13.

This approach is grounded in supervised learning, where annotated
images serve as ground truth for training and validating the model.
Annotations are provided by experts and represent the true classi-
fications of different fouling levels. Experts with domain knowledge
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Selected CNN models and architectures for transfer learning.

Model type Included architectures

ResNets ResNet101, ResNet152, ResNet50, ResNet101V2, ResNet152V2, ResNet50V2
VGGs VGG16, VGG19

MobileNets MobileNet, MobileNetV2, MobileNetV3-Large, MobileNetV3-Small

Image Processing Steps

[ Grayscale Conversion ]

[ Otsu's Thresholding ]

[ Morphological Operations ]

/ Segmentation and Labeling \

[ Border Region Clearing ]

[ Connected Component Labeling ]

k [ Boundary Highlighting ] /

Fig. 12. Flowchart of the data segmentation approach.

ensure that the classification of fouling levels as clean, lightly fouled,
and densely fouled reflects accurate and reliable assessments. These
annotations guide the model in learning to recognize and differentiate
between various levels of fouling, as the model is trained to identify
these categories based on the provided annotations.

Biofouling levels are classified into clean, lightly fouled and densely
fouled areas. Clean areas are regions with minimal or no fouling, lightly
fouled areas are regions with some visible fouling but not heavily
covered, and densely fouled areas are regions with extensive fouling.
These distinctions help the model accurately classify new images by
focusing on the annotated examples during training.

3.3. Soft voting ensemble transfer learning

In this study, biofouling detection and classification are proposed
through a soft voting ensemble approach utilizing well-known CNN
models, namely MobileNets (Sandler et al., 2018), ResNets (Hu et al.,
2024), and VGGs (Simonyan and Zisserman, 2014). The soft voting en-
semble classifier integrates multiple models, with individual decisions
being based on probability values to assign class labels to the data.
Within the soft voting ensemble framework, predictions are weighted
according to the significance of each classifier and subsequently merged
to derive the sum of weighted probabilities (Fig. 10).

The three CNN models employed in this study consist of sub-
models outlined in Table 2. Initially trained on the ImageNet dataset,
these models underwent further refinement through transfer learning
and hyperparameter tuning to select the optimal hyperparameters and
weights for each model.

Original Image

Segmented Image

Fig. 13. Image segmentation.

3.3.1. VGG

VGG consists of two submodels, VGG-16 and VGG-19.

VGG-16: VGG-16 is a widely utilized convolutional neural network
(CNN) model designed for image classification tasks (Lo et al., 2019).
The model architecture includes 13 convolutional layers and 3 fully
connected layers, all utilizing ReLU (Rectified Linear Unit) activation
functions. The convolutional layers are organized in a sequence of
blocks, each containing multiple 3 x 3 convolutional layers followed
by max-pooling layers, which help in reducing spatial dimensions while
retaining important features. VGG-16 is known for its depth and sim-
plicity, and it utilizes a uniform architecture with small convolutional
kernels (3 x 3) and pooling layers. It has a substantial parameter count
of 138 million, which contributes to its high computational cost and
memory requirements (Rezende et al., 2018). Trained on the ImageNet
dataset, VGG-16’s robustness allows it to perform effectively even with
smaller, domain-specific datasets. The default input size for VGG-16
images is set at 224 by 224 pixels with three color channels, making
it suitable for diverse image classification tasks (Likhar and Ridhorkar,
2024).

VGG-19: VGG-19 is an extension of the VGG-16 model with addi-
tional convolutional layers, totaling 16 convolution layers and 3 fully
connected layers (Kasture et al., 2024). The increased depth allows
VGG-19 to capture more complex features from images. Like VGG-
16, VGG-19 uses ReLU activation functions and employs a similar
architecture design with small convolutional kernels. The 16 convo-
lutional layers are organized in a series of blocks that include 3 x 3
convolutions and max-pooling operations, which enhance its ability
to extract hierarchical features. The model’s depth contributes to im-
proved performance in capturing intricate patterns but also increases
computational demand. As with VGG-16, VGG-19 is pre-trained on the
ImageNet dataset, and the 16 convolution layers are focused on feature
extraction, while the 3 fully connected layers handle the classification
task (Kordemir et al., 2024).
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3.3.2. MobileNets

The MobileNets model is explicitly designed for efficient perfor-
mance on mobile and embedded devices with constrained computa-
tional resources. First introduced in 2017, MobileNets has evolved
through versions such as MobileNetV2 and MobileNetV3, each bring-
ing improvements in efficiency and performance. MobileNet employs
depthwise separable convolutions, which split the convolution opera-
tion into two separate layers: depthwise convolution and pointwise con-
volution. This design significantly reduces the number of parameters
and computational complexity compared to traditional convolutional
layers. MobileNetV2 introduced the concept of inverted residuals and
linear bottlenecks, enhancing the model’s efficiency and performance
further. MobileNetV3 optimizes the architecture even more by inte-
grating hardware-aware search and network scaling techniques, making
it highly suitable for real-time applications on mobile devices (Quach
et al., 2024). The model’s compact size and processing speed make
it advantageous for deployment in resource-constrained environments,
and it performs well in scenarios requiring efficient and swift processing
of image data.

3.3.3. ResNets

ResNet, short for Residual Network, represents a significant ad-
vancement in deep learning architectures by introducing the concept
of residual learning. This approach addresses the challenges associated
with training very deep neural networks by using residual blocks with
skip connections. These skip connections allow the network to bypass
one or more layers, facilitating the training of deeper networks and mit-
igating the vanishing gradient problem (He et al., 2016). Developed in
2015, ResNet’s architecture includes various depths, such as ResNet-50,
ResNet-101, and ResNet-152, which correspond to the number of layers
in the network. The residual blocks in ResNet use identity mapping and
learn residual functions, which improves the model’s ability to learn
complex representations while maintaining stable training dynamics.
This architecture allows for effective performance even with extremely
deep networks, making ResNet particularly powerful for tasks requiring
robust feature extraction and high accuracy. The introduction of resid-
ual learning has greatly enhanced the performance of deep networks
and facilitated their application in diverse and complex tasks.

3.4. Transfer learning

Implementing transfer learning involves several stages. Initially,
the pixel values of input images are normalized to ensure they fall
within the range of 0 to 1. Subsequently, modifications are made
to the layers responsible for multi-class classification within the pre-
trained models to accommodate binary classification. This adaptation
is accomplished by appending a global average pooling layer (Hsiao
et al., 2018) and a dropout layer (Khan Pathan and Rana, 2022) after
the final convolutional layer of the pre-trained model. Following this,
a fully connected layer with a single node is introduced, utilizing a
sigmoid function for activation (Eq. (1)).

1
14+e>

Here, x represents the input image.

For all models (VGG, MobileNet, and ResNet), the initial layers are
frozen to retain the pre-trained weights. The original fully connected
layers are replaced with a global average pooling layer, a dropout
layer to prevent overfitting, and a fully connected layer with a single
node using a sigmoid activation function for binary classification.
The training process in this study entails 50 epochs using a specific
learning rate. The dataset is trained using the mini-batch gradient
descent method, with the selection of the optimal weights based on
achieving the highest validation accuracy across all epochs. Optimal
hyperparameters, including dropout rate, learning rates, batch size,
and sub-models, are determined through hyperparameter tuning. The
learning rate is fine-tuned to a lower value to ensure stable convergence

fx)= @
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Table 3
Summary of datasets.

Dataset Class distribution

Clean Lightly fouled Densely fouled
Original SMU 5 10 10
Augmented SMU 380 800 800
Original LU 100 558 542
Augmented LU 490 2525 2475

and to prevent large updates that could disrupt the pre-trained weights.
The dropout rate is optimized to balance regularization and model
performance. The batch size is adjusted based on memory constraints
and efficient training. The number of epochs is set to 50, with early
stopping based on validation accuracy to avoid overtraining. The sub-
model exhibiting the highest validation accuracy is selected from each
model subset.

3.5. Evaluation metrics

A validation set was used in the training procedure to assess each
sub-model’s performance. For a given sub-model, the model that had
the best accuracy (Eq. (2)) on the validation set was considered the
optimal one.

Accuracy = TruePositive + TrueN egative o)
Total

Normalized by the total number of samples, this accuracy metric con-

siders both the true positive and true negative predictions of the model.

The classifier detection results of the validation set, with the four

optimal models, include Accuracy (Eq. (2)), Precision (Eq. (3)), Recall

(Eq. (4)), and F1-score (Eq. (5)).

L True Positive
Precision = — — 3
True Positive + False Positive

Recall = T{'ue Positive - )
True Positive + False Negative

F1 - score = 2 X Pre.Cfsmn X Recall (5)
Precision + Recall

4. Results and discussion

In this section, we present the outcomes of our study to demonstrate
the effectiveness of the proposed methods. Our validation process
involves the utilization of two distinct datasets, both of which are
categorized as multi-class datasets. The utilization of data augmenta-
tion increased the total number of images within the SMU dataset to
1980. Subsequently, these images were categorized into three distinct
sets: 380 clean images, 800 lightly fouled images, and 800 densely
fouled images. Following the implementation of data augmentation,
the LU dataset has been expanded to 5490 samples from 1200. The
summarized statistics for both the original dataset and the augmented
dataset are presented in Table 3.

To ensure a fair representation of images from each set during the
training and testing phases, the dataset was further divided in 80:20
ratio. This involved segregating each category of clean, lightly fouled,
and densely fouled images into separate training and testing subsets,
with 80% of the images allocated to training and 20% to testing. This
balanced allocation across the three sets of images played a crucial role
in preserving a fair and representative distribution of various conditions
during both the training and evaluation procedures.

The soft voting ensemble classifier proposed in this study was coded
using Python and TensorFlow. The experiments were conducted on a
computer system equipped with an Intel 11th Gen Intel(R) Xeon(R)
W-2223 CPU operating at 3.60 GHz and 128 GB RAM. Retraining
and hyperparameter optimization followed the techniques outlined in
Section 3. To identify the best hyperparameter values for each sub-
model (Table 2), a hyperparameter tuning process was carried out.
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Initially, hyperparameters were randomly chosen from the predefined
search space, and subsequently, each sub-model underwent training
using the selected hyperparameter values.

Fig. 14(a) illustrates the comparison of the accuracies of the Mo-
bileNet, VGG, and ResNet models. VGG has the highest accuracy of
0.89 and RestNet has the lowest accuracy of 0.84 at 20% validation
data. In Fig. 14(b), the precision of three classifiers is compared. VGG
achieves the highest precision at 0.90, while ResNet demonstrates the
poorest performance among all classifiers, with a precision of 0.76.
In Fig. 14(c), the recall of the employed classifiers is presented. The
proposed classifier achieves a maximum recall of 0.91, while RestNet
exhibits the highest performance. MobileNet performs slightly lower,
attaining a recall of 0.90. In Fig. 14(d), which displays the F1-scores of
the classifiers in the study, RestNet outperforms the other models with
a maximum F1-score of 0.92. On the other hand, MobileNet shows the
lowest F1-score, registering at 0.83.

Fig. 15(a), Fig. 15(b), and Fig. 15(c) show the learning curves for
MobileNet, RestNet, and VGG classifiers, respectively. These curves
show that the training and validation accuracy for both datasets used
in this study increased with the number of epochs. The learning curves
indicate the models’ convergence over training epochs. The training
accuracy and validation accuracy increase steadily, showcasing the
models’ ability to learn effectively from the augmented datasets.

Fig. 16(a), Fig. 16(b), and Fig. 16(c) show the loss curves for
MobileNet, RestNet, and VGG classifiers, respectively. These curves
show that both validation and training loss decreased as the number
of epochs increased. The reduction in training and validation loss
further confirms the models’ improved performance and generalization
capability.

Confusion matrix results for TSTs biofouling detection using the soft
voting ensemble classifier for the SMU and LU datasets are shown in
Figs. 17(a) and 17(b), respectively. For the SMU and LU datasets, the
reported classification accuracy of clean, lightly fouled, and densely
fouled occurrences is 83% and 90%, respectively. The importance of
dataset scale on classification performance was emphasized by attribut-
ing the SMU dataset’s inferior accuracy to its smaller size in comparison
to the LU dataset.

The learning and loss curves (Figs. 15 and 16) indicate the models’
convergence over training epochs. The training accuracy and validation
accuracy increase steadily, showcasing the models’ ability to learn
effectively from the augmented datasets. Specifically, for the SMU
dataset, the training curve showed a steady decrease in loss with a
corresponding increase in accuracy, which is indicative of effective
learning. However, the validation curve initially mirrored the training
curve but eventually leveled off, suggesting that the model had reached
its generalization capacity with the given dataset size. In contrast, for
the LU dataset, being larger, the model continued improving for a
longer duration before the validation curve leveled off, indicating that
the larger dataset helped in achieving better generalization and reduced
the risk of overfitting. The reduction in training and validation loss
further confirms the models’ improved performance and generalization
capability. To mitigate overfitting, several strategies were employed,
including early stopping to prevent the model from learning noise in the
training data, regularization techniques such as L2 regularization and
dropout layers, and various data augmentation methods to artificially
increase the size and variability of the training dataset. These mea-
sures collectively ensured that the models performed well on unseen
data.

The comparative analysis of the evaluation metrics (Fig. 14) reveals
that VGG consistently outperforms the other models in terms of accu-
racy and precision, suggesting its robustness in detecting and classifying
biofouling conditions accurately. However, RestNet’s higher recall and
F1-score highlight its balanced performance across different evaluation
metrics, indicating its reliability in scenarios where both precision
and recall are crucial. Furthermore, the confusion matrices (Fig. 17)
provide insight into the classification performance of the models on
the SMU and LU datasets. The disparity in performance between the
datasets underscores the importance of dataset size and diversity. The
larger LU dataset enabled better generalization and higher classifica-
tion accuracy, whereas the smaller SMU dataset resulted in relatively
lower accuracy. This emphasizes the necessity of extensive and varied
training data for improving model performance and achieving reliable
biofouling detection in real-world applications.
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4.1. Results analysis

The experiments conducted demonstrate the efficacy of the soft
voting ensemble classifier for biofouling detection, highlighting the
model’s ability to generalize across different scenarios. Despite the com-
putational challenges encountered during training, the study’s method-
ology effectively addresses these issues, leading to robust performance.
The real-time biofouling detection potential is particularly noteworthy,
considering the advancements in processing speed and latency achieved
through the proposed techniques.

4.2. Comparison with existing methods

Compared to existing methods, the soft voting ensemble classi-
fier shows a marked improvement in accuracy and generalization.
Traditional approaches often rely on single models, which may not
capture the diverse characteristics of biofouling. In contrast, the en-
semble method uses the strengths of multiple sub-models, resulting in a
more comprehensive understanding and detection capability. Addition-
ally, the hyperparameter tuning process ensures optimal performance,
further distinguishing this approach from less adaptive methods.

4.3. Practical implications

The ability to detect biofouling in real time has significant practical
implications, particularly for industries reliant on marine equipment

10

and infrastructure. Early and accurate detection can lead to timely
maintenance, reducing downtime and associated costs. The study’s
findings suggest that the proposed methodology can be effectively
implemented in real-world scenarios, provided that the computational
resources are appropriately managed.

Addressing the key technical challenges in real-time biofouling
detection involved ensuring rapid data processing and minimal latency,
handling continuous data streams without bottlenecks, and balancing
the trade-off between accuracy and speed. The proposed methodology
utilized optimized algorithms and model architectures that are com-
putationally less intensive, multi-threading and concurrent processing
techniques for efficient data stream handling, and employed hardware
acceleration to reduce latency. Computational challenges during model
training, such as high memory usage, prolonged training times, and
CPU limitations, were addressed through efficient memory manage-
ment via batch training and garbage collection, distributed training to
share the computational load, early stopping and automated hyperpa-
rameter tuning to minimize unnecessary computation, and hardware
optimization. The significant disparity between dataset sizes posed
problems of generalization and bias, which were mitigated by using
data augmentation techniques to increase the size of the smallest
dataset (SMU), by using transfer learning to pre-train models on the
largest dataset (LU) and refining them on the smallest dataset, and by
ensuring balanced sampling during training to reduce bias and improve
robustness.
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5. Conclusion

To ensure the reliable and optimal performance of TSTs, it is of
prime importance to treat and mitigate biofouling. For this purpose,
it has been proposed a soft-voting ensemble transfer learning-based
approach for the detection and the classification of biofouling extent.
The proposed video image-based framework integrates critical steps
such as data augmentation, data pre-processing, and data segmentation
for enhanced performance. Overcoming the scarcity of datasets, we
conducted experiments and acquired two datasets: the first from the
TSTs platform at the SMU (China), and the second from experiments
conducted at the Tidal Turbulence Test facility at LU in Pennsylvania
(USA). Using three well-known convolutional neural network models,
namely, VGG, ResNet, and MobileNet, trained on these datasets, the
proposed soft-voting ensemble classifier demonstrated accurate detec-
tion and classification of the TST conditions, achieving an accuracy of
83% for the SMU dataset and 90% for the LU dataset. The lower accu-
racy observed in the SMU dataset was attributable to its smaller size,
highlighting the influence of dataset scale on estimation performance.
The achieved results clearly highlight the effectiveness of the proposed
video image-based ensemble transfer learning framework for robust
biofouling detection and extent estimation in TST systems. Prospec-
tive investigations should be oriented towards improving biofouling
detection and classification accuracy for prognosis purposes. To this
end, it is suggested to explore recurrent expansion algorithms that
have recently been introduced to explore deeper representations than
ordinary deep networks, dealing with data unavailability, complexity,
and drift (Berghout and Benbouzid, 2023).
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