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A B S T R A C T

The present work concerns the study of the interface fracture energy between a SiC/SiC Ceramic Matrix
Composite and an environmental barrier coating. Four-point flexural tests with no precrack were conducted.
These tests enable for the stable propagation of two interfacial cracks. They were carried out at room
temperature and were instrumented with visible light cameras. This instrumentation allowed for the analysis
of the tests thanks to digital image correlation as well as comparisons between experimental and numerical
results to locate crack tips and to calculate the interface fracture energy using numerical methods based on
linear elastic fracture mechanics. The limits of the method as well as the uncertainties associated with the
crack length and the fracture energy were assessed.
1. Introduction

Ceramic matrix composites (CMCs) are currently considered as an
attractive option to design hot section components of next generation
aircraft engines [1]. Their thermomechanical and physical properties
at high temperatures and their low density provide increased perfor-
mance under such extreme environments. In particular, silicon carbide
(SiC) fiber-reinforced SiC matrices have shown good stability up to
1300 °C [2]. However, in the presence of water vapor, oxidation and
rapid volatilization of the SiC surface occur [3]. Furthermore, the
higher the temperature, the faster the kinetics of degradation [4]. To
mitigate oxidation effects and extend lifetime [5], an Environmental
Barrier Coating (EBC) is required. One of the main concerns regarding
CMC/EBC systems is the adhesion between both constituents. The loss
of adhesion may lead to spallation of the EBC from the substrate. A
good adhesion is therefore essential to extend the lifetime of the system.

To characterize the adhesion of bi-material interfaces, several types
of tests exist including tension [6,7], compression [8,9], shear load-
ing [10,11], indentation [12] and flexural [13–18] tests. Among these
tests, four-point flexure appears adapted to characterize the adhesion
of stiff bi-materials. It was used, for instance, to quantify the adhe-
sion between an aluminum alloy and a polymer layer [13], metallic
alloys and ceramic thermal barrier coating (TBC) [14–16] but also on
CMC/EBC systems [17]. However, because of the small thickness of
the coating [14–18], an additional plate stiffening layer on the coated
surface is needed. This additional stiffening part increases the amount

∗ Correspondence to: ONERA, Chatillon, France.
E-mail address: pierre.bertrand@onera.fr (P. Bertrand).

of elastic energy stored in the system and prevents multiple transverse
cracking of the TBC or EBC from occurring. The stiffening part must
be precracked in order to ensure delamination growth at the interface
between the substrate and the coating. The control of the notch depth
to induce crack initiation at the interface is challenging. Moreover,
delamination growth may be unstable leading to an underestimation
of the fracture energy [14,18].

To avoid these limitations, a simplified flexural test is presented
hereafter. The setup is based on a four-point flexural test with no
stiffening counter plate and no machined notch. To ensure that de-
lamination is located at the interface, the EBC layer is thicker than
usual [14,18]. This new geometry was used in a three-point flexural
configuration [19] where Digital Image Correlation (DIC) was utilized
to estimate the interface crack length, which is key to compute the
interfacial fracture energy with Irwin–Kies compliance formula [20].
In the same idea, four-point flexural tests will be exploited using
full-field measurements via stereocorrelation. Stereocorrelation is an
extension of DIC that registers images acquired by multiple (in this
case two) cameras to analyze a common region of interest [21]. This
technique allows in-plane and out-of-plane displacement fields to be
measured. Full-field measurements have proven their usefulness for the
identification of relevant parameters in solid mechanics [22]. A method
is proposed herein to identify the crack length based on a comparison
between experimental displacement fields and computed ones using
https://doi.org/10.1016/j.jeurceramsoc.2024.116886
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Fig. 1. Studied multilayered system.
Table 1
Elastic properties of both constituents.

CMC

𝐸11 𝐸22 275GPa
𝐸33 130GPa
𝐺12 96GPa
𝐺13 𝐺23 87GPa
Poisson’s ratio 𝜈 0.2

YDS

𝐸 112GPa
Poisson’s ratio 𝜈 0.22

finite element models. Such identification procedure has already been
used to follow crack propagation and to estimate fracture mechanics
parameters on refractory materials [23], titanium alloy [24], delam-
ination on thermoset composites [25] and silicon carbides [26]. This
method is performed on a local model (i.e. with dimensions correspond-
ing to a zone of interest around the crack) to identify the crack lengths
during the test and then validated on a global model (i.e. including
the full specimen geometry) by comparing reaction forces between the
experiment and the simulation. Since closed-form solutions cannot be
utilized due to non-symmetric propagation of two cracks [27,28], a
numerical technique based on a contour integral is used to calculate the
interface fracture energy from the previously identified crack lengths.

In the following, after the description of the studied multilayer
system, the instrumented four-point flexural test adapted to the char-
acterization of the CMC/EBC interface fracture energy is presented.
Stereocorrelation is used to measure the displacement fields and to
follow crack propagation at the interface on a local Finite Element (FE)
model. The method to identify the crack length is then validated on
a global model. Last, the method to compute the interfacial fracture
energy is described and the results are discussed.

2. Materials and experimental setup

2.1. Materials and specimen geometry

The tested specimen is a parallelepipedic (100mm × 10mm × 4.7mm)
multilayer system. The substrate is a 2.7mm thick SiC/SiC composite.
Then, a thin layer of bond coat, made of silicon (Si), and a thick layer
(2mm) of top coat, made of rare earth yttrium disilicate (Y2Si2O7,
designated as YDS in the following), are added by thermal spray on
only one surface of the CMC substrate. The aim of the bond coat is
to improve the chemical and mechanical compatibility between the
ceramic coating and the substrate. During fabrication, a very thin layer
of silica is formed by oxidation of silicon. The system is then heated in
a furnace to stabilize the coating. This multilayer system is illustrated
in Fig. 1.

As the thickness of the bondcoat is very small compared to the top
coat (40×), it is assumed that its effect on the macroscopic behavior is
not significant. Hence, the bond coat is not considered in the following.
Table 1 gathers the elastic mechanical properties of the substrate [29]
and of the top coat layer.
2 
2.2. Experimental setup and performed tests

The four-point flexural tests were performed on a servohydraulic In-
stron testing machine with a constant crosshead speed of 0.25mm∕min.
The lateral faces of the sample were coarsely polished to eliminate the
excess of EBC on the CMC surface. On one lateral side of the sample, a
random speckle pattern was deposited using black paint on the YDS top
coat and white paint on the CMC substrate. The tests were instrumented
with two visible light cameras at an angle of 25◦ to acquire images
at a frequency of 0.5Hz. Two tridimensional calibration targets were
positioned on the specimen top surface, in the camera field of view,
to calibrate the stereosystem using Eikotwin DIC software [30]. The
testing machine and an example of images acquired during the test are
shown in Fig. 2.

The force/displacement curve is shown in Fig. 3. Four different
stages occurred. During the first stage, after a nonlinear response due to
first contact of the rollers onto the specimen surface, a linear response
is observed during loading, no damage has occurred. During the second
stage, a force plateau appears, corresponding to crack initiation at the
surface of the YDS layer and its propagation through the top coat thick-
ness. This propagation was unstable. Once the interface was reached,
the crack bifurcated and two cracks propagated independently. During
the third stage, both cracks propagated in a stable manner along the
interface until the failure of the CMC substrate occurred (fourth stage).
The stage of interest to characterize the interfacial fracture energy is the
third one. The fracture energy of the EBC is of secondary interest in this
paper. Before the third stage, the goal was to precrack the specimen
to initiate cracks at the interface. Usually, this step is carried out in
two separate procedures, first the specimen is precracked and then it
is reloaded to have re-initiation of the already present cracks and their
stable propagation [13,14,18]. In the present test, the procedure was
conducted in one single step. The load drop observed between the first
and second stages is representative of transverse EBC cracking.

Post-mortem observations using Scanning Electron Microscopy
(SEM) on the lateral sides of the polished specimen showed the bifurca-
tion of the crack at the interface (Fig. 4(a)). The gray level residual field
obtained via stereocorrelation (Fig. 4(b)) confirms the location of the
cracks at the interface during the test [31]. It is also observed that the
propagation of the two interfacial cracks was not symmetric (Fig. 4(b)).
Thus, analytical formulas to evaluate the fracture energy based on
a critical load are not used as the corresponding hypotheses are not
fulfilled [27]. It is worth noting that matrix damage was observed at
the end of the third stage. This point will be addressed in Section 3.3.

The fractured surface of the specimen and spallation of the EBC are
displayed in Fig. 5. It is observed that the crack propagated between the
DSY top coat and the Si bond coat. The crack path is rather tortuous
along the specimen width. No preferential interface in the multilayered
system is identified as the weakest entity where the cracks propagated.
This tortuous path as well as microbranching of the interfacial cracks
are shown in the SEM picture of Fig. 4(a).
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Fig. 2. Flexural setup with its instrumentation.
Fig. 3. Force vs. displacement curve of one four-point flexural test.

2.3. Stereocorrelation

In this analysis, global FE-based stereocorrelation [32] was used to
compare experimental and simulated kinematic fields. The first step of
the procedure to extract kinematic fields is the calibration of the two
cameras. It is based on the pinhole camera model [33], which allows
the 3D FE nodes to be projected onto 2D image planes of each camera 𝑐.
This step is achieved by determining the projection matrices [𝐌𝑐 ] [21].

First, a pre-calibration step was performed to initialize projection
matrices using a Point and Perspective (PnP) method [34]. Ten points
were selected for each camera. This step was simplified by the presence
of tridimensional calibration targets mentioned earlier, which gave
access to characteristic points in different planes. Second, a fine tuning
of the projection matrices was performed by identifying the camera
parameters that minimized reprojection errors.

Once the calibration of both cameras was performed, global stere-
ocorrelation was run to measure displacement fields over the whole
lateral surface of the specimen [35]. This approach facilitates the
transfer of measured displacements from experiments to simulations.
3 
3. Description of the procedure and results

3.1. Methods to follow crack propagation via full-field measurements

Full-field measurements were first used to locate the crack path on
the FE model, second, to isolate the left interface crack from the right
one with two local models, third, to identify the crack length on the
local models. As shown in Fig. 4(b), the presence of cracks induced
high gradients in the kinematic fields. Gray level residuals were used
to locate the transverse cracks as shown in Fig. 4(b).

It was assumed that the crack, which initiated in the top coat, was
straight and perpendicular to the interface. Once the crack in the EBC
is located, two local FE models are built, one for each interfacial crack
from the transverse crack (i.e. one where the crack propagated to the
right and the other to the left as shown in Fig. 6).

Each model represents a part of the sample including its full thick-
ness, starting at the transverse crack location and with a long enough
length 𝐿0 to contain the left (or right) interfacial crack length 𝐿 (𝐿 <
𝐿0) as shown in Fig. 7. The FE analyses were performed using Abaqus
Standard [36]. For the first model, an initial crack with length 𝐿
was introduced in the mesh by node splitting. Boundary conditions
corresponding to the experimental displacement fields measured by
stereocorrelation were applied on the exterior edges of the local model
except for the free edges where no load was applied (Fig. 7). The cost
function to minimize

𝜒2(𝐿) = 1
2𝑁

𝑁
∑

𝑛=1

(

(𝑈 𝑐
𝑋 (𝐿) − 𝑈 𝑒

𝑋 )
2 + (𝑈 𝑐

𝑌 (𝐿) − 𝑈 𝑒
𝑌 )

2

𝜎2𝑢

)

(1)

is written in terms of the difference between computed nodal displace-
ments (𝑈 𝑐

𝑋 and 𝑈 𝑐
𝑌 ), with 𝑋 and 𝑌 respectively the horizontal and

vertical directions, and experimental nodal displacements (𝑈 𝑒
𝑋 and 𝑈 𝑒

𝑌 )
measured via stereocorrelation. 𝑁 is the number of nodes used to
evaluate the cost function and 𝜎𝑢 the standard uncertainty associated
with experimental displacements. Then, the crack length 𝐿 is increased
by an incremental length and the cost function is computed again.

The area close to the crack was not considered in the cost function
not to take into account perturbations due to discontinuous fields.
The crack length was increased by an increment of 100 μm until the
minimum of the cost function was reached.

This method allows both cracks to be separated and to study them
one by one. The mesh used in the simulations was refined in compari-
son to the measurement discretization to achieve a finer resolution for
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Fig. 4. Illustration of crack bifurcation at the interface before final failure of the specimen via (a) SEM and (b) gray level residual field for a 750N applied force.

Fig. 5. Fractured surface at the interface on the CMC and EBC sides.

Fig. 6. Local FE models to identify the crack lengths.

Fig. 7. Local model to identify the crack length (example for the left crack).
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Fig. 8. (a) Change of the cost function 𝜒2 as a function of the considered left crack length 𝐿. (b) Crack lengths identified using full-field measurements.
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he detection of the crack tip. The mesh size used for the simulations
as 0.1mm. It is thus the minimal crack length variation over which the

ost function was evaluated. To get a better resolution on the identified
rack length, the cost function 𝜒2 was interpolated with a parabolic
olynomial (Fig. 8(a)).

The identified crack length corresponds to the minimum of the
arabolic interpolation as shown in Fig. 8(a). The evolution of both
rack lengths is shown in Fig. 8(b). The procedure is then repeated
sing nodal displacements measured via stereocorrelation on the next
mage. The same loop is performed on the other local model to identify
he crack length on the other side of the transverse crack. With this
rocedure, the information on crack propagation is only provided on
he surface. It is thus mandatory to make some assumptions when
onsidering the width of the specimen. The shape and the length of the
racks were assumed to be the same through the width of the specimen.
his strong assumption is discussed in the next section.

.2. Limit of the method to identify the crack length

The method developed to identify the crack length has been per-
ormed on two four-point flexural tests. As the identification procedure
s based on experiment/simulation comparisons, the uncertainty level
f the crack length is directly linked to those associated with the
xperimental displacement measurements. The standard uncertainty
f the nodal displacement from the stereocorrelation measurement is
.3 μm. This value was obtained by performing stereocorrelations over
0 reference images (i.e. with no applied load). To assess the uncer-
ainty of the sought crack length 𝐿, the kinematic sensitivities [37] of
he measured data with respect to 𝐿 are computed

𝑼 (𝒙, 𝐿) =
𝜕𝑼 𝒄 (𝒙, 𝐿)

𝜕𝐿
(2)

where 𝑼 𝒄 (𝒙, 𝐿) is the computed nodal displacement. In practice, the
sensitivities are computed via forward finite differences between a first
simulation where the crack length is the one identified with the method
previously described and a second simulation where the crack length is
increased by 1% of the identified one. The sensitivities are gathered in
a column vector

{

𝜕𝑼𝒄

𝜕𝐿

}

. It is now possible to compute the associated
scalar Hessian 𝐻𝐿𝐿

𝐻𝐿𝐿 =
{

𝜕𝑼 𝒄

𝜕𝐿

}𝑇 {

𝜕𝑼 𝒄

𝜕𝐿

}

(3)

This quantity is used to determine the standard uncertainty of the crack
length denoted 𝜎𝐿. In this case, the input data are considered unbiased,
Gaussian and white [32]. Therefore, the variance of the identified
parameter 𝜎2𝐿 is proportional to the inverse Hessian [38]

𝜎𝐿 =
𝜎𝑈
√

(4)

𝐻

5 
In the present, a value of 1 μm was found.
In Section 3.1, it was mentioned that measured boundary conditions

were prescribed on the exterior edges. As the measured displacement
has its own uncertainty, its contribution must be taken into account
on the final value of the identified crack length 𝐿. The propaga-
tion of uncertainties was conducted by computing sensitivity vectors
as previously explained. In practice, for 𝑖 nodes where experimental
boundary conditions are prescribed, 2𝑖 simulations are run. For each
simulation one nodal displacement prescribed as boundary condition
was perturbed by 1% of its initial values while the others remained
equal to their initial value. The vertical and horizontal components are
perturbed independently so two simulations are needed per node. The
sensitivity vector (Eq. (2)) becomes a rectangular matrix where each
column is the sensitivity to one degree of freedom. The last column is
the sensitivity associated with the crack length previously computed.
As

{

𝜼𝑼
}

and
{

𝜼𝒑
}

respectively the uncertainties on the displacement
fields and on the parameters {𝒑} (i.e boundary conditions and crack
length) are related by
{

𝜼𝒑
}

=
[

[𝑺]⊤ [𝑺]
]−1 [𝑺]⊤

{

𝜼𝑼
}

(5)

o evaluate the uncertainty level on the crack length, the full covari-
nce matrix associated with the parameters is needed
{

𝜼𝒑
}{

𝜼𝒑
}⊤

⟩

= 𝜎2𝑈 [𝑯] (6)

ecause
⟨

{

𝜼𝑼
}{

𝜼𝑼
}⊤

⟩

= 𝜎2𝑈 [𝑰] and with

𝑯] = [𝑺]⊤ [𝑺] (7)

here the diagonal terms are the autosensitivities where the corre-
ations are not accounted for. The total variance of the crack length
s [37]

2
𝐿 = 𝜎2𝑈

∑

𝑖

𝑉 2
𝑘𝑖

𝐷𝑖𝑖
(8)

where the matrix [𝑽 ] gathers all column eigenvectors, and [𝑫] is the
diagonal matrix of eigenvalues of the Hessian matrix, 𝑘 corresponds
to the last column (or line) of the Hessian matrix, 𝐿 being the last
parameter considered to assemble the sensitivity matrix. The standard
uncertainty of the crack length was equal to 30 μm with this approach.
It is significantly higher than the 1 μm level reported without taking
into account the boundary condition contributions on the crack length
uncertainty. Yet, this uncertainty level is lower than what has been
achieved with crack tip detection algorithms based on direct image
processing [39] or convolutional neural networks [40]. Moreover, DIC
has the advantage of acquiring kinematic information over a larger
region of interest. Some studies proposed to identify the crack length
based on the discontinuity in the kinematic fields computed via DIC and
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Fig. 9. Global model with cracks and contour around the left crack tip used to evaluate J-integrals.
the uncertainty levels reported were significantly higher (270 μm) [41].
Moreover, there is a clear benefit of using this approach because it is
mechanically based.

3.3. Validation of the method on a global model

The crack lengths previously identified are now used on a global
model to compare the measured force by the load cell to the com-
puted reaction forces. The global model includes cracking through the
thickness of the EBC and along the interface. Boundary conditions from
stereocorrelation are applied on four nodes corresponding to the con-
tact points of the rollers onto the specimen (Fig. 9). They are updated
in accordance with the corresponding image (i.e. one simulation is run
for each image). The simulation is conducted in 2 dimensions with the
assumption of plane strain states. It is worth mentioning that a strong
hypothesis was made by considering that the crack lengths and the
boundary conditions are identical through the width of the specimen.
Such assumption has to be made considering that stereocorrelation
gives surface information.

First, only the elastic stage is considered, the experimental force is
compared with the sum of the vertical component of reaction forces
extracted at the 2 nodes corresponding to the lower contact with the
rollers. These quantities are extracted as post-processing for each con-
sidered image. This pre-analysis allows for the validation of the model
hypothesis (material properties, boundary conditions, 2D assumption).

The next analysis consists in introducing the cracks, identified by
the procedure described in Section 3.1 in the global model to simulate
the degradation of the global stiffness of the system. As for the local
models, transverse and interfacial cracks are introduced by splitting
the nodes in the mesh. Thus the simulation is still linear elastic. The
comparison between experiment and simulation shows a very good
correlation (Fig. 10) until image 80. The loss of global stiffness is well
described. After image 80 the simulated response starts to deviate from
the experiment.

Let us mention that this curve highlights the importance of using
directly displacement fields computed via DIC as boundary conditions
instead of “Ideal” boundary conditions (i.e. the displacement prescribed
by the machine crosshead on the bottom rollers and no displacement
of the top rollers) if one wants to minimize the gap between simulated
response and experimental one. “ideal” boundary conditions result in a
different force/displacement response as illustrated in Fig. 11(b). That
discrepancy is due to the fact that “ideal” boundary conditions do not
6 
Fig. 10. Comparison between simulated (simu) and experimental (exp) reaction forces.

take into account the displacement of the top rollers and the left/right
side asymmetries as displayed in Fig. 11(a).

This comparison allows us to validate the developed strategy to
locate and identify the crack length via its effects on the kinematic
fields using local FE models. Moreover the comparison between ex-
periments and simulation for the global model (Fig. 10) shows the
limits of validity of this method. One may assume that after image
80 new dissipative phenomena appeared in addition to interface crack
propagation, which are not taken into account in the global model
(Fig. 9). Among these phenomena, it is very likely that damage arose
in the CMC substrate during the third stage in Fig. 3 before its final
failure. Some study performed on similar materials showed that as the
SiC matrix of the substrate is brittle, microcracking occurs at very low
tensile load [10]. In the four-point flexural test presented herein, the
bottom part of the CMC is subjected to tensile stress, which is more
important in the zone of debonding with the EBC. It is expected to have
matrix microcracks in this zone, that is why the overall stiffness of the
system is higher in simulations than in the experiment. This subject
will be discussed in more details in Section 4.1. For the moment, only
the first images of the third stage (Fig. 3), herein from images 50 to
80, were considered in the energy release rate computations presented
hereafter.
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Fig. 11. (a) Experimental displacement applied as boundary conditions on the four nodes corresponding to the rollers. (b) Comparison between reaction forces with “ideal” (ideal
C) and experimental (exp BC) boundary conditions with the experimental (exp) force.
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.4. Interfacial energy release rate

With the previously identified crack lengths, it is possible to com-
ute the macroscopic fracture energy of the interface, in the sense that
he bond coat is neglected as well as the roughness geometry of the
nterface. In the present case, the fracture energy corresponds to the
ritical energy release rate [42]. The critical energy release rate 𝐺𝐶 was
omputed using an interaction integral (𝐽 -integral), which has been
sed for bimaterials [43]. The 𝐽 -integral allows for the computations
f energy release rates for the prescribed boundary conditions. In
he present case, as the cracks are propagating in a stable manner
or the considered images, the 𝐽 -integral gives access to the fracture
nergy 𝐺𝐶 . The advantage of using such numerical technique is that
he fracture energy 𝐺𝐶 is computed individually around each interfacial
rack, namely, the one propagating on the right and on the left. The
valuation of 𝐺𝐶 was conducted after a stable crack propagation regime
as established on both sides (i.e after image 50 for both tests). It is
orth mentioning that such method does not require the force or any
nloading to compute the energy release rate. The force only serves
o validate the approach as described in Section 3.3. A preliminary
tudy showed that the 𝐽 -integral must be evaluated at least around
0 contours of elements around the crack tip to get a converged value
f 𝐺𝐶 . The 10th considered contour is illustrated in Fig. 9. The mesh
s refined around the crack tip to capture the stress singularity in this
one (Fig. 9). 𝐺𝐶 was computed on the global model previously used
o validate the method.

. Discussion

.1. Evolution of the fracture energy

The fracture energy has been evaluated with the 𝐽 -integral for two
our-point flexural tests during the stable crack propagation phase at
he interface. The change of 𝐺𝐶 during the two tests is reported in
ig. 12.

As previously mentioned, only the part until image 80 is considered
or the evaluation of 𝐺𝐶 . For both tests, the simulation response
eviated from the experimental response after image 80. There is a ten-
ency of greater values of 𝐺𝐶 when the crack length increases. This may
e related to the change in mode mixity during crack propagation [44].
n the present case, the mode mixity 𝛼 is defined as a ratio of the energy
elease rate in mode II 𝐺𝐼𝐼 with respect to the total energy release rate

=
𝐺𝐼𝐼

𝐺𝐼 + 𝐺𝐼𝐼
(9)

where 𝐺𝐼 and 𝐺𝐼𝐼 components are evaluated using the Virtual Crack
Closure Technique [45]. As for energy release rate evaluations with the
𝐽 -integral, the VCCT is applied to the left and right cracks individually
 r

7 
so that the mode mixity is evaluated for both cracks. The ratio of the
energy release rate in mode II 𝐺𝐼𝐼 with respect to the total energy
release rate is higher for the right crack for both tests. It ranges between
0.25 and 0.28 for the left crack, and between 0.29 and 0.40 for the right
crack (Fig. 13).

If each crack is considered separately, 𝛼 is constant over the domain
of propagation with the mean values of 𝛼 being equal to 0.26 for the left
crack for both tests and 0.32 (test1) and 0.34 (test2) for the right crack.
Thus, the increase observed in Fig. 12 was due to other phenomena.
In particular, as mentioned before, microcracking of the substrate may
lead to an overestimation of the energy required to propagate the
cracks. To analyze this phenomenon at a more local scale, maximum
principal strain levels in the CMC were investigated on the global model
(Fig. 9). The evolution of maximum principal strain level in the CMC
substrate is shown in Fig. 14(a) between images 50 and 80. The zone
where the maximum principal stress is the highest is located above the
transverse crack in the EBC (Fig. 14(b)). This region was subjected to
the highest tensile stress that gives rise to matrix microcracking of the
CMC substrate. In the literature, a study performed on a similar SiC/SiC
CMC reported that non linearity of the stress/strain curve appeared
at a level of 0.001 [29]. This threshold of principal strain is reached
fter image 60 for test 1 and after image 55 for test 2. Thus, the
lastic assumption made in the FE simulation was valid only for the
irst images. For these images, before reaching the 0.001 threshold,
𝐶 was constant (Fig. 12(a)). After image 60, it starts to increase for

est 1 and the same trend is observed for test 2 after image 55. This
ncrease is due to the presence of microdamage in the CMC substrate.
his microdamage does not have an impact on the macroscopic force
Fig. 10) until image 80 for test 1.

The mode mixity change does not explain the increase in fracture
nergy 𝐺𝐶 with respect to the crack length. The mode mixity is slightly
ifferent between the cracks propagating on the left and on the right.
owever, it alone cannot explain such a difference in 𝐺𝐶 values be-

ween the two sides. It is worth mentioning that, as shown in Fig. 5,
he crack at the interface is propagating between the Si bond coat and
he DSY layer over the width of the specimen. Such an observation
as made for the crack propagating to the right. Surface observations,
n the lateral side of the specimen, showed a similar tortuous path
or the crack propagating on the left. There is no major difference
n the crack path location between left and right sides to explain
𝐶 differences. A better understanding of such a gap may require an
nalysis at a smaller scale, such as the interface roughness. In the
iterature, the estimation of 𝐺𝐶 at the interface of CMC/EBC systems
ia flexural tests is not very common. Some values have been reported
n the same system but after ageing the specimens, which means that
he TGO thickness was higher and the interface was degraded, they

−2 −2
ange from 12 Jm to 20 Jm [18]. Those values were evaluated on
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Fig. 12. Evolution of 𝐺𝐶 for (a) test 1 (b) test 2.
Fig. 13. Evolution of 𝛼 the ratio of the energy release rate in mode II 𝐺𝐼𝐼 with respect to the total energy release rate for (a) test 1 (b) test 2.
Fig. 14. (a) Change of the maximum principal strain level in the CMC substrate for the two tests. (b) Maximum principal strain field around the transverse crack (image 80).
4-point flexural tests during which unstable propagation of the cracks
was reported contrary to the present case for which stable propagation
occurred. In the present study, a 4-point flexural configuration was
chosen. However, in such a test, one has to deal with two interfacial
cracks, which did not propagate symmetrically. To overcome this issue,
a modified clamped beam geometry in flexure may be an interesting
option since a single interfacial crack then propagates [46].
8 
4.2. Impact of uncertainty sources on the fracture energy

To further analyze the uncertainty level associated with 𝐺𝐶 , a
sensitivity analysis is performed. Six parameters {𝒑} are identified as
sources of uncertainties on 𝐺𝐶 , namely, the four nodal displacements
applied as boundary conditions on the four contact points and two
crack lengths at the interface (right and left crack). The sensitivity
of 𝐺 with respect to these parameters was evaluated by computing
𝐶
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Table 2
Sensitivities of 𝐺𝐶 associated with each parameter.

Parameter Sensitivity 𝛥𝐺
𝐺𝐶

(%)

Top right displacement 0.11
Top left displacement 0.57
Bottom right displacement 0.94
Bottom left displacement 1.2
Right crack length 0.07
Left crack length 0.64

the forward finite differences between the calibrated value of 𝐺𝐶 (i.e.
computed with initial parameters) and the perturbed value of 𝐺𝐶 for
which one of the 6 parameters is increased by 1% of its initial value (the
other 5 parameters remain unperturbed). This procedure was repeated
for all 6 parameters. The results are gathered in Table 2.

This analysis shows that the most sensitive parameters are the
boundary conditions applied to the bottom nodes. The right crack has
a negligible impact on the 𝐺𝐶 value because in this example, 𝐺𝐶 is
computed for the left crack. The total uncertainty on 𝐺𝐶 was computed
with the differential of 𝐺𝐶

𝑑𝐺𝐶 =
∑

𝑝

𝜕𝐺𝐶
𝜕𝑝

𝛿𝑝 (10)

y taking the variance

2
𝐺𝐶

= ⟨𝑑𝐺2
𝐶 ⟩ =

∑

𝑝

(

𝜕𝐺𝐶
𝜕𝑝

)2
𝜎2𝑝 (11)

ives the standard uncertainty 𝜎𝐺𝐶
on 𝐺𝐶 . With the data reported in

able 2, the standard uncertainty on 𝐺𝐶 is 0.5 Jm−2. The uncertainty
evel of 𝐺𝐶 evaluated for the right crack and the left crack are similar
nd varies from 0.2 Jm−2 to 0.7 Jm−2. The uncertainty associated with
he crack length does not have a strong impact on the final value.

. Conclusion

A four-point flexural setup was successfully employed to initiate
nd propagate stable cracks at the interface between a CMC and its
BC. This test does not need the use of a counter plate or a machined
recrack before the test. It is thus easier to prepare the specimen and
ut it in place in the testing machine.

Crack propagation along the interface was followed via FE-based
tereocorrelation, which was found very useful to compare displace-
ent fields from experiments and finite element simulations. This

omparison allowed the crack lengths to be identified during the test
y their effect on the kinematic fields in the region of interest. This
rocedure was used to assess the crack length along the interface during
he test with two local models in order to study both cracks separately.
s the crack length identification was performed on a local model, the
elevance and accuracy of this method was validated at a global scale
aking into account the full specimen. Simulations were performed with
nserted cracks in the mesh and the computed reaction forces were
ompared to the experimental measurements. This step highlighted the
mportance of applying boundary conditions from experimental dis-
lacements in order to reproduce the test kinematics in FE simulations.
ith the global simulation, a good correlation was observed with the

xperimental data, which validated the proposed method to identify
he crack length up to a certain level where the two results started
o deviate. This difference was attributed to an additional dissipative
henomenon, which corresponds to microdamage in the CMC substrate
hat was not taken into account in the simulations and gave the domain
f validity of this method.

As soon as the crack tip position was determined, the critical energy
elease rate 𝐺𝐶 was computed on the numerical model during crack
ropagation. The value of 𝐺𝐶 was consistent with values found in the
iterature [18]. The value of 𝐺𝐶 was influenced by uncertainties asso-

iated with the crack tip position and measured boundary conditions.

9 
he proposed method to identify the crack length and to compute
𝐶 permits to take into account these uncertainties and to quantify

heir impact. Such method can be easily adapted to various loading
onditions as long as a local model can be built around the crack
ithout perturbations of the displacement field caused by the proximity
ith other cracks for instance. This method has been carried out on two

lexural tests where only one transverse crack was present. However,
n some cases, multiple transverse cracks initiated in the coating. In
hese cases, the transverse cracks bifurcated at the interface but the
nterfacial cracks did not propagate over a distance as long as in the
ases where only one transverse crack was present. The local zones
round each interfacial crack were very small because the cracks were
lose to each other. Hence the quantity of kinematic information used
uring the cost function evaluation was reduced.
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