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ABSTRACT
Several real-time applications rely on dynamic graphs to model
and store data arriving from multiple streams. Providing both high
ingestion rate and efficient analytics with transactional guarantees
is challenging, even more so when updates may be received out-
of-order at the database. In this work, we propose HAL, a novel
in-memory dynamic graph database design, addressing these chal-
lenges. HAL outperforms comparable systems by a factor of up to
73× in terms of update processing throughput and up to 357× for
analytics, while being the first to support out-of-order updates.

1 INTRODUCTION
Dynamic graphs are omnipresent in real-time applications that gen-
erate massive amounts of data [45]. In particular, timely analysis
of high-velocity graph data streams [12] is critical for applications
such as monitoring of cyber attacks in system security applica-
tions [53], fraud detection in financial institutions [53], anomaly
detection in IOT networks [30, 52] and many more.

We consider dynamic graphs, where edges are continuously added
and deleted to a single graph, from multiple update streams. The
dynamic graphs are stored in a transactional graph database. Each
edge update or deletion carries a source (stream) time 𝑆𝑇 , assigned
at the moment when it was emitted, and an arrival (or transaction)
time 𝑊𝑇 , assignedwhen the graph database receives it.We assume
that all the stream timelines are reconcilable, that is: a global order
can be established over any set of updates coming from multiple
streams1. Furthermore, updates may be received at the database
out-of-order [17] (ooo, in short): due to different latencies on
the propagation paths between the data source and the database,
there may be two edge operations (insertion and/or deletion) 𝑢1, 𝑢2,
issued at stream times 𝑆1

𝑇
< 𝑆2

𝑇
, concerning the same or different

edges, such that 𝑢2 is received at the database at a time𝑊 2
𝑇
when

𝑢1 has not yet been received. Therefore, ooo updates are ordered
differently based on source time (𝑆𝑇 ) and on database time (𝑊𝑇 ).

Such scenarii are frequent in IoT applications [10, 29], where
changes in the network topology cause edges to appear and disap-
pear rapidly. In IoT networks [20], issues such as multi-path rout-
ing [35, 51], route fluctuations [4], link-layer retransmission [13, 26],
and router forwarding [37] may lead to ooo updates. For instance,
in Intelligent Transportation Systems, there are two main varia-
tions: (𝑖) Nodes (sensors) are fixed, e.g., intersections, while edges
reflect route segments whose status may vary in real-time due to
anomalies such as traffic jams, accidents, road closures, etc. [8, 16,
30, 34, 46, 52]. If a sensor sends an update indicating the opening
of a route, followed by another update for its closure, receiving
1This can be achieved via well-known distributed systems techniques, e.g., [25].

Figure 1: Sample dynamic graph with out-of-order updates.

these ooo may lead to misrepresent the current traffic situation.
(𝑖𝑖) Nodes move, e.g., Unmanned Aerial Vehicle (UAVs); edges de-
note communication links between them [43]. As UAVs move, these
links appear and disappear rapidly. This dynamic behavior is crucial
for security surveillance and monitoring, agricultural field inspec-
tion, [5, 21, 39, 50]. If an edge denoting the connection between
two UAVs is created then removed, and the updates are received
ooo, again path planning may be impacted.

Figure 1 illustrates dynamic graphs with ooo update propaga-
tion on a graph (at the top) where for each edge, the database
receives an insertion, and for most, it also receives a deletion. On
each edge, we show the one or two possible operations, insertions
(+) and/or deletions (-) in the order of their arrival at the database, to-
gether with their stream time 𝑆𝑇 . For instance, for the edge between
A and B, +1, -2 states that the insertion with 𝑆𝑇=1 arrives before the
deletion with 𝑆𝑇=2. On the contrary, for the edge between B and C,
the deletion emitted at 6 is received before the insertion emitted at
5. In existing dynamic graph systems, e.g., [11, 14, 23, 28, 38, 53],
unaware of possible ooo updates, updates are processed in the or-
der in which they are received on the database site; these systems
assume that no deletion arrives in the database before its associ-
ated insertion. Such a deletion is ignored; the (delayed) edge
insertion is applied, leaving the edge in the system. Instead, the
deletion should be recorded even before the matching insertion is
received; when the insertion arrives, the respective edge should be
understood as having been inserted then deleted. In our example,
after the updates arriving as shown at the top of Figure 1, the graph
stored by a system that does not handle ooo insertions is the one
depicted at the bottom left. However, the correct final graph (at
the bottom right) accurately depicts the sequence of events based
on the order of their generation; the two differ in the edges shown
in red at the top, and which were transmitted ooo.

Dynamic graph databases with ooo updates raise two challenges:
maintaining consistent snapshot views of the dynamic graph, to be
able to answer analytical queries over it; and, balancing high trans-
actional write throughput and accurate analytical scans queries.

Existing solutions for these challenges can be grouped in five cat-
egories: (𝑖) Buffer-based approaches [15, 22, 33, 40, 48] temporarily
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store updates in a buffer, and sort them before insertion in the data-
base; query accuracy cannot be guaranteed on updates at the buffer
boundaries. Buffering also increases latency, which conflicts with
real-time analytics. (𝑖𝑖) In punctuation-based methods [2, 31, 32] a
special markers (or “punctuation”) in a stream indicates that no ooo
update follows. This also incurs delays as the system waits for the
marker. (𝑖𝑖𝑖) Speculation-based approaches [6, 7, 41] optimistically
assume all updates are in order, and processes queries and analytics
on the resulting graph. However, when ooo updates are detected,
rollbacks are needed. This invalidates previous query results, and
complicates processing. (𝑖𝑣) Approximation-based systems [1, 9, 49]
provide bounded-error estimates of numerical queries. Instead, we
focus on precise graph operations, e.g., shortest paths, which need
an accurate snapshot. (𝑣) A naïve approach for handling ooo updates
in dynamic graphs would keep all edges in a stream-time ordered list.
However, this conflicts with many graph operations’ data access
patterns. For instance, graph traversals need random vertex access
by their ID, then sequential scan over node neighborhoods; this
incurs re-sorting nodes. Also, maintaining stream time order after
ooo updates would significantly impact the throughput.

To address the above challenges, we introduce HAL, a novel
in-memory dynamic graph store with multi-version concurrency
control protocol (MVCC).

We make the following contributions:
• HAL is based on a novel data structure called Stream-time Sorted
Adjacency List (STAL, in short), in which we efficiently store
in-order and ooo updates, while also providing fast data access
for graph analytics.

• We propose a novel data structure which we use to identify
the most likely insertion-deletion operation pairs over the same
edge, and integrate it fully within our store, even after garbage
collection.

• Our experiments show that HAL strikes a good balance be-
tween high transactional write throughput and efficient ana-
lytical queries. Compared to prior systems (which do not handle
ooo updates), HAL’s throughput is up to 73× higher, while its
advantage on analytics goes up to 357×.
Below, we outline related work, then clarify our assumptions in

Section 3, before describing our proposed in-memory graph store,
named HAL (Section 4), together with its associated algorithms
(Section 5 to Section 8). We present an experimental evaluation
showing that our system’s specific optimizations allow it to cut
a good compromise between memory and speed and outperform
comparable systems in Section 9, before concluding.

2 RELATEDWORK
Dynamic graph database systems [11, 14, 23, 28, 53] that enable
efficient edge scans for analytics, and facilitate single-edge in-
sertions, can be seen as two groups: those that provide transac-
tional guarantees, such as LiveGraph [53], Teseo [28], Sortled-
ton [14], Spruce [47], and those that do not, such as GraphOne [23],
Stinger [11] and Llama [38].

Our work belongs to the former group, in which we further
identify two main designs. LiveGraph stores graph edge entries
(insertions and deletions) in adjacency lists, one for each source ver-
tex, stored in the order in which they are received; it supports random

System Edge insertion Edge deletion Edge look-up
Llama, Stinger 𝑂 ( |𝐸 |) 𝑂 ( |𝐸 |) 𝑂 ( |𝐸 |)
GraphOne 𝑂 (1) 𝑂 ( |𝐸 |) 𝑂 ( |𝐸 |)
LiveGraph 𝑂 (1) 𝑂 ( |𝐸 |) 𝑂 (1)
Teseo, Sortledton, HAL out-of-order 𝑂 (𝑙𝑜𝑔( |𝐸 |)) 𝑂 (𝑙𝑜𝑔( |𝐸 |)) 𝑂 (𝑙𝑜𝑔( |𝐸 |))
Spruce 𝑂 ( |𝐸 |) 𝑂 (𝑙𝑜𝑔( |𝐸 |)) 𝑂 (𝑙𝑜𝑔( |𝐸 |))
HAL in-order 𝑂 (1) 𝑂 (1) 𝑂 (1)

Table 1: Complexity comparison across systems

vertex access. The edges in each adjacency list are stored contigu-
ously, thus reading them does not cause random accesses. For each
edge update, LiveGraph stores the transaction timestamp and also
possibly the invalidation timestamp. In contrast, Sortledton and
Teseo store edge updates in fixed-sized blocks; Teseo stores the
blocks in a B+ tree, and Sortledton in a skiplist. Within each block,
and across the B+ tree, respectively, skip list for each source vertex,
edge updates are sorted by destination IDs. Versions are maintained
using the Hyper [42] protocol: both systems store the latest version
of each edge in a sequential block, while older versions are stored in
overflow linked lists; scanning these leads to more random accesses,
thus cache misses. Spruce maintains two blocks per source vertex:
a buffer block and sorted block. The buffer block contains a fixed
number of unsorted edges (64 edges); when it fills, all the edges
it stored are merged into a single block sorted by destination IDs.
Hence, fewer cache misses occur when reading the sorted adjacency
list block for analytics. However, frequent merges needed to main-
tain one adjacency list per source vertex is costly. The Sortledton,
Teseo, and Spruce stores do not preserve the update arrival order;
extending them to support out-of-order updates would require a
complete redesign.

In non-transactional stores, GraphOne inserts edges in a write
store, which is a circular buffer; when full, edge updates are sent to
a separate read store, where they are sorted by vertex ID and stored
together with multiple snapshots of the graph. Stinger uses an
adjacency list design; edges are added to small blocks in the order
of their arrival. Single writes and reads are thread-safe, but graph
scans are not, if concurrent with updates [11].

Llama batches updates into a write store and periodically moves
them to the read store, a multi-version compact CSR, supporting
sequential access to vertices and their neighborhood [44]. Each
version of CSR calls it a snapshot; the authors [38] suggest creating
one every 10s. Table 1 shows the time complexity of the main oper-
ations (edge insertion, edge deletion, and edge look-up) on related
systems. In practice, edge insertion requires two steps: (𝑖) check if
the edge exists already, (𝑖𝑖) insert it if not already there.

Sortledton and Teseo perform (𝑖 ,𝑖𝑖) in 𝑂 (𝑙𝑜𝑔( |𝐸 |)). LiveGraph
simply appends the edges in the neighborhood list; it uses Bloom
filters to check the edge’s existence, which takes 𝑂 (1). However,
if false positives occur, the verification raises the cost to 𝑂 ( |𝐸 |).
Spruce takes 𝑂 (𝑙𝑜𝑔( |𝐸 |)) for existence checks and deletions; how-
ever, for insertion, it takes 𝑂 ( |𝐸 |) due to the merging cost from
buffer block to sorted block. GraphOne inserts an edge in 𝑂 (1)
without checking for existence; deletion and lookup incur a lin-
ear search. Stinger and Llama incur 𝑂 ( |𝐸 |) for all three operations
because of searches in the adjacency list.
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Figure 2: Sample dynamic graph.

Our system, HAL, performs in-order insertions in 𝑂 (1), better
than the state-of-the-art; ooo insertions take 𝑂 (𝑙𝑜𝑔 |𝐸 |). For dele-
tions and edge search: on in-order updates, HAL has better com-
plexity than the existing systems; on ooo updates, its complexity
matches that of Sortledton and Teseo, and avoids LiveGraph’s worst
case (false positives). Existing systems do not support ooo updates,
which HAL is built to support, all the while improving performance
on the operations also supported by other stores (Section 9).

3 PRELIMINARIES
Data modelWe consider a directed graph 𝐺 , which at any point
in time consists of a set of nodes 𝑁 and edges 𝐸. Each edge has a
source and destination vertex from 𝑁 . Each edge, and each node,
may have attributes (or properties). Similar to other systems [14, 28,
53], we store the graph topology separately from node and/or
edge properties, and, in this work, we focus on efficiently handling
updates and queries on the graph topology. For all such systems,
data access paths based on node/edge properties can be added and
optimized in a complementary way.
Out-of-order update An update can be judged in-order or out-of
order (ooo) only at the database site. Specifically, update 𝑢 with
stream time 𝑆𝑇 , received at the database at time𝑊𝑇 , is ooo if (𝑖) 𝑢
is a deletion and no insertion of the same edge has been received,
and/or (𝑖𝑖) the database has already received at a time𝑊 ′

𝑇
<𝑊𝑇 an

update with stream time 𝑆 ′
𝑇
>𝑆𝑇 .

Best-guess associated update At the database, insertions and
deletions emitted from multiple streams are possibly received ooo.
To build our current view of the graph, at any time, our system
tries to guesses the associations between insertions and deletions
of the same edge. Specifically, leveraging update stream times, to
each insertion (respectively, deletion), we either:

• associate the most likely deletion (respectively, insertion); or
• consider that none of the deletions (respectively, insertions)

received so far is associated to this insertion (respectively,
deletion). In this case, the “missing” operation is either de-
layed (we will receive it later), or may never be emitted,
e.g., some insertions are never followed by deletions.

When, for a given edge, more than one ooo update is received, our
best-guess associations between insertions and deletions may change.
We say then, that an ooo update may steal its associated update,
from another. Sections 5 and 6 detail this.

4 STORAGE SYSTEM OVERVIEW
In this section, we present a high-level overview of our novel His-
tory Adjacency List (HAL, in short) data store. We opted for
an adjacency list design for our graph storage because it offers a
good balance between data access locality, which is important for
queries, and high ingestion throughput, which is important for high
transactional throughput [14].

The HAL design layout resembles the one of LiveGraph [53],
which preserves the arrival order of updates (as detailed in Sec. 2).
The HAL layout innovates on two areas:

Five layout optimizations: (𝑖) the arrival order of the adja-
cency list is maintained based on the stream time; (𝑖𝑖) multiple
fixed-size adjacency list blocks are proposed rather than a single
adjacency list, thereby reducing costly resize requests; (𝑖𝑖𝑖) edge
entry metadata is stored separately from the destination IDs; this
allows faster access to destination ID scans, which are predominant
in analytical queries, thus improving analytical scan performance
(details of (𝑖),(𝑖𝑖),(𝑖𝑖𝑖)) are in Sec. 4.2); (𝑖𝑣) we propose a novel strat-
egy inspired by cracking [18] to minimize the data access needed to
perform a per-edge deletion check during analytical scans concur-
rent with updates (we detail this in Sec. 7); (𝑣) garbage collection
is performed using writer threads instead of background threads.
This approach reduces contention between the background threads
and reader/writer threads, leading to better memory management
(as we detail in Sec. 6.1).

Most likely insertion and deletion association strategy: We
use a secondary index (hash table) that efficiently and accurately
associates the most likely insertion and deletion entries in the
adjacency list, leveraging their stream time. It can dynamically
adjust these associations if multiple ooo updates are received for
the same edge, thereby ensuring correct ordering of the adjacency
list by stream time. We detail this in Sec. 4.1.

Throughout our discussion, an edge of the form 𝑠→𝑑 connects
a source node with a destination node, called simply source and
destination below. An update (or entry) is an insertion or deletion
of an edge. To avoid confusions, we call stream an individual source
of graph updates; stream time refers to the time local to that stream.

HAL stores and processes updates in an adjacency list, sorted by
the source of the inserted/deleted edges; the list is the entry point
for any read and write. HAL is append-only: insertions and deletions
only add data to the store. To keep its size under control, however,
HAL content can be garbage collected (as we will discuss in Sec. 6.1).
HAL aims to maximize efficiency for in-order updates, which we
expect to be more frequent than ooo ones; if and when needed,
dedicated fields are created within HAL to store and exploit ooo
updates efficiently. Finally, HAL aims to support graph analytics
concurrently with updates from multiple streams.

HAL has two main structures: a vertex array (VA, in short), and
a stream time-sorted adjacency list (STAL, in short), each holding
an entry for each graph vertex, denoted, respectively, VA[𝑠] and
STAL𝑠 . Figure 2 illustrates successive states, labeled a) to h), of a
sample graph. Each edge depicts an update; if it is crossed, it is a
deletion, otherwise, an insertion. On each edge we show its stream
time, and an edge property, e.g., its weight 𝑤 . On ooo edges, the
stream time is shown in red; the cross is also red for ooo deletions.
We describe the VA, respectively, STAL in Sec. 4.1 and 4.2.

4.1 The vertex array (VA)
Each vertex array (VA) entry VA[𝑠] consists of several fields. Fig-
ure 3 illustrates it for the source vertex 𝑠 having the ID 0. In the
figure, a dash (−) designates an empty field (no known value),
whereas “. . .” values or fields whose details we omit, for simplicity.
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Figure 3: Sample vertex entry VA[0].

Finally, shaded areas denote metadata (of constant size), which we
will introduce as needed, to explain our algorithms.

(1) A reference to the STAL entry corresponding to this vertex;
(2) The latest stream time (LST, in short) of an in-order up-

date received so far for the source vertex 𝑠 . For instance, in
Figure 2, the latest in-order insertion with source 0 is 0→9
at 10:12 in h); hence, in Figure 3, VA[0] has 10:12 as LST.

(3) degree: the number of edges inserted but not deleted, cur-
rently in STAL𝑠 ;

(4) invalBlocks references STALBs (see below) with edges
whose source is 𝑠 , and which should be garbage-collected
(cf. Sec. 6.1).

(5) Ahash table (HT𝑠 , in short) whose keys are the destination
vertices 𝑑 for which we have received some 𝑠→𝑑 updates,
and whose values we detail below;

Figure 4 illustrates the evolution of HT0. Each yellow area en-
closes the data structures created as a consequence of the respective
entry in Figure 2; dashed arrows trace the evolutions data struc-
tures go through with each step, while solid arrows show references
among data structures. For a given destination 𝑑 , HT𝑠 stores, as the
graph evolves, one among the following three data structures.
Update position and indicator (UPI, in short): The UPI of 𝑠→𝑑 ,

denoted UPI[𝑠, 𝑑] encodes the position of the latest (in-order
or ooo) 𝑠→𝑑 insertion in STAL𝑠 . In Figure 2, the first inser-
tion for the edge 0→2, at c), is in-order, with stream time
10:05. Thus, we create an in-order UPI for destination 2 in
HT0 with this stream time, as shown in Figure 4. The dark
grey UPI fields in this figure denote the information encod-
ing the position of the insertion within STAL𝑠 ; this encoding
is not immediate, because the block holding an insertion
may grow or move, as the graph changes, yet the UPI al-
ways provides constant-time access to the insertion. UPIs
and their decoding are detailed in Sec. 8.

Staging area (AR, in short): The AR for an edge 𝑠→𝑑 stores inser-
tions (deletions) of this edge, waiting for their corresponding
deletions (insertions). For instance, in Figure 4, when we
receive a deletion of 0→1 at a), HT0 does not hold a cor-
responding insertion; we create the staging area for 0→1,
with an update deletion block UD𝑎 , storing the stream time
10:02 of this deletion. Then, we store the AR at position 1 in
HT0. When the deletion f) of 0→9 arrives at 10:08, we find
the corresponding insertion in HT0 at index 3, and replace

Figure 4: HT0 through insertions and deletions.

the ooo UPI of 0→9 with a corresponding AR. Details of
AR processing are delegated to Sec. 5 and 6.

Last garbage collected deletion (LGCD, in short) for vertex 𝑠 is
the stream time of the most recent deletion of 𝑠→𝑑 that has
been garbage-collected (Sec. 6.1).

HT𝑠 (𝑑) through the lifecycle of the edge The roles of these differ-
ent data structures can be understood by examining the lifecycle of
an edge 𝑠→𝑑 in our system.
• Only when the first update ever to be received by the database for

𝑠→𝑑 is an insertion, we create a UPI, as we did above for the
insertion 0→2 in Figure 2 c).

• An AR exists as long as we have one or more insertion(s) (respec-
tively, deletion(s)) for which we did not yet receive corresponding
deletion(s) (respectively, insertion(s)). The operation we received
waits for the one not yet received, in the AR. This concerns: in-
or ooo insertions, for which we have not received a deletion; in
the future, we may receive such a deletion, or not; and, every
deletion for which the current STAL does not contain a possible
associated insertion. This happens when all the insertions prior
to our deletion, have already been marked as deleted (by other
deletion entries).

• An LGCD is created when updates 𝑠→𝑑 have been garbage col-
lected (Sec. 6.1).
VA ensures constant-time access to edges by their source vertex

𝑠 , for one or multiple parallel threads.

4.2 The stream-time ordered adjacency list
(STAL)

For each source vertex 𝑠 , STAL𝑠 is an append-only list of blocks, stor-
ing updates going from 𝑠 to various destination vertices. STAL𝑠 has
somemetadata (shaded area in Figure 3), notably: a hasDeletes
flag which is true if deletions have been received for source ver-
tex 𝑠 , and delNo the number of slots freed by successive dele-
tions. STAL𝑠 also stores the stream-time ordered adjacency list
(STAL, in short), which references one or more STAL blocks. Each
STAL block (STALB) comprises:

(1) metadata (shaded in Figure 3), notably the boolean flags has-
Deletes and hasOOO, indicating whether the STALB con-
tains, respectively, deletions, or ooo updates, and the number
of deleted entries in the STALB;
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(2) destNodes holds 𝑠→𝑑 entries for the given 𝑠 and various des-
tinations 𝑑 , sorted in descending stream time order.

(3) IEMs stores references to in-order edge entry metadata
(IEM in short, see below) entries, one for each edge update in
destNodes;

(4) propRef references a vector of the same size as destNodes and
IEMs, storing, for each of the above edge updates, the properties
that the edge may have, e.g., edge weight, etc. Note that the
edge properties vectors are not part of STAL𝑠 , and actually not
even part of our HAL structure; we shown them in the figure to
provide the reader with a global picture.
For instance, in Figure 2, we receive insertions of edges 0→1,

0→2, and 0→9 in steps b), c), d), g), h); in Figure 3, the destination
ids of these updates are stored in destNodes, and the associated
metadata in IEMs. For instance, Figure 3 illustrates the STALB
labeled S0, over 128 bytes: 8 bytes for metadata (at the left in gray
color), 8 bytes for edge properties (at the right), 56 bytes (7 entries)
for destNodes and 56 bytes (7 entries) for IEMs.

Importantly, STALBs within STAL𝑠 are sorted by stream
time in descending order: let 𝑆0, 𝑆1 be two STALBs such that 𝑆0
appears in STAL𝑠 before 𝑆1. Then, any entry in 𝑆0 is more recent
(has a higher stream time) than any entry in 𝑆1.

Each IEM (in-order entry metadata) contains:
(1) The write (transaction) time (WT), that is, the time when

the entry is received at the database site;
(2) The stream time (ST) when the entry is emitted by its stream;
(3) The invalidation time metadata (ITM) of an insertion entry

stores information about the edge deletion most likely associated
to this insertion (recall Sec. 3), if one exists:
• The stream time 𝑆𝑇 of the deletion entry;
• The transaction time𝑊𝑇 of the deletion entry;

(4) The ooo updates (OOO) field, initially empty, references a data
structure storing ooo insertions with the same source vertex, and
the same or different destination as the one for of the IEM, whose
stream time is less than the IEM’s ST, but higher than the STs
of the previous IEM (if any). The data structure will be detailed
in Sec. 5.1. We store ooo insertions in the same ST order as
the in-order ones, but not at the same level. The reason is that
in-order insertions are simply appended in the block holding
the most recent insertions (thus, in constant time). To store
an ooo insertion’s destination and metadata in STAL𝑠 in the
order dictated by its ST, some previously received in-order
information may need being recopied, a cost we avoid.

For each arriving in-order insertion, we create an IEM; for each
ooo insertion, we create an ooo entrymetadata (OEM), resembling
an IEM, but without the OOO field. For each deletion, we create
an ITM, and reference it from the IEM or OEM of the insertion so
far received, that is most likely associated to this deletion. Recall
from Figure 2, the insertions and deletions of edges 0→1, 0→2, and
0→9; Figure 3 shows the corresponding data structures created in
STAL0. The ITM with ST 10:10 referenced by the IEM with ST 10:09
shows that we pair the deletion of 0→1 at 10:10 in Figure 2 e) with
the insertion at 10:09 in g). The ITM with ST 10:08 referenced by
the OEM with ST 10:03 means that for the deletion of 0→9 at 10:08
in f), the most likely insertion is at 10:03 in Figure 2 d).

Remark. In STAL, a deletion is only stored as an invalidation (ITM)
of its most likely insertion. If, upon receiving the deletion, we cannot
find such an insertion, the deletion enters the staging area AR, but
is not visible in STAL.

The STAL structure ensures the update entries for a given source
vertex 𝑠 are stored in the descending order of their stream time. As
we will discuss, this ensures 𝑂 (1) complexity for the operations
we expect to be most common: in-order insertions and deletions.
Data structures within STAL, in particular the AR, IEMs, OEMs, and
ITMs, enable us to provide efficient graph querying with snapshot
isolation guarantees even in the presence of ooo updates.

In Sec. 5 and 6, we provide details of the HAL’s internal opera-
tions (insertion and deletion), while Sec. 7 discusses the concurrent
execution of analytical queries and updates.

5 INSERTION
A new edge (insertion) entry 𝑠→𝑑 , called in this section the new
entry, arrives at the database site at transaction time 𝑊𝑇 , having

the originating stream time 𝑆𝑇 . We process it as follows:
(1) Locate in the VA the position corresponding to 𝑠 , e.g., if the

0 → 1 arrives at 10:00 am (𝑊𝑇 ), this is the VA[0].
(2) Lock this VA entry to prevent conflicts between several write-

transactions having the source vertex 𝑠 .
(3) Compare the new entry’s 𝑆𝑇 to the LST value in VA[𝑠].

(a) If LST<𝑆𝑇 , then 𝑠→𝑑 is an in-order update. Section 5.1
explains how we handle in-order insertions.

(b) Otherwise, it is an out-of-order update; Section 5.2 de-
scribes how to handle these.

(4) Unlock VA[𝑠].
At step (3) above, we consider the new entry in-order or out-of-

order by comparing its stream time 𝑆𝑇 "only" with the last insertion
time in VA[𝑠], while our definition of ooo updates (Section 3), more
broad, would require comparing 𝑆𝑇 with the highest stream time
of any operation (insertion or deletion) received so far at the data-
base, regardless of the vertices involved. The condition we test is
sufficient to ensure that at any point, for each source vertex, we can
return all its outgoing edges, correctly reflecting all updates received
so far, in- or out-of-order. Indeed, given that our store is organized
by the source vertex, our test suffices to place the new insertion
at the right place (dictated by 𝑆𝑇 ) among all insertions with the
same source. Further, any deletions of edges with source vertex 𝑠
also accumulate in STAL𝑠 and thus will meet our new entry there,
ensuring a correct view on our store at any point.

5.1 In-order insertion
Since STAL𝑠 stores most recent entries first, we add the new entry
to its first STALB. If this STALB is full, its size doubles, up to reach-
ing a system-wide upper bound maxBlockSize. When a STALB
has reached this size, the STAL grows by doubling the number
of blocks, from the initial block to 2, 4 etc. We detail the process
since it is important for efficiently finding insertions in the STAL
(Sec. 8.) In each doubled-up STAL𝑠 , the full STALBs make up the
second half of the list. Thus, if we denote full STALBs by gray-filled
boxes and blocks with free space by white-filled ones, STAL𝑠→ 𝐵0

becomes STAL𝑠→ 𝐵1 → 𝐵0 and then 𝐵3 → 𝐵2 → 𝐵1 → 𝐵0 ;
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here, we store new entries in 𝐵2, the new STALB closest (in ST
order) to 𝐵1; STAL𝑠 references the block holding the most re-
cent insertion, thus STAL𝑠→ 𝐵2 . When 𝐵2 fills, this becomes

STAL𝑠→ 𝐵3 → 𝐵2 → 𝐵1 → 𝐵0 , etc.

We denote by STALB𝑒 the STALB where the new entry is

stored, by 𝑑𝑒 the new entry’s position within STALB𝑒 ’s entries,

and by IEM𝑒 the in-order edge metadata (IEM) created to reflect
this insertion (recall Figure 3), storing 𝑆𝑇 and𝑊𝑇 .

Next, to ensure constant-time access to the newly inserted entry,
we create the Update and Position Indicator (UPI) for it, call it
UPI𝑒 , and insert it into HT𝑠 . The UPI stores information based on
which 𝑒 can be located in STAL𝑠 in the future, even if STALB𝑒 grows,
is resized, or moved away, potentially many times, from the head of
STAL𝑠 . Specifically, UPI𝑒 stores: the position of the new entry in
STALB𝑒 ; the position of STALB𝑒 in STAL𝑠 ; and the sizes of STALB𝑒 ,
and STAL𝑠 , when the new entry was inserted.

When processing our insertion, four possibilities arise, depend-
ing on the previously received updates for 𝑠→𝑑 :
• HT𝑠 contains no entry for 𝑠→𝑑 (the new entry is the first arrived

for this edge): the above steps suffice.
• HT𝑠 contains an UPI for an older insertion 𝑠→𝑑 , call it UPI𝑜 .

Between the insertions described by UPI𝑜 and UPI𝑒 , a deletion,
not received yet, may or may not have been sent. To prepare the
possible future processing of that ooo deletion, and to enable
correct query answering before and after receiving it, UPI𝑜 must
be marked as a previous version of UPI𝑒 ; Sec. 5.1.1 details this.

• HT𝑠 contains a staging area (AR) (recall Sec. 4) for 𝑠→𝑑 ; inserting
the new entry is discussed in Sec. 5.1.2.

• HT𝑠 contains a latest garbage collected deletion (LGCD); we de-
scribe the associated processing in Sec. 5.1.3.

5.1.1 In-order insertion over existing UPI. Inserting over a UPI
means an out-of-order deletion may arrive. We need to update
UPI𝑜 to indicate it is the previous version of UPI𝑒 , and to mark its
entry as deleted.
(1) From UPI𝑜 , we locate the previous 𝑠→𝑑 insertion entry, call it

𝑒𝑜 : block STALB𝑜 , holding 𝑒𝑜 at position 𝑝 .
(2) At position 𝑝 in STALB𝑜 ’s metadata array IEMs, we find the

entry metadata, call it EM𝑜 , associated to 𝑒𝑜 : EM𝑜 is an IEM if
𝑒𝑜 was in-order, and an OEM otherwise.

(3) To record 𝑒𝑜 as deleted (by the update not yet received), we
create an Invalidation Time Metadata (ITM) initialized with 𝑆𝑇
and𝑊𝑇 , and the ITM to the EM𝑜 metadata of UPI𝑜 .

(4) In STALB𝑜 ’s metadata, we set hasDeletes to true.
Receiving an insertion when the previous operation was also an

insertion, means that both of them need to wait for their possible
deletions, in a staging area. In details:
• We create a new AR, call it AR𝑒 with: the destination id 𝑑 , the

latest deletion time (lDel) set to 0 (such a deletion has not arrived
yet), oldVer set to 0 (no garbage collection has claimed a version
of 𝑠→𝑑 so far).

• We create two update insertion blocks UI𝑜 and UI𝑒 , for the pre-
vious and new entry, with the ST (stream time) from the corre-
sponding metadata: EM𝑜 and IEM𝑒 . We chain the blocks in AR𝑜
in increasing ST order: UI𝑜

next−−−→UI𝑒 .
• AR𝑒 replaces UPI𝑜 as the HT𝑠 value for 𝑑 .

Note that UI𝑜 , UI𝑒 reference UPI𝑜 and UPI𝑒 , which thus remain
accessible. When a deletion arrives, first, we pair it with an insertion
from AR, and then, use the UPI to locate the insertion entry in STAL
to mark its deletion (Sec. 6.2).

5.1.2 In-order insertion over existing AR. Let AR𝑜 be the AR for
𝑠→𝑑 , stored in STAL𝑠 when the new entry arrives. We first check
whether a deletion entry, emitted after 𝑒 , has already been received
at the database. For that, we compare the new entry stream time
𝑆𝑇 with AR𝑜 .lDel, the stream time of the last deleted 𝑠→𝑑 update
(recall Sec. 4). For brevity, we just denote it lDel below.
(1) If 𝑆𝑇 <lDel, a deletion of 𝑠→𝑑 has already been received, fol-

lowing (in stream time order) the new (insertion) entry we are
processing now.

(2) If 𝑆𝑇 ≥lDel, then STAL𝑠 has no record of a deletion following
𝑒 . However, deletion which we cannot pair with insertions when
they arrive, are only recorded in the AR, and not in STAL𝑠 (as
will be detailed in Sec. 6). Thus, the staging area may contain
an update deletion block UD𝑜 whose stream time is above 𝑆𝑇 .
(a) If such an UD𝑜 does not exist, the new entry should be

added to the store.
(b) If UD𝑜 exists, it deletes the new entry 𝑒 .

In cases (1) and (2b), wemark the new entry 𝑒 as deleted in
STAL𝑠 , much like in Sec. 5.1.1, except that the AR is already created;
we also increase lDel to 𝑆𝑇 , reflecting the most recent deletion.
Further, in case (2b), we remove UD𝑜 from the AR.

In case (2a), we create a new update insertion block UI𝑒 , and
insert it in the AR at the right place, based on its 𝑆𝑇 . It may happen
that UI𝑒 is preceded, in the AR, by a prior insertion materialized
by a UIprev block. In that case, the UPI corresponding to UIprev is
marked in STAL𝑠 as a previous version of UPI𝑒 , just like we did for
UPI𝑜 in Sec. 5.1.1.

5.1.3 In-order insertion after GC. Garbage collection (GC) empties
the staging area, replacing it with an LGCD. Thus, the first entry
after GC needs to restart a staging area. We create a new update
insertion block UI𝑒 with 𝑆𝑇 and UPI𝑒 ; we create the staging area
AR𝑒 whose oldVer is copied from the LGCD, and insert UI𝑒 as the
next block after AR𝑒 . Finally, AR𝑒 replaces the LGCD in HT𝑠 for
destination 𝑑 . The complexity of handling an in-order insertion
is 𝑂 (1), since each step takes only constant time.

5.2 Out-of-order insertion
To propagate the out-of-order insertion 𝑒 in STAL𝑠 , we create an
out-of-order edge entry metadata (OEM) block OEM𝑒 with 𝑆𝑇 as
source time,𝑊𝑇 as transaction time. Then, based on 𝑆𝑇 , we search
in STAL𝑠 for the out-of-order STAL block, call it OSTALB𝑒 , where
the new entry 𝑒 fits; our search will first visit one or more STAL
blocks (recall Figure 3). (𝑖) If OSTALB𝑒 does not exist, we create it
with size 1, and connect it to the proper STALB, whose flag hasOOO
is set to true. (𝑖𝑖) If OSTALB𝑒 exists, if it is full, we double it up
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STAL AR𝑜 (before) AR𝑜 (after)
1 𝑖1 UD2 No entry

2 𝑖1 𝑖3 𝑖5 UI1
next−−−→UI5 UI1

next−−−→UI3
next−−−→UI5

3 𝑖1 𝑑2 𝑖3 𝑖5 UI5 UI3
next−−−→UI5

4 𝑖1 𝑖3 𝑖5 UI3
next−−−→UI5 UI1

next−−−→UI3
next−−−→UI5

5 𝑖1 𝑖3 𝑑4 UD6 UI1
next−−−→UD6

6 𝑖1 𝑖3 UD2
next−−−→UI3 UI3

7 𝑖1 𝑖3 𝑑4 UD6 UI1
next−−−→UD6

8 𝑖1 𝑖3 𝑑4 No entry UI1
9 𝑖1 𝑑2 𝑖3 𝑖5 𝑑6 No entry UI3
10 𝑖1 𝑖3 𝑖5 𝑑6 UI1 UI1

next−−−→UI3
Table 2: Possible cases of OOO insertion over existing AR.

like we did for STAL blocks, except that upon reaching a maximum
OSTALB size, OSTALB𝑒 splits in two smaller blocks, which become
the two initial leaf nodes in an Adaptive Radix Tree [27] ART ,
ordered according to update stream time. From now on, out-of-
order updates in STAL𝑠 will be stored in the ART. We add 𝑑 in
OSTALB𝑒 ’s destNodes, and OEM𝑒 in its OEMs.

Next, we reflect the insertion inHT𝑠 , through a new out-of-order
UPI, denoted UPI𝑒 , initialized with 𝑆𝑇 and 𝑑 . As in Section 5.1,
there are four possibilities, depending on what HT𝑠 stores for 𝑑
when our insertion arrives:
• No entry (𝑒 is the first 𝑠→𝑑 insertion ever arrived): we add UPI𝑒

to the hash table HT𝑠 and the processing of HT𝑠 is finished.
• An UPI for a previous 𝑠→𝑑 insertion, call it UPI𝑜 . An ooo dele-

tion, not yet received, may or may not have been sent between
the insertions described by UPI𝑜 and UPI𝑒 . We discuss this case
in Section 5.2.1.

• An AR for 𝑠→𝑑 ; this means some insertions and/or deletions
of 𝑠→𝑑 are waiting for their matching deletions (respectively,
insertions). We detail our algorithm in Section 5.2.2.

• An LGDV (latest garbage-collected destination version); we de-
scribe the associated processing in Section 5.2.3.

5.2.1 Out-of-order insertion over existing UPI. If 𝑆𝑇 is above UPI𝑜 ’s
stream time (𝑒 is emitted after the previously received insertion), we
mark UPI𝑜 as the previous version of UPI𝑒 in STAL𝑠 , as we did for
UPI𝑜 in Section 5.1. Otherwise, we mark UPI𝑒 as a previous version
of UPI𝑜 . Then, we create a new staging area AR𝑒 , where UPI𝑜 and
UPI𝑒 wait for their possible, associated deletions. We create two
update insertion blocks UI𝑜 , UI𝑒 and, depending on their stream
times, we chain them as UI𝑜

next−−−→UI𝑒 or UI𝑒
next−−−→UI𝑜 in AR𝑒 . Then,

AR𝑒 replaces UPI𝑒 as the HT𝑠 value for 𝑑 .

5.2.2 Out-of-order insertion over existing AR. Let AR𝑜 be the AR
for 𝑠→𝑑 . Our new, ooo entry 𝑒 may be older than the most recent
garbage-collected 𝑠→𝑑 entry; we test this by comparing 𝑆𝑇 with
AR𝑜 .oldVer. If 𝑆𝑇 is smaller, 𝑒 had already been assumed (even before
it was received), and garbage-collected together with a subsequent
deletion entry. In this case, we ignore 𝑒 .

Our next steps depend on the entries (deletions and/or insertions
of 𝑠→𝑑) in STAL𝑠 and AR𝑜 . We illustrate our analysis with simple
examples in Table 2, showing, for each case, the updates in STAL

for 𝑠→𝑑 , as well as AR𝑜 before and after the insertion. We show
each STAL insertion as 𝑖 and deletion as 𝑑 , with their stream time
as an index, e.g., 𝑖3 is an insertion with 𝑆𝑇=3. Our new (ooo) entry
appears in red. Each AR block is also indexed with its stream time.
We use small, consecutive times for illustration only.

We check whether a deletion entry, that would be most likely
associated to 𝑒 , has already been received.

If 𝑆𝑇 ≥AR𝑜 .lDel, the stream time of the last 𝑠→𝑑 deletion, such
a deletion is not in STAL𝑠 . However, it may be in AR𝑜 (recall the
Remark at the end of Section 4.2), under the form of a deletion
update block, call it UD𝑜 , with an ST above the new entry’s 𝑆𝑇 .
• If UD𝑜 exists, we mark 𝑒 in STAL as deleted by UD𝑜 (through an

ITM referenced from OEM𝑒 ). We remove UD𝑜 from AR𝑜 (case 1
Table 2).

• Otherwise, it is the new insertion who joins the staging area
AR𝑜 : we create a new update insertion block UI𝑒 , and insert
it in AR𝑜 according to its stream time 𝑆𝑇 . We look in STAL for
two insertion entries whose ST are the closest, before and after
𝑆𝑇 : call them 𝑖prev, respectively, 𝑖next.
– If 𝑖prev exists but has no deletion in STAL, we mark 𝑖prev as

the previous version of 𝑒 (case 2 in Table 2).
– If 𝑖prev exists and it has a deletion in STAL, there is noth-

ing more to do: 𝑒 does not change our current most likely
insertion-deletion pairs. This is case 3 in Table 2.

– If 𝑒next exists, we mark 𝑒 as the previous version of enext.
This is case 4 in Table 2.

If 𝑆𝑇 <AR𝑜 .lDel, the deletion for 𝑒 may be either in STAL or in AR𝑜 .
In STAL, we search for 𝑖prev and 𝑖next as above.
• If a deletion UD𝑜 waits for the new entry in AR𝑜 :

– If 𝑖prev exists, it has a deletion 𝑑prev in STAL with a stream
time above 𝑆𝑇 , we mark 𝑒 as deleted by 𝑑prev, and we mark
𝑖prev as the previous version of 𝑒 . Because 𝑑prev is now as-
sociated to 𝑒 , the previous entry 𝑖prev “has lost its most likely
deletion”, and must wait for the possible future arrival of its
deletion: we create an update insertion block UIprev with
𝑖prev’s stream time, and insert it AR𝑜 . This is illustrated in
case 5 in Table 2.

– If 𝑖next does not exist, or it exists and its stream time is above
that of UD𝑜 , this indicates the waiting deletion UD𝑜 should
be paired with 𝑒 . We remove UD𝑜 from AR𝑜 and mark 𝑒 as
deleted by UD𝑜 . This is case 6 in Table 2.

– If 𝑖next exists and its stream time is below that of UD𝑜 , the
waiting deletion UD𝑜 is closer to 𝑖next than to the new entry.
We mark 𝑒 as a previous version of the enext, and make it
wait by creating a new UI𝑒 with stream time 𝑆𝑇 , and storing
it in AR𝑜 . Case 7 in Table 2 illustrates this.

• If UD𝑜 does not exist (no deletion was waiting for 𝑒 in AR𝑜 ):
– If 𝑖prev exists, and it has a deletion 𝑑prev in STAL with a

stream time above 𝑆𝑇 , the new entry steals the 𝑑prev, and
we mark 𝑖prev as the previous version of 𝑒 . Now, 𝑖prev must
wait: we create UPIprev and insert it in AR𝑜 at the proper
place. This is illustrated in case 8 in Table 2.

– If 𝑖prev exists, and it has a deletion with stream time below
𝑆𝑇 , then 𝑒 must wait for its possible own (later) deletion,
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which may or may not have been emitted by some source:
we store a new UI𝑒 in the AR. This is case 9 in Table 2.

– If 𝑖prev exists but it has no deletion in STAL, we mark 𝑖prev
as the previous version of 𝑒 . We store a new UI𝑒 for the new
entry in the AR. Case 10 in Table 2 illustrates this.

– If 𝑖next exists, we mark the new entry as a previous version
of e𝑛𝑒𝑥𝑡 . This is also shown in case 10 in Table 2.

5.2.3 Out-of-order insertion after GC. The process here is as for
in-order insertions (Section 5.1.3): we reopen the staging area for
the new entry to wait there.
The complexity of an ooo insertion is 𝑂 (𝑙𝑜𝑔( |𝐸 |)), in case we
need to search in AR𝑜 (sorted by ST).

6 DELETION
We now consider a deletion entry 𝑒 of the edge 𝑠→𝑑 with the
stream time 𝑆𝑇 and received at transaction time𝑊𝑇 .

We lock VA[𝑠] to prevent conflicts with other updates having
the source vertex 𝑠 . Next, garbage collection (described in Sec. 6.1)
may trigger. Then, depending on what STAL𝑠 holds for 𝑑 :
No entry : Start a staging area AR𝑒 in which the deletion waits,

under the form of an update deletion block UD𝑒 with stream
time 𝑆𝑇 . Store AR𝑒 in HT𝑠 at position 𝑑 .

LGCD : Reopen the staging area AR𝑒 in which we make the new
deletion wait, as above. Copy the LGCD into AR𝑒 .oldVer,
then store AR𝑒 in HT𝑠 .

AR : If 𝑆𝑇 is smaller than AR𝑜 .oldVer, 𝑒 is in the past with respect
to insertions and deletions already garbage-collected (𝑒 had
already been assumed); there is nothing left to do.
If 𝑆𝑇 ≥AR𝑜 .lDel, we search AR𝑜 for an insertion that might
have been waiting for 𝑒 . This insertion block, call it UIprev ,
should have an ST lower than that of 𝑒 , but higher than
AR𝑜 .lDel: an insertion with an ST behind lDel is followed
first, by a deletion at lDel, and only later by 𝑒 (thus, such
an insertion cannot be paired with 𝑒).
• If UIprev exists, 𝑒 deletes its corresponding insertion.

From UIprev, we access its UPI, call it UPIprev, which may
denote an in-order or ooo insertion. We mark UPIprev as
deleted in the STAL, as shown in Sec. 6.2 if UPIprev is in
order, or as in Sec. 6.3 if it is ooo. Having paired UIprev
with a deletion, we remove it from AR𝑜 . We set AR𝑜 .lDel
to 𝑆𝑇 .

• Otherwise, we create an update deletion block UD𝑒 , with
stream time 𝑆𝑇 , and insert it in AR𝑜 .

If 𝑆𝑇 <AR𝑜 .lDel, we search STAL𝑠 for the closest insertion
entry 𝑖prev, whose stream time precedes 𝑆𝑇 .
• If 𝑖prev exists, and it has an associated deletion 𝑑prev:

– If 𝑑prev>𝑆𝑇 , the current deletion 𝑒 is closer to 𝑖prev
than its associated deletion was. Thus, 𝑒 steals 𝑖prev,
and 𝑑prev (re)joins the staging area, to wait for its
insertion. We create an update deletion block UDprev
with the stream time of 𝑑prev, insert it in AR𝑜 , and
mark the 𝑖prev as deleted by the new entry 𝑒 .

– Otherwise, 𝑒 is certainly not the deletion of 𝑖prev, given
that 𝑑prev was emitted before 𝑒 . Thus, 𝑒 needs to wait

for its insertion. We insert in AR𝑜 a new update dele-
tion block for 𝑒 , with stream time 𝑆𝑇 .

• If 𝑖prev exists, but it has no deletion, we associate 𝑒 as
the deletion of 𝑖prev: mark 𝑖prev as deleted by 𝑒 at 𝑆𝑇 , and
remove UIprev from AR𝑜 , since it has met its deletion.

• If 𝑖prev does not exist, 𝑒 needs to wait for its insertion;
we create an update deletion block with stream time 𝑆𝑇 ,
and insert it in AR𝑜 .

UPI Let UPI𝑜 be the previous UPI. To apply the deletion in STAL𝑠 ,
we follow the steps in Sec. 6.2 if UPI𝑜 is in order, respectively,
in Sec. 6.3 if it is ooo. In both cases, we then create a staging
area AR𝑒 , where 𝑒 waits for its insertion, and replace UPI𝑒
with 𝐴𝑅𝑒 in the HT𝑠 entry at position 𝑑 .

After the deletion is completed, we unlock VA[𝑠].

6.1 Garbage collection
For each block 𝐵 referenced in VA[𝑠].invalBlocks, we compare the
block’sWT to a system-wide least recent arrival time among the
currently running queries 𝐿𝑄𝑇 to prevent garbage-collecting
entries on which the query with 𝐿𝑄𝑇 may still be working. 𝐿𝑄𝑇 is
initialized to 0 when creating the store and is set to 𝑄𝑇 , the least
query time among the currently running queries in the database
whenever a query arrives.

If 𝐵.WT<𝐿𝑄𝑇 , we resize 𝐵 down to its useful half:

• Create a new block 𝐵′ (STALB or OSTALB, like 𝐵), whose
size is half that of 𝐵.

• Copy the 𝐵 entries that are not deleted into 𝐵′.
• In the staging area AR𝑠,𝑑 for 𝑠 and𝑑 , set oldVer to be highest

ST among all deletions of 𝑠→𝑑 in 𝐵.
• If AR𝑠,𝑑 is empty, and its oldVer is the stream time of the

most recent entry for 𝑠→𝑑 in the STAL,this means no entry
for 𝑠→𝑑 is still waiting for its corresponding operation,
and our store is in a stable state wrt this edge. In this case,
replace AR𝑠,𝑑 with an LGCD storing oldVer.

• Replace 𝐵 with 𝐵′ in STAL𝑠 .

6.2 Deletion of an in-order insertion
Recall from Section 5.1 that an UPI created for an in-order insertion
𝑜 stores information based on which we can locate the STAL block
𝐵 holding the insertion, and that insertion’s metadata within 𝐵, call
it IEM𝑜 . To handle the deletion of the in-order insertion:
• We create an ITM block, with the stream time 𝑆𝑇 of the deletion,

and the current𝑊𝑇 , and reference it from IEM𝑜 .
• In 𝐵’s metadata (Section 4.2), we set hasDeletes to true, and

increase delNo.
• If delNo reaches 50% of 𝐵’size, we mark 𝐵 for (future) garbage

collection, by adding a reference to it, together with the current
transaction time𝑊𝑇 , in VA[𝑠].invaBlocks.

The complexity of the above steps is 𝑂 (1).

6.3 Deletion of an ooo insertion
Based on UPI𝑜 , we find the OSTALB block 𝐵 in STAL𝑠 hosting the
ooo insertion; 𝐵 may be referenced from a STALB, as shown in
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Figure 3, or we may find it by traversing an ART (recall Section 5.2).
UPI𝑜 also stores the position 𝑝 of the ooo insertion within 𝐵.
• We find OEM𝑜 , the metadata for the insertion, in 𝐵.OEMs at

position 𝑝 .
• Create an ITM block ITM𝑒 with 𝑆𝑇 and𝑊𝑇 , and reference it from

OEM𝑒 , to indicate that the insertion has been deleted.
• Update 𝐵’s by setting hasDeletes to true, and increment its delNo

counter.
• If number of deleted entries in 𝐵 reaches 50% of its size, we add a

reference to𝐵, with the transaction time𝑊𝑇 , in VA[𝑠].invalBlocks,
for future garbage collection.

The complexity is 𝑂 (𝑙𝑜𝑔( |𝐸 |)), due to searching in the ART.

7 QUERIES
Dynamic graph systems support a large variety of analytics. Popular
algorithms well-known implementations, such as Breadth-First
Search, PageRank, Community Detection, can be plugged on top
of any in-memory graph store giving access to its edges. In this
section, we show how HAL finds all edges whose source vertex is 𝑠 , at
the current database time, since this is a crucial operations in graph
computations. Other data access methods, e.g., finding nodes or
edges by values of their properties, can be supported orthogonally
to this work, focused on storing and querying the graph structure.

We set 𝐿𝑄𝑇 , the least recent query time among the currently
running queries, at the current database time. Then, for each STALB
in STAL𝑠 , starting with the most recent:
(1) If the hasDeletes field of the STALB is true, deletion checks

are needed: when traversing the metadata entries associated
with this STALB, we will check each IEM entry’s ITM, to ensure
we do not return an edge already deleted. If hasDeletes is false,
we can skip this check for all entries in the STALB, thus read it
sequentially with no need for random memory accesses, which
is more cache-friendly. As our experiments show (Section 9),
competitor systems which check each traversed edge suffer of
their poor cache use.

(2) If the hasOOO field of the STALB is true, out-of-order checks
are needed: when traversing the STALB, we will check each
OOO field, and include any ooo updates there, in the result. If
hasOOO is false, the tests can be skipped for this block’s entries.

(3) Traverse the STALB’s IEMs and in parrallel destNodes (recall
from Section 4 that these are same-size arrays filled in parallel).
For each IEM entry𝑚, at position 𝑝𝑚 in IEMs:
(a) Checkwhether the transaction time𝑚.WT is less than 𝐿𝑄𝑇 .

If this holds: if no deletion or ooo checks are needed, return
destNodes[𝑝𝑚], the destination node corresponding to the
position of𝑚; if deletion checks are needed, only if𝑚 is
not deleted (it has no ITM), return destNodes[𝑝𝑚]. The
check helps ensuring snapshot isolation: we only read the
(non-deleted) edges received and stored before 𝐿𝑄𝑇 .

(b) If ooo checks are needed, and𝑚 has out-of-order updates,
its OOO field references an OSTALB or ART (Section 5.2).
For each OEM entry in that structure, call it 𝑜 , we check
whether the transaction time 𝑜 .WT is less than 𝐿𝑄𝑇 . If
this holds, and no deletion checks are needed, return 𝑜’s
destination node. If deletion checks are needed, check 𝑜’s

ITM field, to see whether 𝑜 is deleted. If it is not, return its
destination.

Reducing edge deletion checks As an optimization, once a query
has identified an edge in HAL as deleted, this is recorded in a bit of the
space devoted to storing 𝑑 in the insertion block’s destNodes (recall
Figure 4). Thus, a future query learns just by reading destNodes
that the edge is deleted, and avoids a random memory access to
read the OEM or IEM of the insertion. This optimization is in the
spirit of database cracking [18]. This can very significantly speed
up analytical queries, as we show in Section 9.6.
The complexity is 𝑂 ( |𝑅 |), where 𝑅 is the result set of edges.

8 HT𝑠 AND UPI DETAILS
As shown in Sections 5 and 6, our entry insertion and deletion
algorithms repeatedly rely on finding, in HT𝑠 , the entry (UPI, AR,
or LGCD) for destination vertex 𝑑 . Also, these algorithms need to
find, based on UPI𝑒 , created for a past insertion entry 𝑒 , the location
in STAL𝑠 where information about this insertion is stored, e.g.,
the properties of that edge, whether the edge has been deleted,
etc. In this section, we detail how the HT, and UPIs, support these
operations in constant time.

The HT is created with 2 entries, and doubled up whenever 50%
of its entries are taken. It holds exactly one entry in each bucket,
and uses the open addressing technique [36], as follows.

• When an UPI is created for the in-order insertion of 𝑠→𝑑 ,
the UPI is stored in HT𝑠 in the bucket (𝑑 modulo current
size of HT𝑠 ). If this position is already taken, the UPI is
stored in the first free position following the initial one.

• An ooo insertion of 𝑠→𝑑 is first stored in STAL𝑠 (Section 5.1).
It is stored in ST order, attached to a previous, in-order
𝑠→𝑥 insertion, as illustrated in Figure 3 (note that 𝑠→𝑥 is
guaranteed to exist: if 𝑠→𝑑 was the first insertion ever with
source 𝑠 , 𝑠→𝑑 would not be out of order). Then, the UPI
created for the 𝑜𝑜𝑜 insertion of 𝑠→𝑑 is inserted in HT𝑠 just
after the position (𝑥 modulo current size of HT𝑠 ). Again, if
this position is taken, the first free position following it is
used.

• The AR and/or LGCD replacing an UPI keep the UPI’s posi-
tion in HT𝑠 .

Because of the above, when looking for the UPI corresponding
to a given 𝑠→𝑑 , we need to check whether HT𝑠 ’s bucket whose
position corresponds to 𝑑 is actually about 𝑠→𝑑 . We detail this for
in-order UPIs; for ooo ones, the process is similar.

(1) In HT𝑠 , at the position (𝑑 modulo current size of HT𝑠 ), we
find a candidate UPI, call it UPIcand.

(2) If the 10-bit suffix of UPIcand.d𝑝 equals the last 10 bits of 𝑑 ,
UPIcand may be about 𝑠→𝑑 , but another check is needed;
proceed to (3) below. Otherwise, read the next UPI in HT𝑠 ,
then the next one, etc. and repeat (2) until we find either a
sure match (see below), or an empty position, indicating 𝑑
does not exist in HT𝑠 .

(3) Access, in STAL𝑠 , the insertion entry 𝑒cand indicated by
UPIcand. If the destination node ID in 𝑒cand is 𝑑 , UPIcand is
surely about 𝑠→𝑑 .
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isUPI 𝑖𝑢 𝑑𝑠 𝑏𝑠 𝑏𝑖 𝑠𝑠 𝑠𝑖

63 62 61..52 51..48 47..37 36..32 31..0

Figure 5: UPI fields and their bit spans.

Last but not least, we detail how UPIs encode address of inser-
tions within STAL. Let UPI𝑒 be the UPI created for an insertion
entry 𝑒 . Let 𝐵 denote the STALB closest to 𝑒 in STAL𝑠 : if 𝑒 is in order,
𝐵 actually stores 𝑒; otherwise, 𝐵 holds an IEM whose OOO field
references a data structure holding ooo insertions, including 𝑒 . The
UPI for an in-order insertion of 𝑠→𝑑 has six fields (Figure 5):

• 𝑠𝑖 stores 𝐵’s position in STAL𝑠 , at the time of the insertion;
• 𝑠𝑠 stores 𝑙𝑜𝑔2(the size of STAL𝑠 at the time of the insertion.

Recall (Section 5.1) that this size is always a power of 2;
• 𝑏𝑖 stores the position of this entry in 𝐵’s destNodes;
• 𝑏𝑠 stores 𝑙𝑜𝑔2(the size of 𝐵) at the time of the insertion.
• 𝑑𝑠 stores an 10-bits suffix of 𝑑 , the destination vertex ID;
• 𝑖𝑢 is 1 in an UPI created for an in-order insertion, and 0 for

an ooo insertion;
• isUPI is 1 in an UPI, and 0 in an AR or LGCD replacing it.

To find 𝐵 and 𝑒 based on UPI𝑒 , e proceed as follows:

(1) From the metadata of STAL𝑠 (dark gray area in Figure 3),
we get its size.

(2) We compute the current position of 𝐵 in STAL𝑠 as:

size of STAL𝑠 − (2𝑠𝑠−𝑠𝑖 )
In the above, 2𝑠𝑠 was the size of STAL𝑠 when 𝑒 was inserted.
When STAL𝑠 doubles (Section 5), existing blocks 𝐵 remains
at the same distance from the tail of STAL𝑠 ; this distance
is 2𝑠𝑠−𝑠𝑖 . Substracting this difference from STAL𝑠 leads
exactly to the position of 𝐵 in the current STAL𝑠 .

(3) Compute the position of the insertion in 𝐵.IEMs as: size
of 𝐵 − (2𝑏𝑠−𝑏𝑖 ). The reasoning behind the calculation is
similar to the one above: 2𝑏𝑠−𝑏𝑖 is the distance between
the entry 𝑒 and the end of 𝐵 at the time of the insertion;
this distance does not change as 𝐵 gets resized.

9 EVALUATION
We evaluate our system on different workloads, also comparing it
with the baselines Stinger [11], GraphOne [23], Llama [38], LiveG-
raph [53], Teseo [28], and Sortledton [14]. Below, we describe our
experimental setup (Sec. 9.1), our benchmark dataset, and the graph
analytics algorithms used (Sec. 9.2). Then, we study the perfor-
mance of insertions (Sec. 9.3), updates (Sec. 9.4), analytic querying
(Sec. 9.5), concurrent workloads (Sec. 9.6), workloads with ooo
insertions (Sec. 9.7), and workloads with ooo updates (Sec. 9.8).

9.1 Hardware and software settings
Our experiments have been executed on a dual-socket Intel Xeon
E5-2640 v4 server, with 40 hardware threads and 256 GB of DRAM.
Our system is implemented in C++ and compiled with GCC v10.2,
with the -O3 optimization flag. We set maximum size occupied by a
STALB at 215 bytes, and 213 for an OSTALB. This allows us to store
512 entries per OSTALB, like Sortledton [14] does in its blocks. We
report median times over five runs.

Dataset Vertices |𝑉 | Edges |𝐸 | Average degree |D|
graph500-22, uni-22 2M 64M 26
graph500-24, uni-24 9M 260M 29
graph500-26 33M 1B 33
dota-league 61K 50M 836
edit-wiki 51M 255M 22
yahoo-songs 1.6M 256M 315

Figure 6: Graph datasets in our evaluation.

Figure 7: Graph500-24 scalability analysis.

Figure 8: Random order insertion throughput.

Figure 9: Ordered insertion throughput.

9.2 Workloads
We use the synthetic graph datasets graph-500 [19] with scale fac-
tors (SF) 22, 24, and 26; the node fan-out in these graphs follows a
power-law degree distribution. To study the impact of the edge dis-
tribution across nodes, we used the driver of Teseo [28] to generate
variants of graph-500 with scale factors 22 and 24, having uniform
node degree distributions; we denote these graphs uni-22 and uni-24.
We also use three real-world graphs, namely dota-league [19], edit-
wiki [24] and yahoo-songs [24]. These datasets, used in previous
comparable works, are undirected. As in prior work, we replace
each undirected edge (𝑠, 𝑑) by two directed edges, 𝑠→𝑑 and 𝑑→𝑠 .
Each edge has just one property, namely weight, that is double
precision real number; we generate these weights at random be-
tween 0 and 1 with a uniform distribution. The main dataset metrics
appear in Tab. 6. We use the LDBC graph analytics benchmark [19],
from which we use five graph algorithms: Breadth-First Search
(BFS), PageRank (PR), Single-Source Shortest Path (SSSP), Com-
munity Detection Via Label Propagation (CDLP), and the Weakly
Connected Components (WCC). For fair comparison, we use the
algorithm implementations from the Graph Algorithm Platform [3],
running on the driver implemented by Teseo [28].
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Figure 10: Throughput on updates workloads

9.3 Edge insertions
To measure insertion performance, we insert successively all the
edges of graph500-24, in a random order. All insertions are in order,
since no baseline supports ooo updates. Figure 7 reports the inser-
tion throughput, measured in Millions of Edges Per Second (MEPS,
in short), as we increase the number of threads (on the 𝑥 axis) from
1 to 2, 4, etc. until 40. HAL scales up very well, better than the
other systems, as we increase the number of threads.

HAL outperforms Sortledton and Teseo because these systems
pay sorting costs, where the neighborhood blocks are sorted by
destination ids, thus leading to contention between writer threads.
LiveGraph, Stinger, and Llama do not profit at all from parallelism,
because of contention between multiple writer threads, simultane-
ously trying to search linearly in the adjacency list (or multi-version
CSR) for the existence of edges. Up to 16 threads, GraphOne per-
forms best, but it doesn’t check for edge existence; if this check is
added, as shown in [14, 28], the throughput decreases to 5 edges
per second. Above 16 threads, contention between threads in the
archiving phase strongly degrades its performance. From now on,
unless otherwise specified, we experiment with 40 threads.

Figure 8 shows insertion throughput, again in MEPS, on different
systems for our eight datasets in random order. HAL performs
better in all cases. Sortledton and Teseo performance are close,
due to their similar design. LiveGraph is slow, because it has to
repeatedly resize the vectors storing edges, in order to provide fully
sequential access to its adjacency lists. GraphOne throughput is
generally low; on dota-league and yahoo-song, it performs better,
because these datasets have comparatively fewer vertices. This low-
ers vertex ID translation costs, and reduces write buffer contention.
On uni-22 and uni-24, Stinger ranks second in terms of throughput.
This is because linear search for checking edge existence is quite
fast when there are few edges per source.

Next, we repeat the experiment but with the edges in the original
order. All the datasets but yahoo-song and wiki are ordered on the
source vertex ID, while yahoo-song and wiki are also mostly sorted
by source ID. This amounts to burstyworkloads where concentrated
updates arrive for successive source vertices. Figure 9 shows that
all systems are affected by bursty insertions (lower throughputs
than in Figure 8). This is due to higher writer contention, when
all threads insert edges into the same source vertex. GraphOne
outperformed HAL on two datasets (dota-league, g500-26) because
of its unchecked, lock-free edge insertion, particularly effective on
datasets with fewer vertices, such as dota-league. In contrast, HAL
incurs a secondary index maintenance cost (HT[𝑠]), and Teseo and
Sortledton need sorting, leading to more writer contention.

On the wiki dataset, with a maximum of 5M edges adjacent to a
node, Sortledton slightly outperforms HAL. This dataset translates
into high bursts of edges adjacent to the same node.

Figure 11: Memory usage on Graph500-24 update workload.

Lesson learned: Storing each source vertex’s neighborhood list
sorted by destination IDs enables more efficient edge-existence
checks, than the linear search cost of the append-only store. How-
ever, the sorting cost for an insertion is higher. To make edge ex-
istence checks efficient, HAL trades the space of the secondary
index HT, for speed. On a uniform graph, linear search is cheaper
than maintaining a sorted list. Bursty updates on the same source
vertex significantly impact the transactional systems because of the
per-source vertex locking.

9.4 Updates (insertions and deletions)
We generated update (insertion, deletion) workloads on g500-22 and
g500-24, with power-degree edge distributions over nodes, and the
uniform uni-24. The update workloads are generated as introduced
by Teseo [28]: the first 10% of the workload operations load the
graph, after which the remaining 90% (insertions and deletions)
keep the (already large) graph at approximately the same size. The
size of the update workload is 10 × |𝐸 |.
Throughput: Figure 10 shows the systems’ throughput. HAL out-
perfom other systems by 2× to 73× in power-law graphs, and by
1.45× to 8.82× on uni-24 workloads because of HAL’s insertion and
deletion which run in constant time, vs. 𝑂 (𝑙𝑜𝑔( |𝐸 |)) for Sortledton
and Teseo, 𝑂 ( |𝐸 |) for GraphOne, Stinger, LiveGraph, and Llama.
The linear search on the adjacency list penalizes less on a uniformly
distributed graph (uni-24). We could not run LiveGraph and Llama
on g500-24 and uni-24 workloads because of memory limits.
Memory consumption:We study the memory consumption of
various systems in Figure 11. The 𝑥-axis is the update progress,
while the 𝑦-axis shows the store memory size in GBs. In contrast
with other systems, HAL’s memory occupancy increases: HAL’s
support for ooo updates requires maintaining records for each edge
in the hash table without deleting them. Also, support for ooo updates
requires storing various metadata fields, notably IEMs (holding a
stream time, transaction time, and the OOO data structures), which
occupied roughly 15 GB by the end of the experiment.
Lesson learned: Compared with set-based systems, HAL uses
more memory, in exchange for (𝑖) support for out-of-order updates,
(𝑖𝑖) more than 2× speed-up, and (𝑖𝑖𝑖) the possibility of supporting
historical queries based on the stream time (in our future work).

9.5 Analytics
We ran the LDBC graph analytics benchmark [19] on all the sys-
tems. As in [14, 28], Fig. 12 shows the analytics results on the
g500 datasets, and on dota-league. BFS and SSSP require random
vertex access and sequential neighborhood access: on these, HAL
is comparable to the baseline and outperforms LiveGraph, Teseo,
GraphOne, Stinger. On PageRank, WCC, and CDLP, which need
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Figure 12: Performance evaluation on graph analytics.

sequential vertex access and sequential neighborhood access, HAL
outperforms all others, with Sortledton coming closest.

LiveGraph is slower thanHAL due to storing edge entry meta-
data (transaction timestamp, invalidation timestamp, property size)
with destination ids, which causes more cache misses. In contrast,
HAL stores destination ids separately from the edge entry metadata,
hence, fewer cache misses. Also, LiveGraph checks each entry’s
invalidation time to see if it was deleted. In contrast, HAL stores
a boolean hasDeletes in each STAL block (Sec. 4.2), avoiding the
check when the flag is false. Teseo is slower than HAL because:
(𝑖) Teseo needs a per-edge entry mapping (hash table) from sparse
to dense vertex ids in the analytics algorithms, which is costly; (𝑖𝑖) a
sorted neighborhood block in Teseo contains up to 512 edges, while
a STALB holds 2047 edges, resulting in fewer random accesses.Gra-
phOne is slower than HAL since it runs analytics on an ad-hoc
merge of the write-store and the read-store; as noted in [14], it has
a high overhead for accessing few edges, hence more cache misses.
Stinger is slower than HAL because of more cache misses as it
stores adjacent edges in a linked list of 14-edges blocks, incurring
more random accesses to read the list. Llama is slower than HAL
because it accesses multiple snapshots, hence more pointer chasing
and cache misses, slowing traversals such as SSSP and BFS.

Sortledton is marginally slower than HAL on whole-graph
algorithms, such as PageRank, WCC, and CDLP, due to the smaller
blocks (512 edges for Sortledton, 2047 for HAL), leading to more
cache misses in Sortledton. On algorithms accessing a subset of the
graph, such as BFS and SSSP, on smaller datasets (graph500-22 and
dota-league),HAL is slightly slower. This is because random ver-
tex access are more frequent than sequential neighborhood scans,
leading to slightly more cache misses for HAL; also, Sortledton
reads 24 bytes to access a source vertex, and HAL reads 48.
Lessons learned Set-based systems (Sortledton and Teseo), which
only read the latest version of the destination ids, outperform Live-
Graph, which must traverse all their versions in the adjacency list,
together with per-edge information. LiveGraph is also hampered
by the need to check edge invalidation timestamps. HAL’s sepa-
ration of destination from edge entry metadata speeds up vertex
ID accesses. HAL also avoids some edge validity checks (via the
hasDeletes flag), and is faster by avoiding (like Sortledton) Teseo’s
runtime sparse-to-dense vertex ID mapping. GraphOne is slowed
down by its merging of the read and write store, and high overhead
when accessing few edges, as noted also in [14, 28].

Figure 13: Throughput and query performance analysis using
varying updates workloads on read/write workloads.
9.6 Concurrent read-write workload
We run the analytics algorithms (BFS, PR) from Sec. 9.5 concurrently
with the updates from Sec. 9.4. In Figure 13, the 𝑥-axis shows the
combinations of Writer (W) and Reader (R) threads, e.g., 5-5 denotes
5 writer and 5 reader threads, and the 𝑦-axis shows the throughput
(MEPS) and the analytical algorithms (BFS, PR) running time. We
pick these values since in our setting, a total of 40 threads has
previously shown best performance; of course, each application
may have its own best read-write balance.

HAL outperforms the other systems, because of: (𝑖) inser-
tions and deletions in 𝑂 (1); (𝑖𝑖) optimized garbage collection (see
Sec. 6.1) and database cracking strategy (see Sec. 7). GraphOne is
penalized by its the expensive merging of read and write stores. On
the uniform workload (uni-24), the insertions and deletions cost is
less penalizing for Sortledton and GraphOne compared to HAL, due
to the uniform nature of the workload. We could not run LiveGraph
because of memory limits, and Teseo because of a runtime error.

We also measured the impact of reducing edge deletion
checks (Sec. 7) by having each querymark the edges it finds deleted,
so that future queries can avoid random accesses to learn the same
thing from an IEM (OEM). In the above experiment, when using
15 writers and 15 reader threads, PageRank takes 11.90s with this
optimization, and 50s without, the 4× speed-up.
Lesson learned: On a concurrent read-write workload, HAL out-
performs other state-of-the-art systems owing to: (𝑖) append-only
storage, which often allows the writer to append data without af-
fecting the reader; (𝑖𝑖) constant-time edge deletions; (𝑖𝑖𝑖) avoid some
deletion checks in database cracking style, which improves cache
locality and optimizes garbage collection. We also observe that
GraphOne’s edge copying concurrently with the updates is costly.

9.7 Out-of-order insertions
We now study the performance of our system when faced with a
mixture of in-order and out-of-order insertions. Since prior systems
do not support OOO updates, we built a benchmark based on
graph500-22 and graph500-24, as follows. (𝑖) Sort the (insertion)
workload by the source vertex. (𝑖𝑖) Remove the edges whose source
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Figure 14: Performance on in- and out-of-order insertions.

Figure 15: Performance on in- and out-of-order insertions.

vertex has less than 10 edges in the dataset (to facilitate our next
steps, see below). We thus obtain an OOO insertion list called OIL
(243M edges between 1.5M vertices in graph500-24, and 59M edges
between 0.5M vertices in graph500-22). OIL edges are given con-
secutive STs: 1, 2, 3 etc. (𝑖𝑖𝑖) For a given out-of-order percentage
𝑜𝑜𝑜𝑝 , we swap some edges in OIL, to ensure that exactly 𝑜𝑜𝑜𝑝

among them are ooo. For instance, if 𝑜𝑜𝑜𝑝 is 40%, among each 10
successive edges with the same source, we swap the 1st with the 5th,
making the (now) first four updates ooo. Lacking control of how
multiple threads intersperse their work, we only use one thread.

Recall that HAL stores out-of-order updates first in OSTALBs,
and only lazily creates ART (Sec. 5.2). We investigate how this com-
pares to creating an ART at the first out-of-order update received.
Specifically, we design a HAL variant, called HAL-V, which does
exactly this, and compare it with HAL.

Figure 14 and Figure 15 (left) show how the throughput of HAL
and HAL-V is impacted by 𝑜𝑜𝑜𝑝 , compared to 𝑜𝑜𝑜𝑝=0 (in-order
insertions only). HAL is impacted by 20%, whereas HAL-V shows a
40% decline in throughput when 90% of the updates are ooo. This is
due to no ART cost in HAL (as long as the OSTALB is not full). In
contrast, HAL-V pays an ART insertion cost for each ooo update.

We observed that at 50% ooo updates, the throughput decreased
by 22%, with no further decrease observed thereafter. This is be-
cause, at the 50% ooo threshold, the costs incurred for binary
searches to locate ooo updates in the STAL[𝑠], and the costs for
maintaining ooo STALBs (including resizing and ordering by times-
tamp), are balanced. Beyond this point, there is no further decrease
in throughput; the system incurs relatively lower binary search
costs but higher maintenance costs for ooo STALBs, as the majority
of operations are concentrated within ooo STALBs.

At right in Figure 14 and Figure 15, we study the impact of ooo
insertions on analytics running time (specifically, PageRank). For
each 𝑜𝑜𝑜𝑝 value, we run the respective insertion workload, then run
PageRank on the graph, and show its running time divided by the
time on a graph without ooo updates. HAL-V is strongly impacted
(PageRank takes 15× more for oop=90% than oop=0), while HAL
is impacted by 1.3×. Both HAL and HAL-V incur a cost for cache
misses after every ten entries when accessing the IEM.OOO field
to scan the out-of-order insertions, likely the reason for HAL’s
performance decrease. HAL-V also incurs additional cache misses

Datasets 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
graph500-22 1.00 1.11 1.10 1.09 1.08 1.10 1.11 1.12 1.14 1.16 1.2
graph500-24 1.00 1.04 1.04 1.04 1.04 1.05 1.06 1.07 1.08 1.1 1.11

Table 3: Throughput variations when varying the swap per-
centage 𝑠𝑤 , on graph500-24 and graph500-22 workloads.

for each edge entry read from the ART, whereas HAL incurs only
one for every eight entries (in an OSTALB, each ooo destination ID
occupies 8 bytes, thus a cache miss after every eight entries.)
Lesson learned: HAL performance is very robust as the propor-
tion of ooo insertions increases. The extra algorithmic complexity
incurred by “lazily” creating ARTs for out-of-order insertions pays
off by keeping insertion and analytics very efficient.

9.8 Out-of-order updates
We built an ooo update benchmark based on graph500-22 and
graph500-24 as follows. (𝑖) For each edge in the datasets, record first
its insertion, then its deletion, leading to an OOO update list we
call OUL, whose entries are timestamped 1, 2, etc. (𝑖𝑖) For a given
swap percentage 𝑠𝑤 , we swap some updates in OUL. For instance,
if 𝑠𝑤 is 10%, after each 10 entries in OUL, we select one edge and
swap its insertion with its deletion. If 𝑠𝑤 is 100%, among each 10
edges in the list, we swap each insertion with its deletion. As in
Sec. 9.7, we only use one thread in this experiment.

Table 3 shows no slowdown (even a little improvement) in HAL
throughput as 𝑠𝑤 grows: ooo deletions are fast. We also tested the
accuracy of HAL with respect to other systems that do not support
ooo updates; we used LiveGraph (Sortledton throws an exception
at the first ooo update, while Teseo seems to get “stuck”). For each
𝑠𝑤 , after loading, each system is asked for all the edges present in
the graph. HAL returns an empty graph regardless of 𝑠𝑤 , which is
correct (in OUL, for each insertion with a given ST, there exists a
deletion with ST+1). LiveGraph wrongly returns more and more
edges as 𝑠𝑤 grows.
Lesson learned: The ability to properly handle ooo updates is cru-
cial to ensure correctness (transactional querying). HAL achieves
this at the cost of more memory.

10 CONCLUSION AND PERSPECTIVES
We presented HAL, a scalable in-memory dynamic graph store,
providing consistent graph analytics even in the presence of out-
of-order updates. Our system is currently capable of processing
approximately 7.5 million updates per second, which is 2.5× faster
than the best-performing state-of-the-art system (Sortledton [14]).
On analytic graph queries, HAL outperforms existing systems by
up to 357×, depending on the task and the settings.
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