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Quantitative phase microscopies: accuracy
comparison
Patrick C. Chaumet 1, Pierre Bon 2, Guillaume Maire1, Anne Sentenac1 and Guillaume Baffou 1,3✉

Abstract
Quantitative phase microscopies (QPMs) play a pivotal role in bio-imaging, offering unique insights that complement
fluorescence imaging. They provide essential data on mass distribution and transport, inaccessible to fluorescence
techniques. Additionally, QPMs are label-free, eliminating concerns of photobleaching and phototoxicity. However,
navigating through the array of available QPM techniques can be complex, making it challenging to select the most
suitable one for a particular application. This tutorial review presents a thorough comparison of the main QPM
techniques, focusing on their accuracy in terms of measurement precision and trueness. We focus on 8 techniques,
namely digital holographic microscopy (DHM), cross-grating wavefront microscopy (CGM), which is based on QLSI
(quadriwave lateral shearing interferometry), diffraction phase microscopy (DPM), differential phase-contrast (DPC)
microscopy, phase-shifting interferometry (PSI) imaging, Fourier phase microscopy (FPM), spatial light interference
microscopy (SLIM), and transport-of-intensity equation (TIE) imaging. For this purpose, we used a home-made
numerical toolbox based on discrete dipole approximation (IF-DDA). This toolbox is designed to compute the
electromagnetic field at the sample plane of a microscope, irrespective of the object’s complexity or the illumination
conditions. We upgraded this toolbox to enable it to model any type of QPM, and to take into account shot noise. In a
nutshell, the results show that DHM and PSI are inherently free from artefacts and rather suffer from coherent noise; In
CGM, DPC, DPM and TIE, there is a trade-off between precision and trueness, which can be balanced by varying one
experimental parameter; FPM and SLIM suffer from inherent artefacts that cannot be discarded experimentally in most
cases, making the techniques not quantitative especially for large objects covering a large part of the field of view,
such as eukaryotic cells.

Introduction
Quantitative phase imaging (QPI) refers to a family of

optical imaging techniques that aim at imaging the phase
of a light beam1–5, a quantity that is normally not acces-
sible using common optical sensors. QPI has witnessed
remarkable progress these last 2 decades, fueled by
advances in optical instrumentation and computing
technology. QPI techniques have been heavily used in
optical microscopy, leading to the closely-related field of
quantitative phase microscopy (QPM), and significantly
expanded the capabilities of microscopy in cell biology.
One of the main strength of QPM in cell biology is its
ability to measure the dry mass of cells, due to the close

relation that exists between refractive index and mass
density6–9. The dry mass is defined as the mass of the cell
excluding its water content, i.e., the mass of biological
material. Monitoring the dry mass of cells enables precise
measurements of cellular growth rate and matter trans-
port at the single cell level in a label-free, non-invasive
manner.
The optical path difference (OPD) δ‘ map is the image

that is often computed in practice, in QPM, rather than
the phase image itself. It is defined by the optical path
variation created by the imaged object once placed in the
field of view of the microscope. It is simply related to the
phase image φ via the relation

φ ¼ 2π
λ
δ‘ ð1Þ
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The interest of the OPD is that, in first approximation, it is
directly proportional to the dry mass density ρ (pg.µm-2) of
live cells, in particular far from absorbing bands:

ρ ¼ γ�1δ‘ ð2Þ
where γ is called the specific refraction increment. For
biological media, it is approximately constant, ranging
from 0.18 to 0.21 µm3.pg−1. From the dry mass density
can be computed the dry mass of the imaged cell by image
segmentation and pixel summation.

Note that the dry mass is the most popular physical
quantity that QPM can quantify in biology, but there exist
other readouts of interest, as listed in ref. 10, namely the
optical volume, some phase/mass ratiometric quantities,
sphericity/eccentricity indices, phase kurtosis and skew-
ness. Also, more advanced tomography techniques can
also measure cell volume and refractive index distribution
in 3 dimensions11,12.
QPM methods encompass a diverse array of techniques,

developed since the late 90 s. Most of them consist of
making interfere several beams to transform the phase
information into intensity variations, measurable using
common optical sensors. Albeit numerous, common
QPM techniques can be classified into two main cate-
gories: off-axis techniques and multiple-image techniques.
The off-axis techniques consist of making interfere two

(or more) light beams impinging on a camera, tilted by a
small angle to each other, to create fringes that contain
the phase information. The raw image, registered by the
camera, is called an interferogram, and the related tech-
niques are off-axis DHM (digital holographic micro-
scopy)13,14, DPM (diffraction phase microscopy)15 and
CGM (cross-grating wavefront microscopy)16,17.
The multiple-image techniques consist in acquiring

several successive images of the object of interest under
different conditions. These images are then numerically
mixed to derive the wavefront or phase profile. Among
them, the phase-shifting techniques also consist of the
interference between two beams, an object beam and a
reference beam, but the two beams are collinear18. Thus,
no interference pattern (no fringes) appears on the cam-
era. When no tilt is applied between the two beams, no
bijective relation exists between the grayscale intensity on
each pixel, and the light phase. Intensity and phase can be
retrieved separately by the acquisition of 4 images asso-
ciated with 4 phase shifts of 0, π=2, π and 3π=2 applied to
one of the two beams. The related techniques are PSI
(phase-shifting interferometry imaging)18–21, FPM
(Fourier phase microscopy)22,23 and SLIM (spatial light
interference microscopy)24. There also exist non-
interferometric techniques, where multiple bright-field
images are acquired, e.g., under various conditions. The
related techniques are differential phase contrast (DPC)

microscopy25–27, which acquires 4 images of an object
obtained with 4 different illumination angles, and com-
bine the 4 images to retrieve the phase of the sample; and
TIE (transport-of-intensity equation) microscopy, also
called phase-diversity, which combines 3 different images
at different focuses to reconstruct the wavefront profile28.
Selecting the right QPM for a specific application is

complex, as they all serve the same purpose. Review
articles have been published, but they mainly aim at
reviewing the applications1–4, not really comparing the
techniques with each other. Some articles and reviews
recently aimed at comparing QPM techniques5,29,30.
However, they concern only few QPM techniques and are
usually restricted to some particular types of objects.
The other issue we recently raised17 is the presence of

inconsistencies in the literature, where some QPMs ren-
der much different images of similar objects: Fig. 1 dis-
plays neurons imaged using CGM31, DHM13, DPM15,32

and SLIM24. While the images in Fig. 1a, b look con-
sistent, featuring bumpy cell somas, the somas in images
Fig. 1d, e look void. When noticing that a OPD image is
supposed to represent the dry mass density, it becomes
apparent that such images may not accurately reflect
reality, as the cell soma contains much biological material.
This raises questions about the level of accuracy achiev-
able across QPM techniques.
In this tutorial review, we aim to compare the most

commonly used QPM techniques, and in particular their
relative degrees of accuracy, i.e. their precision and true-
ness. We focus on 8 QPM techniques, namely DHM,
CGM/QLSI, FPM, DPM, PSI, SLIM and TIE. For the sake
of comprehensiveness, we present results of numerical
simulations arising from the modelling of each of the 8
microscopy setups. Our algorithm enables the computa-
tion of QPM images, including the noise amplitude and
the possible presence of inherent artefacts. The first part
introduces the working principles of the 8 techniques,
recalls their experimental configuration, their theory and
their image processing methods. The second part
describes the numerical tool we developed and used to
model each microscopy technique. Finally, results of
numerical simulations are presented, on 4 model objects:
a nanoparticle, a bacterium, a uniform slab (2D material),
and a eukaryotic cell. The precision and trueness of each
microscopy techniques are discussed and the origins of
noise and inaccuracies are explained.

QPM techniques
This section describes the 8 QPM techniques investi-

gated in this article, one by one, namely DHM, CGM/
QLSI, DPM, DPC, FPM, PSI, SLIM and TIE. All these
techniques involve a microscope, and a camera at the
image plane. Although these techniques can also be used
in reflection33, only transmission setups will be
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considered, as sketched in Fig. 2. To describe the form-
alism, we shall consider monochromatic fields, using
complex number notations, at the angular frequency ω,
defining the wavenumber k ¼ ω=c and the wavelength
λ ¼ 2π=k.
This section only describes the working principles of the

techniques. The advantages and limitations of each
technique will be discussed in the following sections.

Bright-field microscopy
Let us first introduce the basic experimental system and

the notations with the case of the bright-field microscope
(Fig. 2a).
We consider an object standing in the object space of

the microscope. This object is illuminated in transmission
by the so-called incident light beam, resulting in the
generation of a scattered electric field. Let us call E0 the
electric field at the image plane of a conventional
microscope (no QPM for the moment) coming from the
incident light, and Es the electric field at the image plane
scattered by the sample. The total electric field at the
image plane reads thus, no matter the size and nature of
the object and without approximation,

E rð Þ ¼ E0 rð Þ þ Es rð Þ ð3Þ

The quantity of interest in QPM is the phase φ of E,
which is such that

E rð Þ ¼ A rð Þeiφ rð Þ ð4Þ

where A rð Þ ¼ E rð Þj j.
When detecting this field with a camera sensor, the

measured quantity is I ¼ A2, cancelling any information

on φ. The following sections describe how φ can never-
theless be retrieved using camera sensors.
Note that all the equations above assume a scalar

electric field. This scalar approximation in microscopy is
usually employed and valid in two cases: (i) with a linearly
polarized illumination, where the scattered light is
assumed to globally retain the incident polarization, and
(ii) with an unpolarized illumination, where the two
components of the electric field are likely to remain
identical. However, in some cases, the scalar approxima-
tion is no longer valid, in particular when studying ani-
sotropic particles or birefringent materials. The more
general formalism involves two scalar fields, correspond-
ing to the x and y components of the electric field, and
Eqs. (3) and (4) becomes more generally:

E rð Þ ¼ E0 rð Þ þ Es rð Þ ð5Þ

E rð Þ ¼ Ax rð Þeiφx rð Þux þ Ay rð Þeiφy rð Þuy ð6Þ

The concept of “the phase of a light beam” is therefore
ambiguous in the most general case. There are in
principle 2 phase profiles. In the following sections,
when describing the theory of each QPM, we will con-
sider the scalar approximation, for the sake of
simplicity.

Off-axis techniques
Off-axis techniques involve the interference of multiple

waves, which create fringes on the camera sensor. These
fringes are processed using a demodulation algorithm to
retrieve the phase or wavefront of the light beam. This
family includes DHM, CGM/QLSI, and DPM.
Unlike all the other techniques families described

further on, off-axis techniques are based on the

10 �m

OPD  (nm) OPD  (nm) OPD  (nm) OPD  (nm)Phase  (rad)

a cCGM b DHM DPM d DPM e SLIM

–1 0 1 2 3

10 �m 10 �m

0 50 100

10 �m 10 �m

5 76 146 217 2880 50 100 150 0 100 15050 200 250 300

Fig. 1 OPD and phase images of neurons acquired using different techniques. a OPD of a hippocampal neuron imaged using CGM/QLSI31.
b OPD of a mouse cortical neuron imaged using DHM. Reprinted with permission from13 © 2014, P. Marquet et al. c Phase image of a neuron imaged
using DPM. Reprinted with permission from15 © 2014 Optical Society of America. d OPD image of a neuron imaged using DPM. Reprinted with
permission from32 © 2018 WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. e OPD of a hippocampal neuron imaged using SLIM. Reprinted with
permission from24 © 2011 Optical Society of America
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acquisition of a single image, containing all the infor-
mation of intensity and phase. Information theory says
that if we gain information somewhere compared with
bright field microscopy (here the phase), we should also

lose some information elsewhere. Indeed, with this
technique family, this gain in information is always
accompanied by a loss in image definition (the pro-
cessed images have less pixels).
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Fig. 2 Schematics of the QPM experimental setups investigated in this study. a Bright-field microscopy. b Digital holographic microscopy
(DHM), an off-axis QPM technique, involving a reference arm. c Cross-grating wavefront microscopy (CGM), a technique based on the use of a 2D
diffraction grating placed at a millimeter distance from a camera (an association called quadriwave lateral shearing interferometry (QLSI)).
d Diffraction phase microscopy (DPM), an off-axis QPM based on the use of a 1D-diffraction grating placed in the image plane of the microscope, and
a mask placed in the Fourier plane. e Differential phase-contrast (DPC) microscopy, based on the use of a series of tilted illuminations. f Phase-shifting
interferometry (PSI), the standard phase-shifting imaging technique. g Fourier Phase microscopy (FPM) and h spatial light interference microscopy
(SLIM), which are phase-shifting techniques using a spatial light modulator (SLM). i Transport of intensity equation (TIE) microscopy, based on the
acquisition of various images acquired at various focuses. All the setups are shown in transmission because it is more common, but reflection
configurations also exist33
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Digital holographic microscopy (DHM)
The most common QPM method is off-axis digital holo-

graphic microscopy (DHM)13,14. It consists of a coherent
plane wave Eref sent on the camera sensor at a tilted angle θ
(Fig. 2(c)), in addition to the object beam characterized by an
electric field E. The overlap of tilted illuminations is usually
created with a Mach-Zehnder interferometry configuration.
The resulting interference pattern measured by the camera,
called the interferogram, consists of fringes and reads

I ¼ E þ Erefj j2
I ¼ Ej j2 þ Erefj j2 þ 2 Ej j Erefj j cos kxxþ φð Þ ð7Þ

where kx ¼ k sin θ. The phase map can be extracted by a
demodulation of the interferogram image using a Fourier-
transform-based algorithm34.

Cross-grating wavefront microscopy
Cross-grating wavefront microscopy (CGM) is a

microscopy technique based on the wavefront imaging
technique called quadriwave lateral shearing inter-
ferometry (QLSI), invented and patented by Primot et al.
in 200035,36. CGM consists of implementing a QLSI
camera in the image plane of an optical microscope (Fig.
2b)16,17. A QLSI camera is composed of a 2-dimensional
diffraction grating placed at a millimeter distance from a
camera sensor. A QLSI grating is designed such that it
diffracts only the first orders, creating 4 replicas of the
image, separated by a distance a on the camera sensor37.
Because the 4 waves impinging on the camera are not only
shifted but also tilted by the grating, by an angle θ, fringes
appear, just like in off-axis DHM. For the sake of sim-
plicity and understanding in this paper, let us consider the
interference pattern obtained from only 2 replicas on the
camera sensor, instead of 417:

I ¼ E xþ a=2ð Þeikxx þ E x� a=2ð Þe�ikxx
�� ��2

I ¼ I1 þ I2 cos 4π
Γ xþ d∇xW

� � ð8Þ

whereW is the wavefront profile, kx ¼ k sin θ, I1 and I2 are
the intensity components, Γ is the pitch of the grating (grexel
size) and d is the grating/camera distance. The 4-beam
interference equation can be found in the literature16.

Using a very similar algorithm as off-axis DHM, not the
phase information but the wavefront gradients, along x
and y, can be retrieved by two demodulations in the
Fourier space37,38. The wavefront profile W can then be
retrieved from its two gradients by numerical integration.
Note that the wavefront profile directly equals the OPD,

W ¼ δ‘ ð9Þ

meaning that one does not need to convert the phase into
the OPD like with other QPM techniques. In CGM/QLSI,

the measured quantity is directly the quantity of interest in
cell biology, proportional to the dry mass density (Eq. (2)).
QLSI is not the only technique that is based on the

positioning of an optical element at the vicinity of a
camera, as a means to gain more information than Ej j2. In
particular, a microlens array39,40 or a diffusing plate41 can
also be placed at the vicinity of a camera. Diffuser-based
phase sensing and imaging (DIPSI) uses a simple thin
diffuser to retrieve the wavefront profile of a light
beam41,42, with a slightly reduced image definition (i.e.
pixels number) compared with QLSI. Shack-Hartmann
(SH) wavefront imaging uses an array of microlenses to
recover a wavefront profile39,43. The image definition is
even lower than QLSI or DIPSI, making SH imaging
rarely used in microscopy44. Light field microscopy (LFM)
also uses an array of microlenses, but to retrieve another
hidden information: the angular distribution of the light
impinging at the sensor plane40,45. We propose to refer to
these techniques as sensor-proximity techniques, i.e.,
techniques that place an optical element close to the
camera sensor that redistributes the light intensity profile
to reveal hidden information.

Diffraction phase microscopy (DPM)
In diffraction phase microscopy (DPM), the camera is

replaced by a 1-dimensional diffraction grating (Fig.
2d)15 optically conjugated by a 4-f system on the cam-
era, placed further along the optical axis. The Fourier
plane of this system can be experimentally accessed
within the 4-f system, where a transmission mask is
implemented. This mask, composed of two holes, cuts
any light but the zero-order spot and one of the 1st-
order diffraction spots. Importantly, the diameter of the
hole cropping the zero-order has to be small enough to
act as a low-pass filter to transform the transmitted light
into a plane wave, acting as the reference beam just like
in DHM. At the image plane of the 4-f system, where
the camera is positioned, one beam is coming from the
1st order, representing the image impinging on the
camera with a tilt angle, and another beam is coming
from the zero-order, acting as a reference plane wave.
The retrieval algorithm is thus exactly the same as in
DHM (Eq. (7)). DPM is called a common-path QPM
technique, because no external reference arm exists.
Here lies the interest of DPM and common-path tech-
niques, discarding a separate reference arm that is a
source of instabilities.

Illumination-based differential phase contrast (DPC)
In microscopy, the term DPC regroups different tech-

niques that modify either the illumination or the detection
angles to increase the contrast and retrieve quantitative
information. In this paper, we focus on the most common
implementation in QPM, that is DPC based on the
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sequential acquisition of a set of intensity images, using a
standard bright field microscope, with various illumina-
tion conditions (illumination-based DPC). For this pur-
pose, a DPC microscope involves a large numerical
aperture in illumination (typically 0.25 to 0.4), created by
an extended source of light located in the front focal plane
of the condenser (or far enough from the sample in the
case there is no Köhler illumination)25,46. This extended
source is uniformly switched on in the case of bright field
microscopy (Fig. 2a). In the case of DPC, the light source
is cut into two parts about its center, named left and right
(Fig. 2e). Each half of the illumination gives rise to an
asymmetric illumination. The two corresponding images,
I left and Iright, are acquired. Then, the light source is split
about the orthogonal axis to generate two other illumi-
nations and two new images that we name I top and Ibottom.
This set of 4 images are used to generate the DPC images
defined by ref. 25

IDPC1 ¼ I top � Ibottom
I top þ Ibottom

ð10Þ

IDPC2 ¼ Iright � I left
Iright þ I left

ð11Þ

The basic idea of DPC is that these image subtractions
contain information on the phase gradient, respectively
along x and y directions. To demonstrate this relation, an
important assumption needs to be made. First, one needs
to consider the object as a plane of transmittance t x; yð Þ ¼
exp �μ x; yð Þ þ iφ x; yð Þð Þ, where φ is the phase image of
interest, to be determined. Then, μ and φ have to be small
enough so that

t � 1� μþ iφ ð12Þ

This approximation also neglects any cross term
between μ and φ. In this condition, one can define some
point-spread-functions in intensity and phase, namely
Habs and Hpha so that the intensity at the camera plane I
can be expressed using convolutions:

I ¼ Bþ Habs � μþ Hpha � φ ð13Þ

where B is the (uniform) intensity map at the image plane
measured without object and � denotes the convolution
product. Habs and Hpha are like point-spread-functions
(PSFs) in intensity and phase. In this expression,
considering an aberration-free system, only the last
(phase) term depends on the illumination side (right or

left, top or bottom). Here lies the interest of considering
the image subtraction introduced above (Eq. (10)), which
become:

IDPC1 ¼
Htop

pha � Hbottom
pha

� �
� φ

I top þ Ibottom
ð14Þ

IDPC2 ¼
Hright

pha � Hleft
pha

� �
� φ

Iright þ Ileft
ð15Þ

Note that the denominators of the two right-hand sides
of the equation are supposed to be both equal to the
bright field image. φ, the quantity of interest, is then
retrieved by a deconvolution algorithm based on Fourier
transforms and a Tikhonov’s regularization:

φ ¼ F�1

P
j
~H
�
j
eIDPCjP

j
eHj

�� ��2 þ ϵ

24 35 ð16Þ

with H1 ¼ Htop
pha � Hbottom

pha

� �
=B, H2 ¼ Hright

pha � Hleft
pha

� �
=B,

where ~A denotes the Fourier transform of A: ~A ¼ F Að Þ
and F�1 is the inverse Fourier transform. ϵ � 1 is the
Tikhonov regularization parameter. Decreasing its value
gives more accurate results but increases the noise level.
ϵ ¼ 10�3 is considered as a good compromise25,46. ϵ is the
important degree of freedom to consider in DPC, as it
significantly affects the accuracy of the measurements, as
explained hereinafter.

The aim of the article is to compare microscopy tech-
niques on the exact same microscopes. However, DPC has
never been used with high-NA objectives, because the NA
of the objective has to match the NA of the illumination.
For this reason, in the DPC simulations, as an exception,
we considered an objective NA of 0.4, instead of 1.3.

Phase-shifting techniques
With phase-shifting QPM techniques, two beams interfere

at the image plane, but without tilt. They propagate colli-
nearly so that no fringe pattern is produced. This approach,
which looks more natural and simpler than the off-axis
approach, does not offer the possibility of retrieving the phase
from a single image acquisition. The missing information can
be retrieved by acquiring 4 images with 0, π=2, π and 3π=2
overall phase shifts applied to one of the two beams. Only
with such 4 images can the phase profile be reconstructed. In
the following, we described the 3 phase-shifting techniques
presented in this article, namely PSI, FPM and SLIM.

Phase-shifting interferometry (PSI) microscopy
PSI is an old technique1,18–21. In PSI, a reference plane

wave Eref is overlapped with the wave crossing the object
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plane (Fig. 2f), just like in DHM (Fig. 2c). However, no tilt
is applied so that the total intensity reads

I rð Þ ¼ E rð Þ þ Erefj j2
I rð Þ ¼ E rð Þj j2 þ Erefj j2 þ 2 E rð Þj j Erefj j cosφ rð Þ ð17Þ

The issue with Eq. (17) is that the phase φ can no longer
be retrieved from a demodulation around a carrier spatial
frequency. There is no bijective relation between I and φ
in Eq. (17), because I also depends on Ej j, which is usually
non-uniform.
To lift this limitation, not one, but 4 images are

acquired, Ij2f0;1;2;3g, corresponding to 4 different overall
phase shifts ϕj between the object and reference fields,
namely 0, π=2, π and 3π=2:

IjðrÞ ¼ E rð Þ þ Eref exp iϕj

� ���� ���2
Ij rð Þ ¼ E rð Þj j2 þ Erefj j2 þ 2 E rð Þj j Erefj j cos φ rð Þ � ϕj

� �
ð18Þ

where ϕj ¼ jπ=2; j 2 0; 1; 2; 3f g.
The four images Ij enable the retrieval of the phase map

φ using the simple expression20:

φ ¼ arg I0 � I2ð Þ þ i I1 � I3ð Þ½ � ð19Þ

Fourier phase microscopy (FPM)
FPM is a phase-shifting technique that does not involve an

external reference beam22,23. This common-path technique
only requires a simple plane wave illumination of the sample
via a coherent light source, or a well-adjusted Köhler device,
making this technique adaptable to any optical microscope
without modifying it. Moreover, as a common-path techni-
que, no temporal coherence is required and incoherent light
sources can be used a priori. The two beams that interfere
with artificial phase shifts are no longer E and Eref , but E0

and Es, i.e., the incident and scattered fields (see Eq. (3)). By
varying the phase-shift ϕj between E0 and Es (see below),
multiple images Ij can be obtained:

IjðrÞ ¼ jE0 expðiϕjÞ þ EsðrÞj2

Ij rð Þ ¼ E0j j2 þ Es rð Þj j2 þ 2 Es rð Þj j E0j j cos φs rð Þ � ϕj

� �
ð20Þ

Then, Eq. (19) is used to retrieve φs:

φs ¼ arg I0 � I2ð Þ þ i I1 � I3ð Þ½ � ð21Þ

However, φs is the phase map of the scattered field Es,
not the phase map φ of the total field E. With FPM, one
needs another step to retrieve φ compared with PSI,

which is given by this expression:

φ rð Þ ¼ arctan
β rð Þ sinφs rð Þ

1þ β rð Þ cosφs rð Þ
� �

ð22Þ

where the β image is defined by β ¼ Es=E0j j and can also
be calculated from the 4 Ij images:

β ¼ 1
4E0

I0 � I2 þ I3 � I1
sin φsð Þ þ cos φsð Þ ð23Þ

Experimentally, while it was straightforward to specifi-
cally apply the 4 phase shifts on the reference beam in PSI,
one has here to apply the phase shifts only to the
transmitted incident field E0, which is challenging because
Es and E0 follow the same path. The assumption in FPM
is to consider these two fields separated in the Fourier
plane of the microscope. Indeed, the center of the Fourier
space is where the light from E0 is focused while the rest
of the Fourier space contains only information related to
the scattered field Es. Thus, it suffices to apply a phase
mask over a tiny area at the center of the Fourier plane to
specifically apply the ϕj shifts to E0, which is performed
using a spatial light modulator (SLM) conjugated with the
back focal plane of the objective (Fig. 2g). One will see in
this article that this assumption is not always valid
because some scattered field can be contained within the
central spot of the Fourier plane, in some cases. More-
over, the use of an SLM demands the use of a linearly
polarized light beam.

Spatial light interference microscopy (SLIM)
SLIM24 works exactly like FPM. There is just a slight

difference with the experimental implementation. SLIM is
meant to be adapted on a Zernike phase contrast (PC)
microscope, involving a ring-like illumination and a spe-
cial objective lens containing an annular phase mask. The
annular mask of the objective is aimed to apply a phase
shift of π=2 to the incident light field. The idea of SLIM is
that PC microscopy can become quantitative if the phase
shift of the annular mask could be varied and successively
set to 4 values, to turn it into a phase-shifting technique.
This is made possible by conjugating an SLM to the back
focal plane of a PC microscope, applying annular phase
shifts matching the geometry of the phase mask of the
objective lens. Moreover, to avoid losing too much
intensity with a beam splitter, SLIM benefits from a
slightly shifted beam propagation before and after the
SLM (Fig. 2(h)). Here again, we shall see hereinafter than
considering that the annulus contains only information
related to the incident light beam E0 is too strong an
approximation in most cases.
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Transport-of-intensity equation (TIE) microscopy
TIE microscopy only requires a normal bright-field

microscope. The wavefront information can be retrieved
using a set 3 images captured at 3 different focuses of the
sample z (Fig. 2f). Here is the wavefront retrieval
procedure.
From the Helmholtz equation governing the propaga-

tion of a light wave A rð Þeiφ rð Þ, one can derive the so-called
transport-of-intensity equation (TIE), which no longer
involves the electric field amplitude A, but the light
intensity I ¼ A2:28

∇? � I rð Þ∇?W rð Þ½ � ¼ �∂zI rð Þ ð24Þ

This equation is approximate, assuming that the light
wave is a perturbation from a plane wave travelling along
z. This equation tells how the transverse gradient of a
light beam affects the variations of the intensity along the
propagation axis. Assuming I and ∂zI are known, this
equation has a unique solution for the wavefront profile
W , provided that I > 0 everywhere in the image plane. To
solve this equation, several methods exist. We use here
the method proposed by Teague28,47, who showed that the
vector field I rð Þ∇?W rð Þ derives from a scalar potential V :

I rð Þ∇?W rð Þ ¼ ∇?V rð Þ ð25Þ

Injecting this expression in Eq. (24) gives

∇2
?V rð Þ ¼ �∂zI rð Þ ð26Þ

This equation in V can be solved using a Green’s
function formalism47, or a Fourier transform formalism28,
which is the approach depicted below. The calculation of
the gradient of a function can be performed using Fourier
transforms:

∇?f ðx; yÞ ¼ iuxF�1½qxF½f ðx; yÞ�� þ iuyF�1½qyF½f ðx; yÞ�� ð27Þ

where qx;y are the variables conjugate to x and y in the
Fourier space. Using this transformation, Eq. (26) can be
solved

V ðrÞ ¼ F�1½q�2F½∂zIðrÞ�� ð28Þ
where q2 ¼ q2x þ q2y .

Finally, injecting this expression of V in Eq. (25) gives

W ðrÞ ¼ �F�1½q�2F½∇? � ðIðrÞ�1∇?V ðrÞÞ�� ð29Þ

In practice, in TIE microscopy, a conventional wide-
field, transmission microscope is used. Three intensity
images are acquired at 3 different focuses z ¼ 0, �Δz, and
Δz. Let us name them respectively I0, Id, and Iu. The out-

of-focus intensity images enable the estimation of the
image of the intensity z-gradient, at z ¼ 0:

∂zI ¼ Iu � Idð Þ=2Δz ð30Þ

This image is used to compute V using Eq. (28), and
then I0 is used in Eq. (29) to compute the wavefront
profile W . Note that with this approach, the intensity
image is directly measured and given by I0, without image
processing, unlike with CGM/QLSI or DHM, for instance,
that require a demodulation, implying a loss in image
definition (i.e. number of pixels).

Comparison of the QPM setups
Figure 3 summarizes the 8 QPM techniques presented in

this study, their relationship to QPM categories (off-axis,
multiple-image, phase-shifting, etc). Some features are also
listed (number of images, degrees of freedom, etc).
Some techniques require the use of a coherent source of

light (i.e. a cw laser), in particular with techniques that use
a reference arm that does not necessarily have the same

CGMDHM DPM PSIDPC FPM SLIM TIE

Off-axis

Phase-shifting

Common-path

Illumination-based

Sensor proximity

Multiple-image

Coherent source

# of images

Measurement wave
front

wave
front

11 1 4 4 4 3

Transmittance (%) 4450 ~25 50 25 25 100

# deg. of freedom 10 1 0 1 0 1

phasephasephasephasephase

4

100

0

phase

DHM
CGM
DPM
DPC
PSI

FPM
SLIM

TIE

Off-axis digitial holographic microscopy
Cross-grating wavefront microscopy (using QLSI)
Diffraction phase microscopy
Differential phase constrast microscopy
Phase shifting interferometry microscopy
Fourier phase microscopy
Spatial light interference microscopy
Transport of intensity equation microscopy

Fig. 3 Technical features of the QPM techniques presented in this
study, namely what they measure (wavefront or phase), their category
(off-axis, phase-shifting, phase-diversity, or common-path), if they
require a coherent source of light (i.e. cw laser illumination), the typical
number of images required to form a phase/wavefront image, the
number of experimental degrees of freedom, and the transmittance of
the setup. The list of the abbreviations and their meanings are given
below the table
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length as the main arm (not common-path techniques),
such as DHM or PSI. Although interferences are involved
in CGM/QLSI, DPM, FPM and SLIM, these techniques
do not need the use of coherent light sources because the
beam path is the same between the different beams
interfering at the image plane.
Figure 3 also displays the number of images that need to

be acquired to construct the phase/wavefront images. The
higher this number, the slower the technique. In PSI, FPM
and SLIM, although 3 images would be sufficient in the-
ory, 4 images are usually acquired to substantially improve
the signal-to-noise ratio.
Some QPM techniques possess a degree of freedom

(DoF) that can be adjusted experimentally. In CGM/QLSI,
it is the grating-camera distance. In DPM, the DoF is the
diameter of the 0-order hole in the mask. In DPC, the
numerical aperture of the illumination has to match the NA
of the objective lens, so the DoF is not really a DoF. DPC
rather possesses a numerical DoF, which is the Tikhonov
regularization parameter ϵ, and which can affect both the
trueness and precision of the measurements. In FPM, the
DoF is the diameter of the disc area on the SLM that phase-
shifts the central part of the Fourier space. In TIE, the DoF
is the defocus z between successive acquired images. As will
be explained later, these DoFs are associated with a trade-
off between trueness and precision.
The last line of this table corresponds to the optical

transmission of the QPM techniques, defined as the t=t0
where t is the percentage of photons reaching the camera
compared with the number of photons impinging on the
field of view of the microscope, and t0 is t for a standard,
bright-field transmission microscope (see Fig. 2). For
CGM/QLSI, the transmission is the one of the grating, in
which the opaque lines cover 5/9 of the area, leading to a
transmission of 44%. DHM loses 50% due to the beam
splitter. DPM loses 50% because of the opaque lines of the
diffraction grating, and several 10% more due to the
pinhole. PSI loses 50% because of the beam splitter. FPM
transmission is 25% because the signal passes twice
through a beam splitter. The transmission of SLIM is 50%
because of the use of a linear polarizer to ensure a linear
polarization on the SLM48, and 50% more because the
phase mask in a phase-contrast objective lens usually also
absorbs 50% of the intensity to improve the contrast. The
transmission of DPC and TIE is 100% because they use a
conventional bright-field microscope, with no additional
optical element.

Numerical simulations using IF-DDA
Comparing 8 different experimental techniques with

each other would have been cumbersome experimentally.
Some articles experimentally compare several QPM
techniques, but never more than 3 techniques29,30,49, and
not always on the same microscope with the same

cameras, and sometimes not even using the same mag-
nifications and numerical apertures30, making any objec-
tive comparison complicated.
Here, we rather chose to numerically compare QPM

techniques, so that we are not limited by the number of
techniques, and we can compare them on strictly
equivalent microscopes, on strictly identical objects.
The numerical tool we used to model the microscopy

techniques is based on the discrete dipole approximation
(DDA) method, a common approach for electro-
magnetism simulations50. DDA algorithms require the
meshing of only the object, not of the surrounding
medium, and can easily take into account the presence of
a flat interface (on which the sample is lying)51. We
recently released a home-made DDA toolbox called
IFDDA (for Institut-Fresnel or Idiot-Friendly DDA)52,53,
which not only models the interaction between a light
beam and an object, but also computes the image of this
object by a microscope52,54, i.e., the electromagnetic field
at the image plane. It should be noted that all the cal-
culations performed by the IFDDA code are made
without any approximation within the vectorial
framework.
In all numerical simulations, the incident illumination

took the form of a plane wave or a superposition of plane
waves, characterized by intensity, polarization (linear or
circular), direction (not necessarily at normal incidence),
and wavelength. The modeled microscope in all simula-
tions involved a 100 ´ magnification, 1.3 NA objective
lens, and a camera with a dexel size of 6.5 µm and a full-
well-capacity of 25,000. The only exceptions were the use
of a 60 ´ magnification exclusively for the neuron, and a
0.4 NA objective only for DPC simulations.
The program returns the vectorial electric field of the

light at the image plane E, being composed of the incident
light E0 and the light scattered by the object Es (Eq. (3)).
From E, we compute the theoretical intensity I th ¼ Ej j2,
phase φth and wavefront W th images at the image plane of
a conventional (bright-field) microscope (see upper part
of Fig. 4).
While computing I th from E is straightforward, com-

puting φth or W th is less obvious. First, as explained
above, computing the phase and wavefront profiles of an
electromagnetic field is not straightforward when taking
into account polarization: There are actually two phase
maps, one for each transverse component of the light
beam:

φx ¼ arg Exð Þ ð31Þ

φy ¼ arg Ey
� � ð32Þ

In all the simulations we conducted, the scalar
approximation is supposed to remain valid, because
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none of the objects are birefringent. Nevertheless, in the
simulations, we consider that the true phase map equals
the average of these two profiles, weighted by the
intensity maps:

φth ¼
Ixφx þ Iyφy

Ix þ Iy
ð33Þ

This expression was derived in the case of CGM
experiments55, and we used it in this study for any QPM
to determine the true phase profiles φth, and to compute
W th ¼ φthλ=2π.
In practice, φth can sometimes exceed variations of 2π.

In that case, an unwrapping algorithm is necessary. For
the simulations presented in this study, we did not need to

use unwrapping algorithms, because all the objects were
not optically thick enough.
In QPM, this initial electromagnetic field E, originally

impinging on the camera in bright field microscopy, is
transformed by optical elements, such as gratings, masks,
and polarizers. To conduct the simulations presented in
this article, we upgraded the IF-DDA toolbox so that it no
longer computes only E, but also the transformations
generated by any QPM. More precisely, we modeled all
the optical elements for each QPM technique (gratings,
polarizers, and masks), and computed the resulting elec-
tric field at the camera plane. The numerical procedures
for all the QPMs are sketched in Fig. 4. The codes of IF-
DDA and of the QPM add-on are provided on public
repositories53. This way, one can compute the raw image
recorded by the camera for each QPM, and process it to
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Fig. 4 Computing chart of in silico quantitative phase microscopies using IF-DDA This chart shows the numerical procedure, starting from the
computation of the light field at the sample plane of the microscope, and its processing using 8 different QPM microscope models, until the
computation of the experimental-like intensity, phase, and wavefront images. These modelled images are aimed to be compared with the theoretical
intensity, phase, and wavefront images directly calculated from the theoretical light field, as a means to evidence inherent artefacts of specific QPM,
or quantify the noise amplitude on the modelled images, coming from the shot noise on the camera sensor
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get the phase image φ or wavefront image W using
experimental processing algorithms, as if it were an actual
experimental image. We can then compare the true maps,
I th, φth and W th, at the image plane and calculated using
IF-DDA, with the so-called modelled maps I , φ, and W
obtained by post-processing the raw image captured by
the camera, for each specific QPM. This way, any inac-
curacy inherent to the working principle of QPM tech-
niques can be evidenced, quantified and compared.
For the techniques requiring a laser illumination or a

linearly polarized illumination (see Fig. 3), we used a
linearly polarized illumination. For the techniques using
incoherent illumination, we used a circularly polarized
illumination, to equally distribute the energy over the
different polarization axes.
Moreover, in the second part of our study, we

numerically affected the raw camera image with shot
noise as a means to quantify and compare the signal-to-
noise ratios and precision of all the QPM techniques,
assuming they are shot-noise limited. We neglect here
other sources of noise, such as coherent noise (also called
speckle noise), thermal and dark current noise.
Here are more details on this in silico experimental

approach, the algorithms of which are sketched in Fig. 4,
technique by technique.

CGM
To model CGM, we use the in silico procedure that we

recently used and detailed in ref. 56. Briefly, we consider a
circularly-polarized light beam impinging on the object at
the sample plane at normal incidence, and compute the
resulting electric field E at the image plane using IF-DDA.
Then, we back-propagate E using a Fourier-transform

algorithm the grating-camera distance d. We multiply the
back-propagated field by the complex transmittance of a
QLSI grating, rotated by an angle of 53° around the optical
axis Ozð Þ (to minimize Moiré pattern), and then forward-
propagate over the same distance d to get the inter-
ferogram recorded by the camera. Finally, we use an
experimental processing algorithm to compute the
intensity I and wavefront image W from the inter-
ferogram. Importantly, since CGM is not measuring a
phase, but a wavefront gradient that is subsequently
integrated, no unwrapping algorithm needs to be used in
CGM. A CGM algorithm does not yield discontinuities on
the phase/wavefront maps. The related Matlab code of
this specific algorithm is provided on GitHub38,57.

DHM
To model DHM, we consider a linearly-x-polarised light

beam impinging on the object at the sample plane at
normal incidence, and compute the resulting electric field
E at the image plane using IF-DDA. Then, at the image
plane, we add the reference beam, as a linearly polarized

plane wave tilted by an angle θ around the Oxð Þ axis:
Eref ¼ Eref exp ik � rð Þux where k ¼ 0; k sin θ; k cos θð Þ. The
intensity recorded by the camera is then simply calculated
as

I ¼ jE þ Eref j2 ð34Þ

Then, the intensity map I is processed using a DHM
algorithm, as if it were an experimental image, to compute
the modelled phase map φ.

DPM
To model DPM, we consider a circularly-polarized light

beam impinging on the object at the sample plane at
normal incidence, and compute the resulting electric field
E at the image plane.
Then, we multiply E by the transmittance of the 1D

grating rotated by 45° around the optical axis Ozð Þ. The
pitch of the grating is such that it corresponds to 3 dexels
(pixels of the detector). The resulting field is then Fourier-
transformed and multiplied by the DPM mask passing the
zero order and one 1st order. We shall call D0 the dia-
meter of the circular crop of the zero order, and D1 the
diameter of the circular crop of 1st order. We considered
that the 4-f system was composed of two lenses of focal
lengths 10 cm. Finally, the cropped field is back-Fourier-
transformed to get the interferogram recorded by the
camera. This interferogram is processed using a DPM
algorithm to retrieve the phase image φ, which is exactly
the same as the DHM algorithm.

DPC
To model DPC and its 4 tilted illuminations, we

reproduced numerically what is usually done experi-
mentally: using an array of point-like sources of light (like
a LED array). We chose a circular distribution of sources,
with a square unit cell, and with 16 sources along a dia-
meter, leading to 192 sources in total (see the LED array
geometry in Fig. S1 in Suppl. Info.). The size of the pattern
was adjusted so that it produces a numerical aperture of
0.4 in illumination. We ran a series of 192 numerical
simulations, corresponding to all these incident plane
waves, all circularly polarized. The single, true phase map
φth is assumed to be the phase map for normal incident
illumination at zero NA. For each numerical simulation j,
the intensity map Ij at the camera plane is calculated.
Then, these intensity maps are grouped, depending on
which side they belong to (top, right, left or bottom, see
Fig. S1 in Suppl. Info.), and summed to get the 4 DPC
intensity images I top, Iright, I left and Ibottom, from which the
2 contrast images IDPC1 and IDPC2 are calculated, using Eq.
(10). The intensity and phase PSFs are calculated using
Eqs. (7) and (8) of ref. 25. Then, the phase map is calcu-
lated using Eq. (16).
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PSI
To model PSI, we consider a linearly-x-polarised light

beam impinging on the object at the sample plane at
normal incidence, and compute the resulting electric field
E at the image plane using IF-DDA.
Then, at the image plane, we add the reference beam

Eref , as a linearly x-polarised plane wave at normal inci-
dence endowed with a given, uniform phase shift ϕ: Eref ¼
Erefeiϕux. The intensity recorded by the camera is then
simply calculated as I ¼ jE þ Eref j2. 4 images are gener-
ated, corresponding to 4 different phase shifts ϕ of 0, π=2,
π and 3π=2. These 4 images are then used to compute the
phase image φ using Eq. (19).

FPM
To model FPM, we consider a linearly-x-polarised light

beam impinging on the object at the sample plane at
normal incidence, and compute the resulting electric field
E at the image plane using IF-DDA. Then, the field is
Fourier-transformed and a phase ϕ is applied at the center
of the Fourier space, over a circular area. The diameter D0

of this circular area captures light over an area corre-
sponding to a numerical NA0 ¼ D0M=f in the object
space, where f is the focal length of the tube lens. We then
inverse-Fourier-transform the field to get the intensity
image recorded by the camera. 4 images are generated,
corresponding to 4 different phase shifts ϕ of 0, π=2, π
and 3π=2. These 4 images are then used to compute the
phase φs of the scattered field using Eq. (19), which is then
used to compute the phase image φ of the total field using
Eq. (22).
To model a non-zero illumination numerical aperture

(NAill ¼ 0:02), we consider an ensemble of 13 plane waves
corresponding to 13 point sources regularly spaced in the
Fourier plane of the illumination (i.e., at the aperture
diaphragm location of the Köhler illumination);

SLIM
To model the annular illumination in SLIM, we run a

series of 12 numerical simulations, corresponding to var-
ious incident plane waves, all circularly polarized, regularly
distributed along a ring around the optical axis Ozð Þ at an
NA of 0.25. For each of the 12 simulations, the true phase
map is calculated as the phase map referenced by the phase
map of the incident field E0 at the sample plane. The single,
true phase map φth is assumed to be the average of the 12
phase maps. For each numerical simulation, the E field is
computed, Fourier-transformed, and a phase mask is
applied. It consists of an annulus mask, of phase ϕ and
transmittance τ ¼ 50% (the common transmittance of the
phase ring of a phase contrast objective). The radius of the
annulus matches the NA of the ring illumination (0.25),
and its width is set to a NA of 0.02. The field is then inverse-
Fourier-transformed to get the intensity at the camera

plane. The intensities of all the 12 illuminations are sum-
med (incoherent summation) to get the image recorded by
the camera. 4 of such images are generated corresponding
to the 4 values of ϕ: 0, π=2, π and 3π=2. These 4 images are
then used to compute the phase φs of the scattered field
using Eq. (19) and the βmap using Eq. (23), which are then
used to compute the phase image φ of the total field using
Eq. (22). Note that for SLIM, Eq. (23) must be corrected to
take into account the transmittance τ of the phase ring of
the objective: β ¼ ffiffiffi

τ
p

Es=E0j j.

TIE
To model TIE, we simulated three intensity images, Id ,

I0, Iu of the sample at 3 different focus values of �Δz, 0
and Δz. Then, the three images were used to process the
modelled intensity and wavefront images using the algo-
rithm depicted in Sect. “TIE microscopy”.

Noise simulation
We also studied the presence of noise in OPD images.

Generally, in QPM, the origin of noise is the shot noise,
rather than the reading or thermal noise, because the
camera sensor is usually well exposed. Shot noise comes
from the discrete nature of light energy (photons) that
produces a standard deviation in each dexel equal to

ffiffiffiffi
N

p
,

where N is the number of photons collected by the dexel.
Consequently, the larger the full-well-capacity of the
camera, the better the signal-to-noise ratio56,58,59. For the
simulations intended to study the effect of shot noise, we
generated noise of the raw camera images using the
poissrnd function of Matlab, considering a full-well-
capacity of the camera of 25,000.
The only source of noise simulated in this article is the

shot-noise, inherently present for all techniques. We are
aware that other sources of noise can be dominant,
especially the coherent noise for techniques requiring
laser illumination We did not simulate this type of noise,
but discuss it further on.
To quantitatively compare the noise level of all the

QPM techniques for a given object, the object has to be
imaged with the same microscope settings (magnification,
numerical aperture), and in the same conditions of illu-
mination (at least the wavelength), which is the easy part.
The more subtle aspect involves determining the quantity
of light collected by the systems. This parameter is crucial
as it directly influences the amplitude of noise in the
images. It is more subtle because one can imagine dif-
ferent reference conditions, all equally justifiable, namely:

i. Camera full-well-capacity filled in any acquired
image, no matter how many images the QPM
needs to acquire, 1, 3 or 4 (which corresponds to
what is done experimentally, most of the time).

ii. Equal number of photons detected by the camera,
and the illumination intensity is adjusted
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accordingly for each QPM (to discard the
differences in optical transmissions of the QPMs).

iii. Equal number of photons impinging on the sample
(makes sense when the limitation is cell
phototoxicity for instance)

These three conventions are not equivalent. Convention
(i) is not equivalent to (ii) because phase shifting techni-
ques and TIE require the acquisition of several images
(resp. 4 and 3), not just one. Then, (ii) is not equivalent to
(iii) because QPMs have different transmissions (see
Fig. 3). By convention, in the simulations, we chose
Convention (ii), because Convention (i) would favor
phase-shifting techniques that acquire 4 images instead of
one, i.e., 4 times more photons leading to a factor of 2 of
noise reduction; and not Convention (iii) because pho-
totoxicity is usually not an issue in QPM.

Results
This part describes the results of the simulations related to

the 8 QPM techniques (CGM, DHM, DPM, DPC, PSI, FPM,
SLIM and TIE), imaging 4 different objects, namely a gold
nanoparticle, a bacterium, a 2D material, and a neuron
(Fig. 5). These objects have been chosen because they are
commonly studied systems, and because they cover very
different object dimensions. The gold nanoparticle (Fig. 5(a))
is spherical, 100 nm in diameter, and immersed in a uniform
medium of refractive index 1.5, to match the experimental
conditions of ref. 54. The bacterium (Fig. 5(b)) is 2 µm long,
0.5 µm in diameter, lying on glass and immersed in water. It
is endowed with a uniform refractive index of 1.38. The 2D
material (Fig. 5(c)) is 8 × 8 µm2 in size, lying on glass,
immersed in water, and designed to create an OPD of
0.5 nm, similar to the one of graphene60. The 3D model of
the neuron (Fig. 5(d)) was created from an experimental
image taken from ref. 60. It was endowed with a uniform
refractive index of 1.38 and the thickness of the cell was set
to yield an OPD that was consistent with the experimental
measurement. Considering a uniform refractive index within
the cell is a strong approximation, but it is sufficient within
the scope of this study to evidence the limitations of QPMs
for such large objects. For the nanoparticle, bacterium and
2D material, the parameters of the microscope were λ ¼ 532
nm, 100 ´ magnification, 1.3 NA. For the neuron, they were
λ ¼ 600 nm, 60 ´ magnification, 1.3 NA.
The aim here is to investigate the accuracy of all the

QPMs. The accuracy is normally defined as the association
of trueness and precision. Trueness refers to any systematic
deviation of the modelled images from the true images, i.e.,
bias or artefacts, while precision refers to inaccuracy mea-
surements stemming from the noise on the images.
Figure 6 gathers numerical simulations of OPD images

of the 4 objects imaged with 7 microscopy techniques,
compared with the true OPD images (gray lines labelled
‘theory’). Results on PSI are not included in the figures, for

space reasons, but they are presented in Suppl. Info,
Figure S2. In all these simulations, no shot noise was
added to the raw camera images, in order to focus on the
presence of possible artefacts.
Figure 7 plots similar data, where shot noise has been

added to the raw camera image. This figure is rather aimed
to study measurement precision, in terms of signal-to-noise
ratio. The 5 investigated systems are (i) a blank area, to
better quantify the noise level, (ii) a 100 nm gold nano-
particle, (iii) a bacterium, (iv) a 2D material, and (v) a
neuron. Note that for the 2D material, which features an
OPD of only 0.5 nm, 25 images have been averaged for each
technique to yield a more reasonable signal-to-noise ratio.

Au nanoparticle

Bacterium

2D material

Neuron

1 �m

Ø100 nm

8 × 8 �m2

a

b

c

d

0.6 1.1 –12 3

0.8 1.3 –5 25

0.998 1.003 –0.2 0.6

0.7 1.4 –50 200
True OPD W th (nm)True intensity Ith

2 × 0.5 �m2

2 �m

8 �m

10 �m

Fig. 5 The 4 objects investigated in this study The first column
defines their geometry, the second displays the theoretical intensity
images and the third column displays the theoretical OPD (or
wavefront) images. a A gold nanoparticle. b A bacterium. c A 2D
material. d A eukaryotic cell (a neuron)
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The results presented in Figs. 6 and 7 highlight various
levels of noise and deviations from ground truth among
the different techniques. In order to quantify the degrees
of accuracy of all the QPMs revealed by these simula-
tions, we measured biophysical quantities from all these
images. Specifically, we determined the dry mass values
of the bacterium and the neuron, the complex optical
polarizability of the NP and the average OPD of the 2D

material. The dry mass values were evaluated by a pixel
summation after tight segmentation of the cells, and the
optical polarizability of the NP was determined
according to the expression given in ref. 54. These values
are plotted in Fig. 8.
Measurements on the nanoparticle feature the largest

lack of precision, being the smallest object (Fig. 8a). Even,
on the noise-free images, the measurements vary from

DHM SLIM TIEFPMCGM DPM DPC

O
P

D
  (

nm
)

(n
m

)
(n

m
)

(n
m

)

–12

3

O
P

D
  (

nm
)

–5

25

O
P

D
  (

nm
)

–0.2

0.6

O
P

D
  (

nm
)

–50

200

A
u 

 n
an

op
ar

tic
le

B
ac

te
riu

m
2D

  m
at

er
ia

l
N

eu
ro

n

0

–12

0

0.5

0

195

theory

0

21

 (
nm

)

DHM Off-axis digitial holographic microscopy   CGM Cross-grating wavefront microscopy (using QLSI)   DPM Diffraction phase microscopy   DPC Differential 
phase constrast microscopy   FPM Fourier phase microscopy   SLIM Spatial light interference microscopy   TIE Transport of intensity equation microscopy

Fig. 6 Investigation of QPM trueness. 28 numerical simulations of OPD images of 4 different objects, acquired using 7 different wavefront and
phase microscopy techniques, on the same microscope. Each column corresponds to a microscopy technique. Each row corresponds to an object.
For each image, a horizontal crosscut passing through the center of the image is displayed below. The grey lines in the background indicate the
theoretical profiles. The experimental setting parameters are: d ¼ 0:6 mm for CGM, D0 ¼ 20 µm for DPM, ϵ ¼ 10�3 for DPC, NA0 ¼ 0:02 for FPM,
Δz ¼ 500 nm for TIE. PSI results are presented in Suppl. Info
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one technique to another, not really because of artefacts,
rather because of the presence of diffraction rings making
the segmentation more difficult. The nanoparticle does
not feature significant artefacts, for any technique, as
observed in Fig. 6. Similarly, measurements on bacteria
are not affected by artifacts, regardless of the QPM used
(Fig. 8b). SLIM just features a weak underestimation.
Measurements are mostly inaccurate with large objects,
such as graphene (Fig. 8c) and eukaryotic cells (Fig. 8d);
and with DPC, FPM and SLIM.
The presence of noise observed in Fig. 7 makes the

biophysical measurements more dispersed around the
true value. To quantify this dispersion, we conducted a
series of 12 identical simulations, in each QPM/object
case, including random shot noise. The 12 measurements

are also plotted in Fig. 8, so that this figure gives a general
overview of the accuracy of all the techniques, in terms of
trueness and precision, as a function of the imaged object.
The values plotted in Fig. 8 are given in Suppl. Info. A
larger noise affect CGM and TIE images in most cases, in
particular for bacteria and graphene.
The following sections aim to explain the origins of all

the QPM inaccuracies observed in Fig. 8. We shall discuss
the degrees of trueness (artefacts) and precision (signal-
to-noise ratio) of each of the microscopy techniques
addressed in this study, one by one.

CGM accuracy: effect of the grating-camera distance
All in all, the cross-cuts of the OPD images of CGM

shown in Fig. 6 are in very good agreement with the
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theoretical profiles. Nevertheless, one can distinguish a
slight discrepancy for the nanoparticle. The slightly
reduced peak amplitude observed on the CGM image
comes from the grating-camera distance (set at 0.6 mm in
all the simulations presented in this Fig. 6). The setting of
the grating-camera distance is not critical, in the sense
that there is no particular value that makes CGM work.
The grating-camera distance d can be continuously tuned,
and the interferogram remains well-defined, without
being blurred by a Talbot effect, thanks to the 0� π
checkerboard pattern35,37. Fig. 9a shows CGM image
simulations of the 100 nm gold nanoparticle for various
grating-camera distances. The results show that the
grating-camera distance must remain below a critical
value to yield accurate OPD profiles. Above this limit, on
the order of 1 mm for common QLSI systems in micro-
scopy, the OPD amplitude is reduced until a point where
4-fold symmetry artefacts appear on the image56.
In CGM, the noise of the OPD images is a Flicker noise,

also called a Brown noise. It is not a white noise like in
most of the other QPM techniques. A Flicker noise is
characterized by a larger amount of low spatial

frequencies56, which makes it different from any other
QPM technique. More precisely, the power spectral
density of the noise in CGM scales as 1=f 2, where f
represents the spatial frequencies of the image. This noise
appears as the main drawback of CGM. Fortunately, it is
weak, and can be removed by summing images (unlike a
speckle noise). However, a Flicker noise is more difficult
to remove using postprocessing than a white noise.
As observed in Fig. 9b, placing the grating further leads

to a reduction in the noise amplitude on the OPD images.
Moving the grating from 0.2 to 1.4 mm leads to a noise
level varying from 1.7 to 0.30 nm. This observation is in
agreement with the expression of the standard deviation σ
of the noise amplitude derived in Ref. 56

σ ¼ 1

8
ffiffiffi
2

p pΓ
d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log NxNy

� �
wN im

� �s
ð35Þ

where w is the full-well-capacity of the camera, N im the
number of averaged images, Γ the cross-grating pitch, p
the dexel size, NxNy the number of pixels of the image,
and d the grating-camera distance. The noise amplitude
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scales as the inverse of d. Importantly, this 1=f 2 non-
uniformity in the spectral domain makes the noise
amplitude dependent on the image size Nx ´Ny. The
bigger the image, the larger the calculated noise
amplitude. This special feature is not really a problem
in CGM, because, normally, the larger the object, the
thicker it is, like with living cells. However, in the case of
thin and extended objects, such a low-frequency noise
can be problematic. This is why the OPD values are
particularly dispersed in Fig. 8c related to graphene, in
the case of CGM, while they are not in the case of a
neuron (Fig. 8d).
However, the grating cannot be placed arbitrarily far, as

artefacts begin to appear, as previously explained. In
CGM, there exists therefore a trade-off between trueness
and precision when adjusting the grating position.
CGM is inherently achromatic because it is sensitive to

the shape of a wavefront, rather than the phase of light. It
is commonly employed with incoherent, broad-band
illumination from an LED or a bulb, sometimes in con-
junction with a band-pass filter. CGM could be used with
a laser illumination, but it is usually avoided because it
creates the same speckle noise and fringes as the ones
observed in DHM and PSI. There are two consequences
of this. First, there is no other noise origin than the shot
noise. In particular, there is no speckle noise. The noise
level that is observed experimentally is exactly what is
observed numerically in this work56. Second, there is
always a non-zero illumination NA. Opening the illumi-
nation NA is likely to create artefacts in QPM, like with
DPM and FPM as explained further on. However, it is not
the case in CGM, unless large NA are used (typically
above 0.6), as explained in Refs. 16,56. When such artefacts
related to the illumination NA occur, an image post-
processing can be applied to correct for the artefacts, as
explained in Ref. 16.

Accuracy of DHM and PSI
DHM and PSI have similar experimental implementa-

tions (Fig. 2b, f). They represent respectively the simplest
implementations of off-axis and phase-shifting methods,
and exhibit perfect, artefact-free phase images for any
system (Fig. 6, 2nd and 4th columns). There are no
inherent artefacts associated with these methods.
These techniques also offer the possibility of adjusting

the relative intensities of the two arms, as a means to
improve the contrast of the interferogram, a benefit that
DPM does not possess for instance.
In the simulation of Fig. 7, DHM exhibits a very

acceptable noise level compared with all the other QPM
techniques. However, our simulations using IF-DDA aim
to quantify the inherent inaccuracies and noise levels for
each system, free from imperfections. In practice, when
using a laser illumination to make an image on a camera,

the image is naturally degraded by a speckle noise and by
fringes. We cannot render this type of noise in our
simulations, because we model perfect illuminations and
microscopes. Our numerical simulations for DHM and
PSI are thus better than reality, in terms of signal-to-noise
ratio. However, our simulations are not disconnected
from reality because methods exist to substantially reduce
the amplitude of speckle noise in DHM61 and PSI62,
which is a very active research line in the QPM
community.
In 2018, Bellanger et al. presented a comparative study

of CGM and DHM29. One of the objectives of this article
was to experimentally compare the noise levels of these
two techniques. We reproduce in Fig. 10a–d their results
on the measurements of the phase profile of a waveguide.
The effect of the coherent noise is visible on the DHM
images. As a result, the noise level is higher for DHM
compared with CGM. In Fig. 10e, f, taken from ref. 30. also
comparing CGM and DHM, the presence of fringes in
DHM is evidenced.

DPM accuracy: influence of the zero-order pinhole
DPM operates on the same principle as DHM. It is an

off-axis technique that generates phase-related infor-
mation through interference with a reference plane
wave. However, the implementation is distinctly differ-
ent, as it is a common-path method. In DHM, the
reference beam follows a separate path (Fig. 2c). In
DPM, the reference beam is created from a replica of the
image itself, in which the lowest spatial frequency is
filtered by a pinhole in the Fourier space, as a means to
get a quasi plane wave (Fig. 2d). The diameter D0 of the
pinhole in the DPM mask is crucial. It has to be as small
as possible, ideally a point, to efficiently filter all the
non-zero spatial frequencies of the corresponding light
profile at the image plane, to obtain a plane wave acting
as the reference beam, like in DHM. When the pinhole
is too large, some non-zero, low spatial frequencies are
transmitted, and all these low frequencies are subtracted
to the final image, leading to an area of inverted contrast
around the object of interest. This effect is called the
halo effect49,63,64. The halo effect in DPM can be
observed in the literature (see an example in Fig. 1d).
Such an artefact is also observed in DPC, FPM and SLIM
(Fig. 1e) but the origin is different, as explained in the
next sections. Referring to it as a halo underestimates
the issue because it implies that the problem only occurs
outside the object of interest. However, each time a halo
effect appears, it implies a reduction in the OPD within
the object as well, sometimes called the shade-off
effect63, affecting the precision of any quantitative
measurements, for instance of the dry mass of the cell.
In Fig. 1e, f, the more problematic shade-off effect is
even more obvious than the halo effect.
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Common DPM pinhole sizes reported in the literature
are 10 µm65,66, sometimes 15 µm67. Some articles even
report pinhole sizes of 100 µm, 150 µm68, or even 200 µm
in refs. 15,69. In Fig. 11a, we show numerical results of a 2D
material imaged by DPM with various pinhole sizes,
ranging from 10 µm to 60 µm, where the halo and shade-
off effects are observed above D0 ¼ 10 µm. This effect of
the pinhole size in DPM explains why some articles report
abnormal OPD-flat eukaryotic cells and some others not:
the introductory Fig. 1c looks consistent, while Fig. 1d
looks problematic, although both of them were acquired
using DPM.
Figure 11b shows the same simulations with shot noise

added to the interferogram. Interestingly, the size of the
pinhole does not affect the amplitude of the noise, at least
for this system consisting of a thin object.
The rule for the pinhole size in DPM appears to be ‘the

smaller, the better’ and while generally sound, it does have
limitations in at least two scenarios, which we elaborate
on below: the observation of thick/large objects and the
use of incoherent (white light) illumination.
When working with thick, scattering objects, or

objects covering a large part of the field of view, i.e., with

an object scattering a large amount of the incoming light
out from the direction of the optical axis, the zero-order
spot in the Fourier plane becomes broad, and possibly
larger than the pinhole size. In that case, if small
enough, the pinhole effectively produces a plane wave,
but of weak intensity compared with the first order. The
two interfering light beams have thus different inten-
sities, leading to poor fringe contrast and thus a higher
noise level.
Some studies reported the use of DPM with inco-

herent light sources, an approach called white-light
DPM (wDPM)69. DPM can be much more easily used
with an incoherent illumination, compared with DHM,
because it is a common-path technique. In that case,
the source is not a laser, but rather an LED or a bulb,
and the numerical aperture of the illumination cannot
be zero. As a consequence, the spot size in the Fourier
plane (where the pinhole lies) is necessarily broader
than with a laser. Regarding the pinhole size, there are
two options: (i) either its size is big enough to capture
this bigger 0-order spot. In that case, the contrast of
the fringes will be optimized because the 0 and 1st
orders have comparable intensities. However, there is a
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risk to capture non-zero, low spatial frequencies that
could create halo/shaded-off artefacts, as observed in
Fig. 11c even at D0 ¼ 10 µm; (ii) or the size of the mask
is as small as possible, to avoid halo/shade-off arte-
facts. But in that case, the intensity of the 0-order is
strongly reduced compared with the 1st order, redu-
cing the contrast of the fringes and increasing the
noise level on the images, as observed in Fig. 11d. In
white-light DPM, there is a trade-off between accuracy
and noise, exactly like in CGM with the grating-camera
distance, but for a totally different reason.
Some procedures have been developed to correct for the

halo effect70, but they are questionable, because artificially
adding some low frequencies where the imaged objects
are lying, and they are not always effective: For instance,
in the article where Fig. 1d was taken, the halo effect is
said to be corrected, but the soma of the cell in the OPD
image still appears empty. In 2021, deep learning was
proposed as a method for correcting for the halo effect in
DPM71.

DPC accuracy
The DPC simulations presented in Fig. 6 show sig-

nificant deviation from theory, regardless of the imaged
object. The theory profiles are naturally different from

all the other techniques because DPC uses a small NA
objective (0.4 compared with 1.3 for the other techni-
ques). For small objects, the simulated profiles look
super-resolved, while for large objects, there is a halo/
shade-off effect. The two next subsections explain these
observations.

DPC accuracy: influence of the numerical apertures
The only experimental degree of freedom in DPC is the

NA of the 4-quadrant illumination. It has been elucidated
and experimentally demonstrated in Ref. 25 that this
illumination NA must align with the NA of the objective
lens. Our IF-DDA simulations confirm this requirement.
In Fig. 12, we show the image of the neuron with
NAill;NAobj
� � ¼ 0:4; 0:4ð Þ and NAill;NAobj

� � ¼ 0:4; 0:8ð Þ.
In the latter case, the object totally disappears. This
restriction necessitates the use of a low-NA objective,
resulting in reduced spatial resolution in DPC compared
to all the other QPM techniques. However, it is important
to note that the effective NA in DPC equals NAobj þ NAill,
i.e., 0.8 here. This benefit enhances the initial spatial
resolution by a factor of 2, but it remains low compared
with the case of oil-immersion objectives. It is why the
simulated DPC images look super-resolved in Fig. 6,
compared with theory.
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DPC accuracy: influence of Tikhonov regularization para-
meter α
The other important degree of freedom in DPC is not

experimental, but numerical. The Tikhonov regulariza-
tion parameter ϵ is an artificial offset in the denominator
of Eq. (16). It avoids division by small values to prevent a
high noise level. The side effect of this artificial offset is a
damping of the retrieved φ. ref. 25 mentions that a good
compromise is ϵ ¼ 10�3. It is the value we used in all the
simulations presented in Figs. 6 and 7. In Fig. 12, we
compare images of neurons obtained with ϵ ¼ 10�3 and
ϵ ¼ 10�5. While the halo/shade-off effect is important for
ϵ ¼ 10�3, it is well reduced for ϵ ¼ 10�5. This latter value
is therefore more recommended, especially if quantitative
dry mass measurements is the aim of the study. It, how-
ever, comes along with a high noise level, as observed in
Fig. 12d–f, which can be discarded by average multiples
images, or using a camera with a large full-well-capacity.
With ϵ ¼ 10�5, the halo/shade-off is reduced, but some
non-uniformity remains in the background.

FPM accuracy: influence of the size of the circular
phase mask
Although FPM belongs to the other family of phase-

shifting techniques, it is experimentally similar to DPM
because it plays with the zero-order spot in the Fourier
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plane. However, in FPM, this spot is the only one in the
Fourier space (no 1st order diffraction spots created by a
grating), and it is captured by a phase mask, the dimension
of which is expressed here in numerical aperture NA0. This
similarity makes FPM suffer from similar problems as
DPM, also leading to a halo/shade-off effect for some
specific values of the free parameter, here NA0.
In FPM, the phase shifts (of 0, π=2, π, and 3π=2) are

supposed to be applied to the unscattered field E0, ideally
only present at NA ¼ 0 (point-like spot in the Fourier
space). If NA0 is too large, i.e., if the size of the phase mask
created by the SLM in the Fourier space is too large, the
phase shifts are not only applied to E0 but also to a part of
the scattered field Es, the low spatial-frequency part,
artificially incorporating it into E0, leading to a halo/
shade-off effect. This issue is shown in Fig. 13a, where
such artefacts appear when the mask size is increased.
This effect is all the more important for objects with low
spatial frequencies, i.e., large objects, as observed for the
2D material or the cell in Fig. 6.
Just like in DPM, one could conclude that making NA0

as small as possible is the golden rule. However, it is not
always recommended. Indeed, unlike with DPM, there is
a lower limit to the free parameter NA0 in FPM. NA0

should never be smaller than the illumination NA, NAill.
Otherwise, the phase mask is not capturing the whole E0

field. If NA0 is too small, such that NA0 <NAill, then part
of the incoming field E0 is not phase shifted, which cre-
ates a halo/shade-off artefact. This problem occurs in
particular when using incoherent (called white-light)
illumination. FPM was demonstrated using white light, a
modality called wFPM72. In that case, the zero order is
naturally not a point in the Fourier space. This problem is
observed in Fig. 13c, with NAill was set to 0.02, which is
an extremely small value. For NA0 ¼ 0:015, just below
NAill, the signal is completely lost. This makes a strong
difference with DPM, where reducing the crop never
yields artefacts, and just increases the noise level. Here,
with FPM, artefacts occur systematically when the phase
mask is too large, but also when it is too small. And
sometimes, especially with wFPM, no phase mask
dimension leads to quantitative measurements. In Ref. 72

where wFPM was introduced, we can see that the imaged
red blood cells suffer for the shade-off effect, because the
central part of the RBCs feature a zero OPD value. RBCs
are supposed to exhibit a lower OPD value in the center,
but not a zero value. Just like wDPM, wFPM is not
recommended when the quantitativeness of the mea-
surements is important.
Regarding the noise level, changing the phase mask size

has no effect on the noise level, in any case, because it
does not modify the light intensity reaching the camera
sensor (Fig. 13b, d). This observation is much different
from what happens in DPM, where a reduction in the hole

size in the Fourier plane decreases the fringe contrast and
thus increases the noise level (see Fig. 11).

Inherent inaccuracies of SLIM
In general, in our simulations, what is assumed to be the

theoretical OPD profile (i.e., the ground truth) is the OPD
profile under plane wave, normal illumination. The first
problem with SLIM is that the illumination is not a plane
wave, and not normal. SLIM involves an annular illumi-
nation. The question of what the definition of the true
OPD should be is thus raised. In the IF-DDA simulations
related to SLIM, the annular illumination is composed a
12 tilted plane waves regularly distributed along a circle in
the Fourier plane at an NA of 0.25. We considered the
theoretical OPD to be the average of the 12 OPD images
calculated using IF-DDA, corresponding to 12 titled plane
wave illuminations. This average OPD slightly differs from
the OPD obtained under normal incidence (see the solid
‘theory’ grey lines in Fig. 6 for the nanoparticle simulation,
compared with the other theoretical profiles on the same
row). The numerical simulations show that SLIM tends
indeed to measure this average OPD (Fig. 6). However,
this quantity can differ from what would be measured
using any QPM based on a plane wave illumination.
The second problem with SLIM is the halo/shade-off

effect73. The origin of the effect is exactly the same as in
FPM (see previous section “FPM accuracy: influence of
the size of the circular phase mask”). SLIM encounters
difficulties as soon as objects cover a large part of the field
of view, because large objects feature low spatial fre-
quencies that tend to overlap with the phase mask. The
problem with SLIM is even more important compared
with FPM, because in SLIM, one cannot play with the size
of the mask. First, it has an annular shape, and then its
dimensions has to match the dimensions of the annular
phase mask of the phase-contrast objective lens. And
second, this objective’s annular phase mask is far from
being infinitely thin. While halo artefacts can be avoided
in FPM using a laser illumination and small enough a
phase mask, SLIM is thus bound to feature important halo
effects for large objects. Figure 6 illustrates this problem,
where artefacts are visible for large objects such as the 2D
material and the cell. Note that we used a width of
0.02NA for the annular mask, which is much better than
the specification of phase contrast objectives (rather on
the order of 0.1). Nevertheless, artefacts are still observed.
It also explains the artefact observed in the experimental
measurement of Fig. 1e. Unlike FPM, where the size of the
0-order phase mask can be reduced in size, there is no
degree of freedom in SLIM, and one has to live with this
artefact. SLIM looks more suited to characterize small
objects, like bacteria or nanoparticles (see Fig. 6). In the
scope of this article, we focus on 4 systems of interest with
various sizes. A more thorough study could investigate the
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magnitude of the halo-shadow effect as a function of
gradual increases of the object size and optical thickness.
Numerical methods have been developed to correct for

the halo effect70,73. However, they consist of adding a
blurry image to the image, to artificially add some low
frequencies and visually improves the rendering of the
image. The claim that this trick recovers the true OPD
image is not obvious, and this method tends to correct
only the halo effect and not the shade-off effect.

Effect of the defocus parameter in TIE
In TIE, three intensity images need to be acquired at

various focuses (�Δz, 0 and Δz) to reconstruct an OPD
image74. Fig. 14a displays OPD images generated by TIE
on a nanoparticle. In general, the smaller Δz the better. At
distances larger than 0.5 µm, the OPD spreads and
becomes underestimated. For larger objects, like the
neuron in Fig. 14b, larger defocus parameters can be used.
The only issue is a loss of spatial resolution74, which is
evidenced by closely looking at the neurite in Fig. 14b.
Unlike FPM or DPM, there is no creation of artefacts with
TIE when increasing the free parameter. It just yields a
loss in spatial resolution.
Figure 7 evidences a much higher degree of noise for

TIE compared with the other QPMs. The reason is cer-
tainly that, unlike all the other QPMs, TIE is not an
interferometry technique, in the sense that the phase map
does not arise experimentally from an interference

mechanism. TIE images simply arise from the subtraction
of quasi-identical intensity images, Iu and Id (Eq. (30)),
making the resulting image very sensitive to shot noise
from the beginning of the algorithm. Moreover, TIE pri-
marily measures the Laplacian (2nd derivative) of the
wavefront (Eq. (24)), while CGM measures the gradient
(1st derivative). Thus, two integration steps are required
in TIE, which leads to a high amount of low-frequency
noise (� 1=f 4), much more than CGM (� 1=f 2). As a
consequence, this technique is not particularly suited a
priori for imaging small or thin objects, such as nano-
particles or 2D materials. However, the technique per-
forms nicely for eukaryotic cells. Figures 14 c, d show
images of a nanoparticle and a living cell. To faithfully
image a nanoparticle, the defocus has to remain below
± 0:2 µm, making the image very noisy and not really
exploitable. However, for large and thick objects, such as
eukaryotic cells, the defocus can be much larger without
creating artefacts in the images. The drawback is rather a
loss of spatial resolution on the images. This is a strong
difference with other QPMs such as FPM or CGM, where
the setting of the parameter comes along with a trade-off
between trueness and precision.

Other comparison parameters
Instabilities
A problem that is not represented in our numerical

simulations is the instabilities, which are defects that are
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not inherent to the technique, but coming from experi-
mental imperfections (air flow on the setup, temperature
variations, vibrations). Sometimes, they can be the main
source of measurement inaccuracies. This is important
because imperfection can substantially contribute to the
image quality for some techniques, especially in DHM.
Because there is a spatially separated arm, differences can
happen between the two arms, and because of the sensi-
tivity of interferometry measurements, even weak and
unavoidable perturbations such as air flow, temperature
variations or vibrations can substantially affect measure-
ments using DHM, and even more using PSI, which is not
single shot.
This problem explains the emergence of common-path

techniques, which remain interferometric but discard the
presence of a reference arm, such as DPM or CGM. These
techniques are much less sensitive to external perturba-
tions because the two interfering beams propagate along a
common path. In CGM, the interference between the four
diffracted beams occur over the caged millimetric dis-
tance between the grating and the camera, where there is
no air flow. For CGM homemade systems using a relay
lens, there may be a flow creating instabilities, but they
can be easily discarded by shielding the beam path
with tubes.
For techniques requiring multiple acquisitions (PSI,

FPM, SLIM and TIE), the sample movements (including
thermomechanical drifts) can be a major source of error.
Parallelized acquisition to simultaneously measure the
required multiple images has been proposed for TIE to
overcome this limitation75.

Image noise
We have explained that CGM and TIE feature a high

degree of noise level, because they rely on integration
steps that enhance low-spatial-frequency noise (Flicker
noise). However, this type of noise can be arbitrarily
reduced by averaging imaging.
The other source of inaccuracies that cannot be taken

into account in numerical simulations is the speckle noise,
that occurs as soon as a laser illumination is used. It is the
case in DHM, PSI, and in general for any QPM based on
the use of two arms.
Unlike shot-noise, or Flicker noise, a speckle noise

cannot be eliminated by averaging images. This noise is
random in space, not in time, which is why it is particu-
larly problematic.
Some approaches have been developed, both in

DHM61,76–79 and PSI62, to reduce speckle noise,
including optical and numerical methods. For instance,
a noise reduction can be achieved with different posi-
tions of the camera or of the object, by using different
longitudinal laser modes, or by using a tunable light
source61,79. Also, the use of a partially coherent source is

possible in DHM, as long as some caution is used76,80,81:
the separate paths of the object and reference arms have
to be carefully matched to obtain contrasted inter-
ference. For this reason, four identical microscope
objectives (two condensers and two objectives) have to
be used, doubling the cost of already expensive elements
of the microscope81. Moreover, conventional DHM,
using a tilted mirror like in Fig. 2c, would fail in pro-
ducing a contrasted interferogram throughout the full
field of view, because the optical path difference cannot
be uniform. The trick consists in using a grating instead
of a tilted mirror81. Commercial offers propose DHM
systems with incoherent light sources, adjusted path
lengths and grating. This second constraint is lifted
when using PSI62, because PSI does not require a tilt. In
summary, using incoherent light is DHM remains
complex, costly and marginal.

Speed
Some QPMs require the acquisition of several images

to reconstruct a single OPD image. It is the case of
phase-shifting techniques (PSI, FPM, SLIM), which
acquire 4 images, DPC which requires at least 4 images
as well, and TIE, which requires 3 images. Note that
more than 4 images can be acquired with DPC, to avoid
possible 4-fold symmetries on the phase images25. Also,
more than 3 images in TIE can be acquired to improve
the signal-to-noise ratio. And 3 images could be suffi-
cient in phase-shifting techniques in theory, but 4 is
highly recommended to gain in signal-to-noise ratio.
Multiple acquisitions make the study of dynamical pro-
cesses more complicated if they are fast. The speed of all
the other QPM techniques (CGM, DPM, DHM) just
equals the camera frame rate, and are considered fast for
this reason.
Note that a reduced speed, due to the acquisition of

multiple images, is usually not a strong drawback when
investigating physical samples or even cells in culture,
where the dynamical processes are usually slow.

Simplicity/compactness
DHM or PSI require the full modification of a

microscope, both in illumination and detection. They do
not qualify as compact. However, CGM just consists of a
simple camera, to be implemented in the port of a
standard wide-field microscope. It is the most compact
QPM technique one can think of. TIE also consists of
using a simple microscope the way it is. No additional
bulky system is required. It is thus particularly simple
and cost effective. DPC requires the implementation of a
LED array in place of the illumination. DPM, SLIM and
FPM systems are more bulky, but they also consist of
add-on modules to be adapted on the port of optical
microscopes.
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Chromaticity
The ability to vary the illumination wavelength, or the

ability to use broadband illumination are valuable assets
in QPM, but not all the QPM techniques have these
abilities.
As soon as an SLM is used, i.e. with FPM or SLIM, a

specific wavelength (or tight wavelength range) has to be
used, matching the calibration of the SLM. FPM and
SLIM are thus not likely to easily conduct wavelength-
dependent studies. However, SLIM does not require a
laser illumination. DPM and FPM can also use incoherent
light sources, modalities called wDPM69 and wFPM72, but
at the cost of a reduced accuracy (see Sects. “4.3. DPM
accuracy: influence of the zero-order pinhole” and “4.5.
FPM accuracy: influence of the size of the circular phase
mask”).
Techniques based on laser illumination, such as DHM

or PSI, are also not likely to conduct wavelength depen-
dent studies because wavelength-adjustable lasers in the
visible range and much less common and more expensive
than monochromators. Some implementation of DHM
with incoherent light exist, but are more complex, more
expensive and less popular, as explained in Sect. “Image
noise”. Monochromators and wavelength-dependent stu-
dies can however be straightforwardly conducted using
CGM or TIE.

Absolute/relative measurements
There exist two QPM families, those actually mea-

suring phase, and those rather imaging wavefronts (see
first line of the table in Fig. 3). The wavefront imaging
techniques are CGM and TIE. Because they firstly
image wavefront gradients that are eventually inte-
grated, an additive constant appears, making the mea-
surements not absolute. In other words, the OPD map
is obtained to within a constant. Consequently, CGM
and TIE are not sensitive to global variations of the
phase over the field of view, also called a piston. Indeed,
in TIE, a global phase variation does not modify any of
the acquired intensity images Iu, Id and I0, precisely
because they are intensity images. In CGM, a global
phase variation does not modify the spot-array pattern
of the interferogram. Albeit a phase imaging technique,
DPC also provides relative measurements because it
primarily measures phase gradients. Indeed, DPC is not
interferometric and any piston does not modify the set
of regular intensity images acquired with DPC. How-
ever, in DHM for instance, progressively varying the
global phase over the field of view results in a pro-
gressive fringe shifting in the interferogram. Thus,
CGM and TIE (wavefront imaging techniques) provide
wavefront profiles to within a constant, while phase
imaging techniques are capable of measuring absolute
phase variations, in theory.

However, getting the phase/wavefront to within a con-
stant is not a limitation in most applications, especially in
cell biology. For instance, dry masses can be still easily
measured in CGM considering that the outer boundary of
the object in the OPD image is zero31,82,83.

Polarization
Some samples can be birefringent, meaning that their

refractive index depends on the polarization of the inci-
dent light. It is the case of collagen fibers, or anisotropic
nanoparticles for instance. Birefringence characterization
is possible using techniques such as CGM55,84 or DHM85

by rotating the polarization of the incident illumination,
or by implementing a polarizer in detection. However, any
QPM based on the use of an SLM (i.e. SLIM and FPM)
cannot study birefringence because an SLM requires a
linearly polarized light beam along a given direction.

Spatial resolution and image definition
CGM, DHM and DPM belong to the same family of off-

axis QPMs. They all rely on the acquisition of an inter-
ferogram, characterized by fringes, from which the OPD
image can be retrieved from a single image, at the cost of a
reduction in the number of pixels of the image, compared
to the camera raw image. One usually has an area of 3 ´ 3
pixels of the raw image (interferogram) that corresponds
to 1 OPD pixel17,56. This reduction in image definition
does not necessarily lead to a reduction in image resolu-
tion. If the microscope oversamples the object, then the
diffraction limit can still be reached59,86,87.
On the contrary, DPC, PSI, FPM, SLIM, TIE do not gain

information by sacrificing some image definition, but by
acquiring multiple images. Thus, with these techniques,

Noise/precision

Image definition

Stability

Speed

Simplicity

Achromaticity

Absolute meas.

Transmission

DHM CGM DPM

Trueness

PSI FPM SLIM

DPC

TIE

a

b

Fig. 15 Comparison of QPM features. a Designation of the features
of the radar charts. b Radar chart of the 8 QPM techniques
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the processed OPD and intensity images have the same
number of pixels as the raw camera image.
DPC is special in the sense that it requires a low-NA

objective, typically with a NA value of 0.4. Since the
illumination NA has to match the objective NA, the
effective NA in DPC is twice as large, i.e. 0.8. However, it
is still smaller than what the other QPMs can do. The

spatial resolution in DPC is thus usually poorer than with
other QPMs.

Summary
The aim of the article is twofold, (i) present and share a

numerical toolbox tailored to modeling any QPM, and (ii)
draw comparisons between important QPM techniques,

CGM
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SLIM

TIE

Artefacts Noise Light source Implementation Speed

Very good

Poor.

Very good

Poor

Very good

Very good
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White noise
< 1 nm

Flicker noise
High noise level ~3 
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Incoherent.
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Incoherent
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consists of a 
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Requires the full
modification of
a microscope.

Easy to 
implement as an
addon module
on the port of a
microscope. 

Requires the full
modification of
a microscope.

Easy to 
implement as an
addon module
on the port of a
microscope. 
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implement as an
addon module
on the port of a
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bright field 
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[19,20]
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Ref.

DHM Off-axis digitial holographic microscopy CGM Cross-grating wavefront microscopy (using QLSI)     DPM Diffraction phase microscopy
DPC differential phase contrast microscopy   PSI Phase shifting  interferometry microscopy   FPM Fourier phase microscopy
SLIM Spatial light interference microscopy   TIE Transport of intensity equation microscopy

Fig. 16 Summary of the main QPM benefits and drawbacks
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as a guide to help the reader find their way in the field of
QPM and select the most appropriate technique for their
particular application.
Figure 15 visually summarizes the results in the form

of radar charts, as a means to better compare the fea-
tures of all the 8 QPM techniques. 9 parameters are
included, namely the precision and the trueness (fol-
lowing the results described in Sect. “Results”), and the
simplicity, chromaticity, absolute nature of the mea-
surements, transmission, speed, stability and image
definition (following the results described in Sect.
“5.Other comparison parameters”). Evaluations are
made on 3 grades, following the results and the dis-
cussion presented in this article. Not all parameters are
equally important. For instance, while noise and true-
ness are parameters of major interest, the possibility of
performing absolute measurements is rather marginal.
As a consequence, one cannot visually consider the total
area of the charts as a total score. For instance, the
pattern of DHM is quite tight compared with the others,
while it is one of the most popular QPM. The main
drawback of DHM is the speckle noise, which can be
suppressed only with costly and complex setups.
It is worth comparing DPM and CGM, which are the

two grating-based techniques. The basic version of DPM
does not offer clear benefits compared to CGM. The noise
of DPM is just better in theory, but in practice it suffers
from speckle noise. However, DPM presents interest
when accessing Fourier space is necessary, like in this
implementation of single-shot, two-color phase
measurements88.
The SLIM chart is geometrically nested within the

FPM chart, the two PSI methods based on the use of an
SLM, meaning that SLIM does not offer real benefits
compared to FPM. It is also not obvious what the
interest of SLIM is compared with phase-contrast
microscopy, especially for eukaryotic cells. The official
interest of SLIM is to turn phase-contrast images into
quantitative OPD images. But as demonstrated in this
study, images of eukaryotic cells are hardly quantitative
in SLIM.
In general, the appropriateness of a method compared

to another also depends on the imaged object. For large
objects such as eukaryotic cells (neurons, red blood cells,
cancer cells, etc.), we do not recommend DPC, FPM and
SLIM if quantitative dry mass measurements are the aim,
because of halo/shade-off effects that tend to under-
estimate the dry mass.
As a means to summarize the results in a less visual but

more detailed manner, Fig. 16 presents a table that
includes brief comments on all the features of all the
QPM techniques described in this article.
Finally, note that our numerical tool could also be

used to compare 3D tomographic reconstructions

provided by various QPM techniques. Indeed, IF-DDA
can calculate the total field in any defocused plane with
respect to the microscope focal plane, and for any illu-
mination angle. With such data, 3D reconstructions can
be easily studied.
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