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ABSTRACT 

   

 
 

 The sheer volume of applications, data and users working in the cloud creates an 

ecosystem far too large to protect against possible attacks. Several attack detection 

mechanisms have been proposed to minimize the risk of data loss backed up to the cloud. 

However, these techniques are not reliable enough to protect them; this is due to the 

reasons of scalability, distribution and resource limitations. As a result, Information 

Technology Security experts may feel powerless against the growing threats plaguing the 

cloud. For that, we provide a reliable way to detect attackers who want to break into cloud 

data. In our framework, we have no labels and no predefined classes on historical data, 

and we wish to identify similar models to form homogeneous groups from our 

observations. Then, we will use a k-means clustering algorithm to handle unlabeled data, 

and a combination approach of clustering and classification. We start with a k-means 

clustering algorithm for generating a labelled dataset from an unlabeled dataset. The 

labelled dataset is then used to train the extreme learning machine classifier, which will 

ultimately serve for intrusion detection. The proposed framework is eventually applied to 

the classic benchmark KDD99 dataset; the numerical results validate both the high 

accuracy and the time-saving benefit of the proposed approach. 

.  
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1. INTRODUCTION 

 

     Throughout Due to the growing development of the 

Internet of Things (IoT) and digitization, various security 

incidents such as unauthorized access [1] [2] and malware 

attack [3] have grown at an exponential rate in recent years.  

     Cloud computing is now widely adopted and used by 

large companies to take advantage of the delivery of 

applications, infrastructures and high storage capacity on the 

Internet. In a cloud computing environment, multiple users 

can access a single server to retrieve and update their data 

without purchasing any licenses for different kinds of 

applications but also can make more extensive use of cloud 

computing in one work life [4].  But, as the volume of data 

and the complexity of cloud operations increase, defining an 

effective security infrastructure becomes of paramount 

importance. For example, suppose an attack has occurred at 

the cloud level, all cloud resources will be permanently 

affected, and the quality of service will decrease. Therefore, 

the data protection of all cloud users is damaged. For this, 

cloud service providers must protect their resources to 

maintain the quality of resources [5]. 

     Although several solutions exist with adequate security 

measures for cloud applications, they are still insufficient 

compared to the speed of threats that emerge every day, and 

the spammers who keep on inspecting our operations. In 

addition, as cloud operations is shared between different 

actors, the interoperability factor also becomes a critical 

requirement [6].For these reasons, we introduce machine 

learning for its speed and performance. 

     Machine learning (ML) allows computers to learn without 

being explicitly programmed [7]. It is a significantly large 

and growing field of artificial intelligence. Its purpose is to 

facilitate human tasks through its speed and automatic 

reasoning. Insecurity, machine learning is based on data 

analysis to find patterns. So, that we can better detect 

malware in encrypted traffic, find internal threats, predict 

where the "bad neighborhoods" are online to keep users safe 

while browsing or protect data in the cloud by learning about 

suspicious user behavior [8]. In machine learning security we 

often talk about three main types of attacks: poisoning, 

evasion and inference. In the case of poisoning, an attacker 

seeks to bias the behaviour of a model by modifying training 

data. We can take the well-known example of Microsoft Tay, 

a chatbot designed to interact on social networks with young 

Americans. It ended up appropriating the vocabulary of its 

speakers. With evasion, an attacker plays on the input data of 

the application to obtain a decision different from the one 

normally expected. And finally, in the inference case, an 

attacker successively tests different requests on the 

application to study its behavior [9].There are currently 

several use cases of ML in the field of cyber security, such as 

fraud detection, vulnerability detection from predictive 

models, intrusion detection, static analyzes and the detection 

of infiltration of data. Doyen Sahoo [3] presented an 

overview about machine learning techniques utilized in 

malware URLs detection and categorize feature 

representation and learning algorithm development in this 

domain [10]. The learning machine extreme (ELM) is an 

emerging technology that overcomes some challenges faced 

by older learning machines, such as latency in processing 

time and responses to data processing. Otherwise, there are 

several machine learning algorithms that have been proposed 

as IDS models such as Support vector machine (SVM) [11] 

and Artificial neural network (ANN) [12], ELM [13] [14] 

[15]. ELM provides better generalization performance at a 



 

much faster learning speed and with the least human 

intervention [16] [17].  

     Until now, most of existing solutions are based on the 

"legitimate" and "malicious" connection types connected to 

an IoT network. In a public wireless network, the attack 

detection system detects an attack by providing a detection 

model based on the reputation and trust given to each node 

[16]. The reputation of each node is compared to a threshold, 

which determines if the node is good or if it is considered as 

an attacker. Or the SVELTE system [18] which is a prototype 

of an intrusion detection system for the Conkiti operating 

system, Proposed by Raza. It includes a distributed mini 

firewall to respond to alerts. SVELTE is a hybrid system 

which has à centralized components and a distributed 

components between the nodes. It is installed both on the 

nodes and on the router which links the internal zone of the 

objects and the rest of the Internet. It is designed primarily to 

detect attacks on routing protocols. 

     Considering the existing works in this field to ensure the 

quality of cloud services such as [19] [20]. The big question 

we always ask ourselves is:  Why in many countries, many 

big companies still afraid to back up their data in the cloud 

and away from home, lest it is leaked, lost or damaged? So 

our objective in this proposed work is to minimize the risk of 

intrusion at the cloud level by using probability laws and the 

K-means clustering algorithm for data segmentation and also 

to know how to use classification techniques to categorize the 

different attacks that may occur. Intrusion detection by the 

classification method only is increasingly used. But building 

a system based on classification and clusters will certainly 

improve intrusion detection techniques. The KDD 1999 

intrusion detection dataset will play a role in our key to 

solving the problem and is the most widely used by 

researchers working in the security field. Then our 

contribution in this paper is to create a framework based on a 

combination of clustering and classifier. Firstly k-means 

clustering is used to create a labeled dataset from an 

unlabeled dataset. The labeled dataset is using to train the   

ELM classifier that is eventually using to detect intrusion.            

The experiments with the KDD99 dataset show a high quality 

of intrusion detection. The organization of this paper is 

summarized as follows: Firstly, we briefly discuss the 

concept of data security and the most relevant methods to 

solve these problems through intelligent decision-making in a 

distributed environment. We also make a brief discussion of 

different machine learning tasks in security. Second, we 

propose an extensible methodology to model user behavior 

from contextual information. Behaviors follow a probabilistic 

procedure to filter out malicious operations. Finally, we try to 

improve data security by combining clustering and 

classification methods. The results of this method are we 

brought more precision in the filtering data stored in the 

cloud, minimized the risk of losing sensitive data and 

provided a good quality system to our customers. 

This paper is presented as follows. The related works are 

discussed in Section 2. The preliminaries are given in Section 

3. The proposed scheme is explained in Section 4, while the 

result and discussion are introduced in Section 5.finally, the 

conclusions are given in Section 6. 

 

 

2. RELATED WORKS 
 

     The Due to the very rapid development of IoT, many 

researchers have proposed their approaches to detecting 

security attacks in the cloud. Until now, ELM remains an 

important research topic due to its high efficiency, easy 

implementation, unification, classification, and regression. 

By implementing these approaches, we can effectively detect 

spammers [1], making it a powerful tool for combating 

unwanted and malicious activities. 

     In [20], this work integrates different machine learning 

algorithms: Vector Machine, Naive Bayes and Random 

Forest support for classification. And was performed on a 

cloud environment using "Tor Hammer" as an attack tool,but 

this solution has not shown much efficiency. 

     In [21],in this article, the authors propose a new firewall 

system called the Enhanced Intrusion Detection and 

Classification (EIDC) system for a secure cloud computing 

environment. EIDC detects and classifies received traffic 

packets using a new combination technique called the most 

frequent decision where nodes 11. The past decisions are 

combined with the current decision of the machine learning 

algorithm to estimate the final classification of attack 

categories [22]. This strategy increases the learning 

performance and the accuracy of the system. 

     In ‘Using Machine Learning to Secure IoT Systems’, 

Canedo and Skjellum [23] propose using machine learning 

within an IoT gateway to help secure the system. The 

proposal was to use the Machine Learning technique, 

specifically Artificial Neural Network (ANN) in the gateway 

and application layers. In the gateway to monitor subsystem 

components and, in the application, layer to monitor the state 

of the entire system. After setting up the system with training 

data and warming it up, the researchers manipulated the 

sensors to add invalid data for 10 minutes. When invalid data 

is running on the system, the neural network will be able to 

detect the differences between valid and invalid data. Later a 

delay between transmissions was added as a third input to 

simulate man-in-the-middle attacks. To predict whether the 

data was valid or invalid for the approximately 360 samples 

in the test set and summarized that using ANN is very 

beneficial in making an IoT system more secure. 

     In [24], the authors present a machine learning program 

that attempts to maintain privacy across multiple data 

providers. The proposed system allows all users of the 

system to verify the accuracy of encrypted data. A one-way 

proxy re-encryption (UPRE) scheme is used for reducing 

high computational costs with multiple data providers. The 

cloud server embeds noise into the encrypted data, allowing 

analytics to apply machine learning techniques and keep 

information confidential from cloud providers [25].  

     In [26], the method proposed in this article based on ML-

ELM does not rely on manual feature extraction and 

selection. Instead, the crude current signals obtained by IKB 

are sent directly to the network for identification, which 

highly reduces the complexity of system design. The ML-

ELM model first performs layer-by-layer unsupervised 

learning through the ELM-AE of each hidden layer. Then 

supervised learning with labels is performed using the 

traditional ELM algorithm to classify. 

     In [27], the authors propose an automated approach to 

cyber security management in IoT systems. This approach 

provided an autonomous or semi-autonomous (without 

human intervention) means of early detection and response to 

cyber-attacks. The authors demonstrate that the proposed 



 

solution can protect against unknown attacks in a web 

application. 

     In [28], a hybrid intrusion detection system based on 

machine learning was proposed. The authors combined 

support vector machine (SVM) and genetic algorithm (GA) 

methodologies with a fitness function developed to assess the 

accuracy of their system. In their scenario, an SVM was used 

using different values of hyper parameters of the kernel, 

gamma and degree functions. Their results showed that the 

proposed model provides symmetry between information 

security and attack detection and intrusion. 

     In summary, existing approaches to detecting attacks in a 

cloud environment generally focus on the design and 

development of an intrusion detection system at the entrance 

to the cloud and generally rely on the existence of a single 

centralized cloud. However, there are many requirements to 

consider, such as resource limitation, distribution, and system 

scalability. For this, we believe that it is necessary and 

imperative to design and develop new approaches that 

support all aspects of security and present and future attacks. 

 

 

3. BACKGROUND 
 

 3.1 Cloud computing 

     The Cloud computing is the provision of IT services 

(servers, storage, databases, software, network management, 

artificial intelligence) via the Internet [28] [15]. To offer 

faster and more innovative use, flexible resources and profit 

at a very high cost and productivity compared to traditional 

methods. Moreover, there are several types of clouds' which 

do not necessarily have the same structures and are different 

in their design and development. 

     Several models, types and services have evolved to help 

provide the best solution to our needs. There are three 

different ways to deploy cloud services for this: on a public 

cloud, a private cloud or a hybrid cloud [27] [29].   

     Public cloud:Public clouds are owned and operated by 

third-party cloud service providers, who provide their 

computing resources, such as servers and storage, over the 

Internet. 

     Private cloud: A private cloud refers to cloud computing 

resources used exclusively by a single business or 

organization [30].  

     Hybrid cloud: Hybrid clouds’ combine public and private 

clouds, linked by technology that allows data and 

applications to be shared between them. By allowing data 

and applications to move between private and public clouds, 

a hybrid cloud gives large flexibility [31].  

     One of the challenges of cloud development is the 

emergence of various consumer security issues. Machine 

Learning (ML) is one of the means used today to secure the 

cloud. ML techniques are used in a variety of ways to prevent 

or detect attacks and security breaches in the cloud [30]. 

. 

3.2  Overview of ELM 

     In many cloud-level security issues, extreme machine 

learning offers a new way to solve these problems. The 

Extreme Learning Machine (ELM) is a new machine learning 

model proposed by Huang [32].It is based on least squares 

Layered Neural Networks (SLFNN). Nowadays, ELM is an 

important research topic due to its high efficiency, easy 

implementation, unification, classification, and regression. 

And could therefore be implemented in field of detection of 

social spammers [33]. 

In this section, we will briefly discuss the basis of ELM. The    

ELM algorithm can be summarized as follows in 3 steps: 

 Step 1: Definition of hidden layer node number   , 

randomly assign input weights ai and hidden layer 

biases bi, (i = 1, 2, . . .,Ã). 

  Step 2: Calculate the hidden layer output matrix H. 

 Step 3: Calculate the output weight β. 
https://arxiv.org/pdf/1409.3924 

The simple ELM learning algorithm has a model of the form: 

Ŷ= X2 σ (X1 n) 

     Where X1 is the matrix of input-to-hidden layer weights, 

σ is an activation function, and X2 is the matrix of hidden-

layer-to-output weights. The algorithm works as follows: 

1. Complete X1 with Gaussian random noise. 

2. Estimate X2 by the least squares method to match the 

response matrix of the    variables Y, use using the pseudo  

in⋅ +, giving a design matrix T: 

X2 =σ (X1 T) 
+
 Y 

     ELM algorithm can be explained as follows: Given   

arbitrary distinct samples (xi,    )∈   ×    where    is the 

input sample and    is the output sample (label), the output of 

a SLFN with   hidden nodes and activation function  ( ) are 

calculated as: 

 

O  =              ⋅                         
 

   

 (1)  

Or:                               
 

   
 

 

     Therefore, the computational construction of the ELM 

algorithm in this study is shown in Figure. 1[31]  

 

                           

Figure. 1 Neurons network 

 

 

     Where    = (  1,   2, …,    )  , are weights 

connecting the input and hidden layer,    (  = 1,2,   ,  ) is 

the bias of the   -th hidden node, and    = (  1,   2, …,     

)  is the output weights between the hidden layer and the 

output layer. 

     The nonlinear classification problem can be transformed 

into the following linear classification problem:  

https://arxiv.org/pdf/1409.3924


 

  =                  (2)                                                                   

      Where   = {ℎ} (  = 1, … ,       = 1, … ,  ) is the 

hidden-layer output matrix. 

 ℎ   = (   •    + bi ) denotes the output of the Ith hidden 

neuron concerning   ,   = [ 1,  2, …,   ]   is the target 

matrix (classification labels).       

     Where wi is the weight vector between the input layer and 

hidden layer, βi is the weight vector between the hidden layer 

and output layer, bi is the bias of the I, the hidden node, and 

L ( ) is the activation function of the hidden layer. The node 

parameters wi and bi of the hidden layer are randomly 

assigned. And therefore, only the number of hidden layer 

nodes l needs to be determined in the ELM model. If the 

error between the output Oi and the target t can be 

approximated to zero, then the following equation can be 

obtained by: 

     –        
 

   
                                                                   (3) 

                                                                  

H0 (w1,…,wL, x1,…,xL, b1,…,bN) =  

 

 

                            L(w1, x1, b1) ⋅⋅⋅ L(w  , x , b1) 

                               .                             . 

                               .                             .                      (4) 

                            L(w1,x1,b )…L(w  , x , b )                                                         

 

                                        

 

                                                        
1                                                 T1

t
 T1

t 
  is output weight,   =           .,            and     T=           . 
  
                                                         

 .                                 Tt
  Tt

   Tt
   Tt

  

                                                                                                      ×                                                  Nxm Tt
                 Nxm                                              

 

 

     In most cases, the number of hidden nodes is much 

smaller than the number of training samples. Namely ( ≪ ), 

with a total of  neurons in the hidden layer [34].  

     The minimum norm least-square (LS) solution to the 

linear problem (2) is:        ˆ = +  .  
     Where  + is the Moore-Penrose generalized inverse of 

matrix  as analyzed in [32], ELM using such Moore-

Penrose (MP) inverse method tends to obtain good 

generalization performance with highly increased learning 

speed.  

 

Algorithm 1: Extreme Learning Machine 

 

Input: Number of training samples n where 

{(x j ,t j )/ x j ϵR
n
 , t j ϵR

m
, and  j = 1, 2, . . . , n}. 

2-Activation function gi (x), and number of hidden nodes L. 

Output: 

3-Step 1: Input weight ai and bias bi are initialized randomly, 

i= 1, 2, . . . , L. 

4-Step 2: Hidden layer outputs matrix H is calculated. 

5- Step 3: Output weight matrix βis computed as follows: 

β= H†T, 

where T ϵR
n×m

 

 

 

 

4. PROPOSED METHODOLOGY 

 

Considering the different existing methods and approaches 

and their limitations in the detection of attacks in the cloud, 

we propose at this work a robust framework to efficiently 

perform attack detection in the cloud environment. Among 

the existing security attacks, we are interested in network 

security attacks. For example, the goal of an attacker is to 

launch an indiscriminate integrity attack that induces high 

false positive and true negative rates of classifiers, or to 

launch [35] a targeted privacy violation attack that illegally 

obtains sensitive data of the targeted user [36]. 

     Thus, our main task is to maximize the security in the 

cloud and minimize the risk of data loss. Finally, if a 

malevolent user attempts to attack the system, it will be 

immediately stopped. Also, the cloud service provider must 

provide access only to authenticated users in its database. To 

verify user authenticity, CSP checks their trust values. If the 

user's trust value is greater than the threshold value, the user 

is considered a genuine user. Note that the user trust value 

depends on their behavior parameters in the cloud [37]. ELM 

is a learning algorithm for the single hidden layer feed-

forward neural networks used in classification and 

regression. It has a simple and more valid mode, compared to 

the traditional BP algorithm and is more convenient than the 

traditional ANN model. Therefore, the learning speed of 

ELM is much faster than that of BP. ELM will provide a 

direct solution to the problem and tends to reach not only the 

smallest training error. But also, the smallest norm 

     The proposed method is named attacker detection in 

Cloud, based on the supervised learning (SL) approach. To 

filter attackers, all data (text, document, and figure) will be 

tagged. This process is called document markup. 

    Figure 2 schematizes our approach. The database will be 

built from the pre-existing data on the cloud. This data is 

fragmented into multiple subsets, and then extreme machine 

learning will be run to make predictions and decisions on 

each subset of data. Combining the results for each ELM 

helps distinguish legitimate users from non-legitimate users.  

     Compared to other solutions, such as, fog computing (FC) 

and mobile edge computing (MEC) (FC/MEC). The solution 

for ELM is simple and can be found by finding the minimum 

standard of a problem of least squares, which can finally be 

transformed into a generalized Moore-Penrose inverse 

problem involving a matrix [33]. 

 

4.1 Dataset construction in Cloud 

 

     We will try to gather pre-existing data at the cloud level, 

which are no classified into non-legitimate users and 

legitimate users [38] [39]. Unlabeled data collection is the 

data set containing the most relevant characteristics of 

multiple cloud user behaviors. However, for the construction 

of the dataset, the cloud API is used to collect a real dataset 

from public information. Here we are using K-means 

clustering which is a type of unsupervised learning used 

when data is unlabeled [40]. In this step, it suffices to create 

groups of data represented by the variable K. The algorithm 

works iteratively to assign each data point to one of the K 

groups according to the similarity of the characteristics and 

functionalities 

 

https://link.springer.com/chapter/10.1007/978-3-030-03359-0_3


 

 
  
Figure 2. Organization flow of the proposed framework 

 
 

provided [41]. Anomaly detection based on user behavior is 

useful, such as the number of times they log in, the history of 

these movements and all these activities on the cloud will be 

evaluated. Next, it is necessary to separate valid and 

monitored activity groups if a data point moves from one 

group to another; this should be used to detect significant 

changes in the data. We summarize our approach as follows: 

     A first selection of data is created to determine spammers 

and legitimate users at the level of the cloud network [28]. 

For that, legitimate users is select from the most active clients 

in the cloud, for example, users who only work in the cloud. 

     And non-legitimate users isselected from the set of users 

who were too often involved in malicious activity example, 

users who share malicious URLs or messages or, who direct 

to malicious links, and fictitious websites. Then we generate 

a list of all users (attacker and legitimate users) by exploring 

the list of subscribed clients. For this a web crawler is used as 

in [42]. In addition, each user's behavior is tagged. Then two 

groups of users were created (figure 3 and 4) who are, 

Legitimate and non-legitimate users. 

 

 

 
       
     Figure.4 Clustered data          Figure.3 Original unclustered data 

Figure 5 shows the difference in proportion between the 

original data sent by the normal user and the attacker. Most 

legitimate users deal with private or public data and share 

information through the cloud with their friends. But at the 

same time, most attackers steal and spy on other people's 

data. Here, we have taken a set of random data, that is stored 

in the cloud. And taking into account the following 

parameters: their behavior, the size, the number of executions 

of this data and the execution time. Thus two groups of data 

are formed from its parameters which are legitimate users 

and malicious users. 

 

 
 

Figure 5. Dataset construction. 

 

     The process followed by K-Means Clustering is as follows 

at fig. 6  [43]: 

Step 1- Select the value of "K" which determines the number 

of clusters. 

Step 2- Choose random k points or a centroid to form the 

cluster. Here we can choose any data point. 

Step 3- Assign all the data points to their nearest cluster. Let 

us use the distance method based on the correlation. 

Step 4- Calculate the centroids of the clusters by taking the 

average of all the data points that belong to each cluster. 

 

4.2 Training and testing phase 

     In the test phase for the classification of data and the 

construction of ELM, initially, we will study a limited 

amount of data, if the result obtained is satisfactory, we will 

apply the procedure to a large amount of data by the 

application of the normal law of probability [44]. Each ELM 

in our work works as follows: 

P:the probability of an event occurring. 

q: the inverse probability of p. 

X: is the number of times an event occurs. 

N: the number of experiences. 

If P is the probability of an event occurring during a malware 

detection experiment. And if q = 1- p is the probability that it 

does not occur (probability of success), then the probability 

that this event occurs X times in N experience (i.e. X 

detection of an attack and N - X no detection) is given by the 

binomial coefficients [41]: 

P(X) = 
  

        
             

          

Or X = 0,1, 2, 3,…, N  and  N! = N(N -1) (N-2) ….1. 
And 1,           

      
      

        
 ;  

But when the number of data becomes very important, it will 

extend towards the normal law to carry out our test phase. To 

test our learning machine, we have developed the following 

test: 

We want to determine that our machine was 90% efficient at 

testing a large amount of data in just 1 minute. Either in 

a 200-megabyte data sample, we have validated 160 

megabytes of correct data, or now we determine if our 

machine learning is effective. The solution is to let P be the 

probability of obtaining the correct data; we must then decide 

on the two following hypotheses (H): 

α : low values. 



 

N: amounts of data 

q: is the level of significance which is taken at 0.1 

H0: P = 0.9,and our statement is correct. 

H1: P <0.9,and our statement is false. 

 

We will test for low values of α because we want to know if 

the proportion of data is too low. If the significance level is 

taken at 0.1, that is, if the area is grayed, as in the figure. 6, 

which is equal to 0.1, then α = -2.33. The following decision 

rule is therefore used: 

If: H0 is true, µ = NP = 200 (0.9) = 180 

And δ =                            .    Then, in 

reduced centered units:(160 -180)/ 4,23 = -4,73. The value 

significantly lowers than -2.33, show in figure 6. Therefore, 

we conclude that our assertion is justified and that the results 

are very satisfactory. 

 

K-means cluster Algorithm: 

 

 
 

 

Figure 6.K-means Cluster Algorithm. 

 

 
 

Figure 7. Testing evaluation graph. 

 

     The shaded regions (α) are critical areas, as shown in the 

graph in (figure 7). 

     As has been analyzed in several works, the attack must be 

performed by injecting erroneous data samples into the 

training phase to affect the resulting decision function. Purity 

of the training data and the improvement of the robustness of 

learning algorithms [45] are two main counter measures that 

we must take into accounttowards any opponent during the 

training phase (figure 8). 

 

 

 
                   

Figure 8. Defensive techniques of machine learning. 

 

     Training data that participate in the training phase play an 

important role in developing a high-performance machine 

learning model. In general, opponents target training data, 

resulting in a decrease in the overall performance of the 

machine learning model (fig.7). For example, a poisoning 

attack is a typical type of security threat against the training 

phase [46].  

     In our framework (figure 9), the training dataset is divided 

into K subsets. Each subset contains the same number of 

samples and p-input features. However, the ELM presents 

shortcomings for training of big data; like time consumption 

which is a process of calculating the output matrix of hidden 

nodes, Moore-Penrose the generalized inverse of a matrix, 

the Laplace matrix, and matrix multiplications take a long 

time when forming large-scale datasets.  

 
 

 

Figure 9. Proposed methodology 

 

     The testing and training phase determines the reliability of 

our machine learning. The results of the training phase in 

fig.8 who is tr_result = elmk.train(tr_set), and the test 



 

phase, te_result = elmk.test(te_set) will be combined to 

obtain at the end, a classification which allows the distinction 

between legitimate and non-legitimate users 

by: print(te_result.get_accuracy). 

 
     Algorithm 

 

1. // training phase 

 

1- initialize training database with N samples (Ai, Yi) 

2- Randomly initialize W and biases  xj,   j=,2,…l 

3- Calculate the output weight matrix Ti 

                                                          

4- CalculateT=  H   where H0=    

 

 

L(w1, x1, b1) ⋅⋅⋅       L(w  , x , b1) 
 

L(w1, x1, b )       ⋅⋅⋅ L(w  , x , b  )                              
. 

                                                                             .                               

 
                           

1                                             T1
t 

                          .                                      .  . 
  =                                and   T=                                                  . 
                       .                                  .  

                         
                  Tt

                                                                                              

                                 ×                                                Nx m  ×  

 
 

5- Calculate  = H* Yall,  whereYall =(Y1, Y2…, YN) 

 

 

2. // Detection 

 

a) For each sample i calculate Ti =        
 

   

                             
b) Map Ti to Yi 

c)If  Yi represent attack 

              Then   alert 

                 Else  

              Remain silent 

 

 

     When the value is calculated by the equation   = H* Yall, 

that means that, our ELM is trained and ready to detect 

attacks. It calculates the output for each sample using the 

equation T= H  . If the planned release represents an attack,it 

will generate an alert to the cloud administrator. Otherwise, 

she remains silent. All data will be tagged to pass the 

malicious user filtering process. This process is called 

document labelling. We notice that most powerful filtering 

methods that exist today, there is no automatic way that can 

be used to assign labels to a large amount of data. 

 

 

5. EXPERIMENTAL RESULT 

 

     With the development of digital technology, and the 

number of data circulating on the net in very strong growth, 

at the same time, the security threats on the networks have 

increased. Considerably nowadays, it is, therefore, necessary 

to develop more powerful systems to ensure this security. In 

this article, we explore the capabilities of our ELM on 

intrusion detection using the KDD Cup 1999 dataset [47]. In 

addition, the robustness of the state Preserving Extreme 

Learning Machine (SPELM) is evaluated using a 

dimensionality reduction technique such as the main 

component Analysis (PCA) [48]. To evaluate the 

effectiveness of the experiment results, we consider these 

metrics:  

     True positive (TP): represents the number of spammers 

correctly classified,  

     False negative (FN): refers to the number of spammers 

misclassified as non-spammers. 

     False positive (FP): expresses the number of non-

spammers misclassified as spammers. 

     True negative (TN):  is the number of non-spammers 

classified correctly. 

(1) True positive (TP)TP 
  

      
      . 

 

(2) False negative (FN) FN 
  

     
      . 

 

(3) True negative (TN):       
  

     
      . 

     According to the confusion matrix, a set of metrics 

commonly evaluated in the machine learning field are 

introduced, including [49]:   

     Precision (P), recall (R) and F-measure (F). 

P is the ratio of number of instances correctly classified to 

the total number of instances and is expressed by the 

formula: 

     In the following experiments, we evaluate ELM, 

Regularized Extreme Learning Machine (RELM), SPELM 

and support vector machine (SVM) for the detection of 

malicious user intrusions on the cloud platform.The 1999 

KDD Cup dataset is used for intrusion detection. All of our 

experiments were conducted on a desktop computer, 

computer with an Intel @ Core i5 Duo CPU E86 @ 3.33 

GHz processor and 4 GB of RAM to estimate processing 

time in MATLAB (R2013a). 

 

5.1 Data set description 

 

     The task of the classifier learning competition organized 

in conjunction with the KDD'99 conference was to learn a 

predictive model (i.e. a classifier) capable of distinguishing 

between legitimate and illegitimate connections in a 

computer network [50] [51]. In KDD Cup 1999, the training 

set contains a total of four attack categories. In this 

experiment, we use 30,000 normalized and coded digital data 

samples. For training and testing. Table 1 shows a confusion 

matrix obtained by ELM classifiers. It shows that our 

proposed solution is quite efficient, with 99.2% of non-

legitimate users and 99.8% of legitimate users ranked 

correctly, leaving only a small fraction of non-legitimate 

users and misclassified legitimate users. 

 

Table 1.  Score of legitimate and nonlegitimate user’s 

 

 legitimate non-legitimate 

legitimate 99,8 0,2 

non-legitimate 0.8 99,2 

https://kdd.org/kdd-cup/view/kdd-cup-1999/Data


 

 

 

     Furthermore, we compare training and testing time 
betweenADCELM, RELM, SPELM and SVM. The 
experiences have been carried out several times to have 
calculated the mean value of each phase. Regarding the 
values the test and training phase we observe that our 
model takes a total of 0.0630 seconds for the test and 
0.4374seconds to practice training classification, the 
experiment results are illustrated in table 2. The results 
indicate that our ELM is much faster than SVM, SPELM or 
RELM and is therefore more efficient. 
 

Table 2. Comparison between ELM, RELM, SPELM and 
SVM 

 

Classifier Training time (s) Testing time (s) 

Our ELM 0.4374 0.0630 

RELM 0,8091 0,1105 

SPELM 1,622 0,0721 

SVM 3.031 0.501 

 
 
     We compare also training and testing time between ELM, 

RELM, SPELM and SVM. The experiment results that we 

have obtained; are illustrated in table 3. The results in figure 

10 indicate that our ELM is much faster than other solutions 

and is, therefore more efficient. 

 

 

 
 

 

Figure 10. Training time (s) graph. 

 

 

     In the test phase, we calculate the flow time of the 

operation compared to the other approaches mentioned 

above. We have redone the calculation in four (4) different 

periods. And the results are displayed by the following 

diagram in figure11. 

 

 
 

 

Figure 11.  Testing time’s graph. 

 

  

     Table 3 Testing accuracy comparison with ELM and 

RELM without feature dimensionality reduction. 

 

 

# of training 

samples in %             

SPELM 

(%)   

RELM (%)           Proposed 

ELM (%) 

20 97.52 97.81 97.96 

30 98.00 97.86 98.10 

40 97.89 97.99 98.02 

 

     Figure 11 demonstrates the stability of our system 

compared to others. 

 

 

 
 

 

Figure 12. Detection Accuracy Graph 

 

 

5.2 Discussion 

     In this article, we have proposed a framework to secure 

data in Cloud, here we have no labels data, no predefined 

classes or the Centroid. A k-means clustering algorithm for 

handling untagged data are used,andan Extreme Learning 

Machine (ELM) algorithm are applied. The use of ELM by 

applying the law of least squares to solve the intrusion 

detection problem in the cloud network.The main advantage 

of this solutionis the reduced training time and offers a good 

scalability. However, we have tried to increase the accuracy 

compared to SVM techniques [52] [53]. All the solutions and 

Training 
time (s) 

0.4374 0,8091 1,622 
3.031 

Classifier ELM RELM 
SPELM 

SVM 

0,51 1,1 1,687 2,099 
0,4266 0,9001 1,6 

3,019 
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number of experience 
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Our WORK 

98 98,2 98,6 99 98,9 

98 97 96 98 97 

97 97,99 97,6 98 96 

99 98,5 95,2 96,9 97,1 

1 2 3 4 5 

Detection Accurancy (%) 

our work RELM SPELM SVM 



 

methods have been suggested; for the implementation of a 

reliable intrusion detection system, had participated in the 

minimization of loss of control over cloud data. If we can 

detect at least more than 95% of attack connections and filter 

them out, we can prevent the attacker from overwhelming the 

cloud server. In the detection of DDoS attacks [54] [55] , for 

example, where attackers install malicious program on the 

network of vulnerable hosts, and controls managers and 

robots using a command and control mechanism [56] [57 ] 

[58]. 

 

 

 
 

 

Figure 12. Distributed denial of service attack. 

 

 

     In this case, it is necessary to install an attack detection 

module between the cloud server and the handler, based on 

ELM. Comparison of the detection accuracy of our work 

with other proposed works, are shown in the tables above. 

Our work is performing well compared to others. However, 

we need more training time to develop the method of 

classification as others works. 

     We also note that false-positive type alerts could generate 

lot of noise, which sometimes annoys employers in the 

sector. Let's imagine that more than 200 processes report a 

false positive alert every 37 seconds. That would require that 

more than 200 people must sent on-site to detect if there are 

an anomaly. It seems to us that predicting anomalies using 

supervised machine learning is the best solution to avoid any 

potential disaster. And it will be great if we install a system 

in place to send a signal to the control center in the event of 

an anomaly. That will help us prevent and stop a devaster 

problem as quickly as possible before they spread to other 

linked processes. 

     Also, in this work, we based ourselves on operational 

technology (OT) before that of IT technology, with the 

objective that any application or process developed must be 

available and used first before being secure. And the machine 

learning is the best solution in this field. And it cannot in any 

way be replaced by a human solution. 

 

 

6. CONCLUSIONS 

 

     In this article, we presented a new approach to bring 

optimal and reliable security to cloud computing based on 

ELM techniques.  It should be noted that ELM, not only 

improves characteristics related to classification algorithms 

but also solves the problem of detecting intrusions in the 

cloud network reliably and efficiently. And this is what has 

increased its use in many areas nowadays. We proposed a 

model that can be formed and tested in a very short period, 

and it can detect attacks with high accuracy. The results 

demonstrate the effectiveness and efficiency of the proposed 

method; they show that the proposed method can be applied 

to larger applications which require both real-time 

performance and high precision. In our next work, we will 

use a hybrid method of clustering for better performance 

instead of a single method. 
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