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Microscopic view on the polarization-resolved S-SHG intensity of the
vapor/liquid interface of pure water

G. Le Breton,1, a) C. Loison,1 K. Vynck,1 E. Benichou,1 and O. Bonhomme1

Institut Lumière Matière, UMR5306 – UCBL – CNRS, 10 rue Ada Byron, 69622, Villeurbanne CEDEX,
France

(*Electronic mail: oriane.bonhomme@univ-lyon1.fr.)

Second harmonic generation (SHG) is a nonlinear optical phenomenon where two photons at the frequency ω combine
to form a single photon at the second-harmonic frequency 2ω . Since that second-order process is very weak in bulk
isotropic media, optical SHG responses of interfaces provide a powerful and versatile technique to probe the molecular
structure and dynamics of liquid interfaces. Both local dipole contributions and non-local quadrupole contributions can
be interesting to investigate different properties of the interface, such as the molecular orientation or the charge density.
But a major difficulty is to comprehend the link between the S-SHG intensity and molecular details. This article reports
a numerical approach to model the polarization-resolved SHG intensities of a model vapor/liquid interface of pure
water. The influence of the interfacial local environment on the hyperpolarizability is taken into account using Quantum
Mechanical / Molecular Mechanics (QM/MM) calculations. The numerical predictions are in very good agreement with
experiments. We detail the hypotheses made during the modeling steps, and discuss the impact of various factors on the
modeled SHG intensities, including the description of the exciting field in the interfacial layer, the effect of neighboring
molecules on the second-harmonic polarization, and the presence of an additional static electric field at the interface.

I. Introduction

Due to intrinsic symmetry constraints, the second-order
non-linear optics effects are significantly stronger in non-
centrosymmetric media. Exploiting this specificity, Y. Ron
Shen was a pioneer in the development and application of
second-order nonlinear optics nonlinear techniques to study
interfaces and Surface-Second Harmonic Generation (S-SHG)
has been developed in the last decades to monitor various phe-
nomena at many kinds of interfaces1–3. The principle of a
S-SHG experiment on a liquid/vapor interface is schematized
on Fig. 1(a). The interfaces of aqueous solutions have notably
been extensively studied using S-SHG because of their impor-
tance in many physical, chemical or biological domains. For
example, S-SHG spectroscopy can be used to monitor the ori-
entation of adsorbed molecules, the adsorption of ions and the
interaction of biological species2,4–6.

Liquid interfaces are complex, with specific molecular
structures and a discontinuity in the refractive index7. The liq-
uid composition, the hydrogen bond network and the molec-
ular orientations are modified at the interface8,9. An intrinsic
static electric field arises at the interface due to differences in
refractive indexes, to anisotropic dipole orientations, or ionic
layers near the interface10–12. The S-SHG intensity depends
on all these features: the refractive index variation, the atomic
structure, the local static electric field and its gradient13,14.
Experimental innovations alongside modelings may help to
disentangle the different contributions to the intensity, and to
interpret them at the microscopic scale10,15–17.

But even for pure water, a quantitative prediction of the po-
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FIG. 1. (a) Schematic view of S-SHG experiments on a liquid/vapor
interface. The altitude z corresponds to the distance to the interface,
with negative values in the liquid. (b) Synopsis of the theoretical pro-
cedure used to describe numerically the S-SHG intensity collected.
See details in Sec. II.

larization resolved S-SHG intensities of the vapor/pure wa-
ter interface remains complex18,19. Using a multipolar expan-
sion, this response contains different contributions. Concern-
ing the dipolar term, the molecular SHG responses quantified
through the molecular hyperpolarizability β dd(−2ω;ω,ω),
strongly depend on the solvation, which in turn depends on
the position of the molecules relative to the interface (noted
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as the altitude z, where the plane z = 0 defines the Gibbs
dividing surface)19–23. In addition, the dipolar hyperpolar-
izability of a water molecule at the interface is not inde-
pendent on its orientation22. After some debate, it is now
clear that the dipolar contributions alone are not enough to
account for the experimental polarization resolved S-SHG
measurements13,18,19,24.

Shiratori et al.18 used classical molecular dynamics (MD)
simulations to obtain the structure of the interface, and ex-
ploited it to calculate altitude-dependent rotational matrices
that describe the molecular orientation. They calculated a
value for the dipolar and quadrupolar hyperpolarizability ten-
sors using Density Functional Theory (DFT) calculations on
a single water molecule, adding a static electric field to mimic
solvation effects. They concluded that the quadrupolar contri-
butions from the bulk are dominant.

Also using classical MD simulations followed by DFT
calculations on large water assemblies representing a liq-
uid/vapor interface, Foucaud et al. proposed a model where
solvation and local-field effects are intrinsically included in
the calculated response24. Again, they demonstrated that the
bulk quadrupolar contributions nearby the interface dominates
the interface dipolar ones. More recently, they developed
an alternative molecular-based model including both dipolar
and quadrupolar terms19, using the values of the polarizabil-
ity and hyperpolarizability obtained by density functional the-
ory (DFT) calculations on a water molecule surrounded by
an ice-like solvation layer. They successfully reproduced the
features of the experimental intensities, but some discrepancy
remains. The authors suggested that a more realistic descrip-
tion of the solvation effect may increase the accuracy of their
S-SHG prediction.

Along this line, this work presents a molecular-based model
of the polarization-resolved S-SHG intensities of the air/water
interface, taking into account (1) more realistic short-range
solvation effects, (2) the correlations between the molecular
orientation and the dipolar SHG response, and (3) the pres-
ence of a static electric field generated by the interface.

The article is structured as follows: In Sect. II, we develop
the theoretical basis and hypotheses of the different steps, rep-
resented in Fig 1(b), leading to the S-SHG intensities. First,
the electric field within the sample induced by the exciting
laser is calculated analytically using Fresnel coefficients and
local field effects (step A). Then the SHG polarization of the
molecules is deduced from QM/MM calculations (step B),
and summed up into a mesoscopic polarization (step C). Fi-
nally, the light emitted by this interfacial SHG polarization
is estimated in the framework of the three-layer model (step
D). Sect. III presents the experimental setup and the numer-
ical methods. Section IV presents the experimental and nu-
merical results, focusing first on the dipolar and quadrupolar
hyperpolarizabilities obtained by QM/MM. Beyond the bare
QM/MM results that include solvation effects up to a few nm
only, the static electric field generated by the water dipoles at
the interface is also taken into account in these contributions
as its crucial effect on dipolar hyperpolarizability was already
demonstrated20,25. The resulting polarization resolved S-SHG
intensity curves are then compared to the experimental ones.

Finally, we also discuss how some approximations involved
in steps A to D may affect the results.

II. Theoretical elements

In this first section, we present the different steps and corre-
sponding formalisms used to describe the SHG intensity cre-
ated by a vapor/liquid interface based on the responses of in-
dividual molecules, see Figure 1(a) . The system studied re-
produces the standard geometry of a polarization-resolved S-
SHG experimental setup on a vapor-liquid interface in the xy
plane at an altitude z = 0. The linearly-polarized fundamental
incident electric field E arrives at the interface with an angle
of incidence θ relative to the surface normal. The harmonic
field E2ω is detected in the direction of the specular reflection.
In a polarized-resolved system, the polarizations of the inci-
dent and harmonic fields are controlled: the S-polarized elec-
tric field is perpendicular to the incident plane whereas the P-
polarized field is in the plane of incidence. As mentioned pre-
viously, four steps, labelled A to D, as illustrated in Fig 1(b)
are mandatory. In the first step (A), the incident electric field
in the vapor phase is transformed into a local electric field in
the liquid that varies as a function of the altitude z. In the sec-
ond step (B), the individual response of the molecule at the
second harmonic frequency due to this electric perturbation
is described, leading to an induced dipole µ and quadrupole
ν. In the third step (C), the mesoscopic polarization is intro-
duced as the collective response of the molecules. This allows
us to define the susceptibility tensor probed by S-SHG exper-
iments. In the final step (D), the electric field generated at the
harmonic frequency is computed from the mesoscopic polar-
ization, and the resulting SHG intensity can be compared to
experimental measurements.

A. Pertubation: fundamental field across the liquid-gas
interface

Experimentally, the fundamental field E is applied with a
grazing incident angle θ of about 70 degrees. This angle is
fixed, while the incoming light polarization angle, noted α ,
varies from 0 to 180 degrees. α = 0° (resp. α = 90°) corre-
sponds to a polarization in (resp. out) the plane of incidence,
namely p-polarization (resp. s-polarization).

Due to the optical gap between the gas and the liquid phase,
the field amplitude along the different x, y and z directions
evolves through its propagation. The relation between the
gas and bulk phase amplitudes are provided by the classical
Fresnel coefficients, leading to 2 different field amplitudes be-
tween each part of the liquid-gas interface. The field felt by
a molecule within the interface, often called “local field” and
noted e, evolves from one limiting value to the other. In prac-
tice, the fundamental electric field that reaches the sample is
expressed in the laboratory frame {x,y,z} as a vector E and
the local field e in the laboratory frame via a transfer matrix
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T (z) as

e(z) = T (z)E. (1)

where the T matrices depend on θ and E on α

(E = E{cosα,sinα,cosα} with E the field amplitude).
Here, the field e at the fundamental frequency depends solely
on the altitude z, i.e. the surface respects a C∞v symmetry.

Morita et al. developed a formalism for the matrix
T (z)18,26 including two contributions: the Fresnel factors and
the effect of neighboring molecules on the field exciting a
molecule. Accordingly, the two values of T just above the
surface and in the bulk liquid can be written :

lim
z→O+

T = Ls, (2)

lim
z→−∞

T =
2+n2

2
3

Ll ,

The (2 + n2
2)/3 prefactor represents the local field effect in

the liquid, where n2 is the refractive index of the liquid phase
(n2 = 1.33 at 800nm). The continuity of the electric displace-
ment is accounted for in the surface Ls, and the liquid phase
Ll matrices. The matrices L are:

Ls =

(1− rp)cosθ 0 0
0 (1+ rs) 0
0 0 (1+ rp)sinθ

 ,

Ll =

t p cosθ2 0 0
0 ts 0
0 0 t p sinθ2

 . (3)

where the angle θ2 is defined between the direction of the re-
fracted light in the liquid phase, and the normal to the surface
(z direction). The real numbers rp,rs, t p, ts are the Fresnel re-
flection and transmission coefficients, describing the evolu-
tion of an electric field polarized in p and s directions respec-
tively.

Between these two known values, we use a shift propor-
tional to the molecular density ρ(z), as suggested by Morita
and co-workers18:

T (z) =
ρ(z)−ρv

ρl −ρv

(
2+n2

2
3

Ll −Ls

)
+Ls, (4)

where ρl is the density in the liquid phase, and numerically,
the density in the vapor ρv was neglected. Fig. 2 reports the
evolution of T (z) and its gradient along z. Here, the electric
field gradients extend from about -4 to +4 Å. To summarize,
the electric field experienced by the different molecules is dic-
tated by the diagonal components of T , which depends on the
incidence angle θ and the electric field E which depends on
the polarization angle α . We shall discuss the influence of θ

uncertainties on the S-SHG polarization curves in Sect. IV.

B. Molecular response: hyperpolarizability tensors

The second harmonic generated by the interface emerges
from the electron’s displacement upon the fundamental field
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FIG. 2. (Top) Evolution of the transformation matrix T between
the input electric field and the local electric field as a function of the
altitude. (Bottom) Evolution of the first derivative along z of T as
a function of the altitude. The incident angle θ was fixed to 70°.
Color curves correspond to the different components and symbols
are guides to identify curves.

perturbation24. In a molecular description, the time-dependent
Hamiltonian is noted Ĥ(t) = Ĥ0 + V̂ (t), where Ĥ0 is the
Hamiltonian of the molecule without the light perturbation
– but taking into account solvation effects – and V̂ (t) is the
potential describing the interaction with the electromagnetic
field e(z, t). For optical frequencies and small molecules,
V̂ (t) is often described within the dipole approximation:
V̂ (t) =−µ̂ ·e(z, t), with µ̂ the dipolar operator. This expres-
sion is valid if the field e is spatially homogeneous in the
molecule vicinity.

At the interface, the local field evolves along with the
density, and some strong electric field gradients appear (see
Fig. 2). Hence, a quadrupolar term is added to the interaction
potential:

V̂ (t) =−µ̂ ·e(z, t)− 1
2

Q̂ : ∇e(z, t), (5)

with Q̂ the quadrupole operator in its canonical convention
(i.e. not the traceless one). Within the response formalism,
the induced dipole and quadrupole moments of a molecule n,
noted µn and νn, are obtained as tensorial products between
the perturbation and response tensors:

µn =
1
2
βdd

n : ee+
1
2
βdq

n : e∇e, (6)

νn =
1
2
βqd

n : ee. (7)

βdd
n is the molecular first hyperpolarizability describing the
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induced dipole moment at the second harmonic upon a fun-
damental local field. βdq

n is the molecular hyperpolarizability
expressing the induced dipole moment upon an electric field
and electric field gradient and βqd

n the one expressing the in-
duced quadrupole moment upon an electric field. As the no-
tation and convention may differ in the literature, some prop-
erties for these 3x3x3x3 tensors are recalled in Supp. Mat.
Sect. A. Note that βdq and βqd are of the same order of mag-
nitude. We note β the hyperpolarizabilities expressed in the
molecular frame, and B the ones expressed in the laboratory
frame.

These hyperpolarizability tensors are properties of the
molecule that depend on the Hamiltonian Ĥ0 – and thus on
the molecular environment. In this work, the hyperpolariz-
abilities of all molecules are computed taking into account
their local electrostatic environment with the response frame-
work of Density Functional Theory calculations (see Meth-
ods part) as a function of the altitude, and their values are
described in part IV A. Note, however, that the induced mo-
ments as predicted from Equations (6) and (7) and used here-
after to obtain a mesoscopic polarization neglect certain as-
pects of intermolecular coupling. Specifically, the radiation
from a molecule at the second harmonic frequency can polar-
ize the neighboring molecules by radiative coupling; in other
words, the dipole and quadrupole moments of a molecule n
should depend on the dipole and quadrupole moments of the
other molecules m ̸= n. This effect is less described in the
literature notably because of the difficulty to properly handle
the emitters’ heterogeneity (for instance, the induced dipole
moment fluctuates a lot from one molecule to another at the
interface22). This aspect constitutes a possible future improve-
ment of the work, as will be discussed in Section IV D.

C. Collective response: susceptibility tensors

The next step is thus to define the mesoscopic SHG polar-
ization arising from a collection of emitting molecules that
constitute the polarization sheet. We define the surface den-
sity of polarization at the harmonic frequency as P SHG

s ≡∫
P SHG(z)dz with P SHG(z) the volume polarization density at

the altitude z.
a. Dipolar level:
Within the dipolar approximation, we have

P SHG
(z) ≈ P dip

(z) = ρ(z)µ(z). (8)

Numerically, µ(z) corresponds to the average of the molecular
QM/MM observable µn, over the molecules that are located
between z and z+dz. This is equivalent to approximating the
surface polarization density as the sum of the induced dipole
moment of each individual molecule per area, that is P SHG

s ≈
1
A ∑µn, where A is the area of the interface formed by the N
molecules.

Since the local electric field depends solely on the altitude z
in Eq. 1, the average molecular dipole in the laboratory frame
is written as

µ(z) =
1
2
Bdd

(z) : T (z)T (z)EE, (9)

where Bdd (z) is the molecular dipolar hyperpolarizability av-
eraged over the ensemble of molecules located at the altitude
z. Because it is expressed in the laboratory frame, it depends
on both the individual molecular hyperpolarizability β dd and
the molecular orientation.

Finally, the usual formalism in surface-SHG defines the
volume susceptibility tensor χ as the dependence of the meso-
scopic polarization on the fundamental light in the polariza-
tion sheet, such as P SHG

s ∝ χ : ee. We generalize this defini-
tion to define the dipolar susceptibility tensor as a function of
the altitude. Inserting the dd contribution of Eq. 6 into Eq. 8
leads to :

χ
d
(z) =

1
2

ρ(z)Bdd
(z) (10)

Integrating this susceptibility tensor along z will allow com-
puting the surface susceptibility tensor classically used to de-
scribe S-SHG experiments24,27.

We also define an effective susceptibility tensor that links
the mesoscopic polarization to the incident fundamental light
such as P dip(z) ∝ χeff,d : EE. Using Eq. 10 leads to

χ
eff,d

(z) = χ
d
(z) : T (z)T (z). (11)

Physically, this effective susceptibility contains both the
susceptibility tensor and the local field correction of the fun-
damental electric field. This quantity will be used to compare
the amplitude of the dipolar and quadrupolar contributions.

b. Quadrupolar level:
Including the quadrupolar terms impacts the molecular in-

duced dipole moment, see Eq.(6), but also the definition of the
mesoscopic polarization P SHG

s . Eq. 8 is modified into

P SHG
(z) ≈ ρ(z)µ(z)− 1

2
∇ ·ρ(z)ν(z), (12)

with ν(z) the molecular quadrupole, averaged over the ensem-
ble of molecules located at the altitude z.

Combining the microscopic equations with the mesoscopic
ones, similarly to the procedure described for the dipolar term,
one can show that the polarization in the quadrupolar ap-
proximation has two additional terms compared to the one
in the dipolar approximation (see Supplementary Information
Sect. B):

P SHG
(z) = P dip

(z)+P grad
(z)+P quad

(z). (13)

The first term is the one obtained in the dipolar approxima-
tion defined in Eq.(8).

The second involves all the contributions related to the gra-
dient of the electric field:

P grad.
(z) =

1
2

ρ(z)Bg
(z) : e(z)

de(z)
dz

, (14)

where Bg is a 3x3x3 tensor defined as Bg
i jk = Bdq

i jkz −Bqd
zi jk

where Bdq and Bqd are the molecular hyperpolarizabilities,
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and the indices i, j and k can take the values of the three di-
rections x,y and z. Accordingly, we approximate the effective
gradient susceptibility tensor as:

χ
eff,g

(z) =
1
2

ρ(z)Bg
(z) : T (z)

dT (z)

dz
. (15)

The last term is the quadrupolar one, i.e. the one due to the
spatial evolution of the quadrupolar hyperpolarizability at the
microscopic scale, and can be approximated as follows:

P quad.
(z) =−1

4

d
[
ρ(z)Bqd

z (z)

]
dz

: e(z)e(z). (16)

with Bqd
z a 3x3x3 matrix representing Bqd with the first el-

ement set to the z-axis due to the projection onto the spatial
derivative in Eq. 12. The associated quadrupolar effective
susceptibility χeff,q(z) is given similarly by:

χ
eff,q

(z) =−1
4

d
[
ρ(z)Bqd

z (z)

]
dz

: T (z)T (z). (17)

We will compare the different contributions in part IV B.

D. Toward second harmonic detection: the polarization
sheet

Once the mesoscopic polarization oscillating at the second
harmonic frequency is obtained for a given perturbation, one
has to compute the harmonic electric field that is emitted and
then transmitted towards the detector.

The radiative equations at the second harmonic frequency
are solved at the mesoscopic level between the bulk phase, the
gas phase and a ’polarization sheet’, which acts as the source
of the second harmonic signal. We thus use the framework
of the common "three-layer model"28,29. Briefly, the meso-
scopic polarization of the sheet is the source of a harmonic
field in the interfacial layer. Then, the harmonic electric field
in the vapor phase is computed through Fresnel factor coef-
ficients at the harmonic frequency to describe transmission
across the interface. The intensities for a P or S polarization
of the second-harmonic light are then computed as a function
of the polarization angle of the incident light.

The main parameters for this three layer model are the op-
tical index of the vapor phase (N1 = 1), the liquid water (N2 =
1.34) the polarization sheet nm (nm = 1.19) at the second-
harmonic frequency (corresponding wavelength is 405 nm in
this study). We will discuss the approximation made in this
step as well as possible ways of improvement in Section IV D.

III. Material and methods

In this section, we describe the numerical and experimental
procedures used regarding the second harmonic generation at
the liquid gas interface.

A. Numerical procedures

Following our previous works22,25,30, a multi-scale proce-
dure has been used to compute the second harmonic molecular
properties of the water molecule at a liquid-gas interface. To
do so, we rely on a classical Molecular Dynamics (MD) cal-
culation, followed by a Quantum Mechanics Molecular Model
(QM/MM) procedure using our homemade open-access soft-
ware FROG31.

1. MD details

The trajectory used is the same as in our first work on the
liquid-gas interface, see Ref 22 and its Supplementary in-
formation for more details. Briefly, the LAMMPS32 software,
V.11.08.2017, has been used to perform the MD simulation
along with the rigid TIP4P/2005 water force field33. Using
equilibrated bulk configurations, 9000 rigid TIP4P/2005 wa-
ter molecules are placed in a simulation box (5×5×40 nm3)
to form a water film, about 10 nm thick. The thickness of
this system is large enough so that the middle part of the fluid
film effectively simulates bulk water. The target temperature
is 300 K using a Nose-Hoover thermostat with the period of
the temperature fluctuations set to τ = 0.4 ps. A first 3 ns of
NVT equilibration is performed before the 20 ns NVT produc-
tion run with a time step of 2 fs. Note that the center of mass of
the whole system is fixed at every timestep. Both electrostatic
and Lennard-Jones intermolecular interactions are computed
using the long-range PPPM formalism34,35.

2. QM/MM details

The molecular hyperpolarizabilities were computed and an-
alyzed with FROG31. Briefly, we select a given number of wa-
ter molecules in each MD snapshot and build their specific
electrostatic environment made by other water molecules.
Then, its response tensor for SHG in this electrostatic em-
bedding is computed thanks to the Polarizable Environment
scheme36,37 of the quantum chemical software DALTON38.

We use the PE long-range embedding already described in
our previous work25. The direct part is considered up to 10 Å
whereas the implicit part up to 20 Å: the electrostatic envi-
ronment is thus included in the QM calculation up to 20 Å.
The quantum box contains only one molecule per calculation
with an extra electrostatic field describing the electrostatic en-
vironment. We use DFT with the CAM-B3LYP functional and
the d-aug-cc-pVTZ basis set alongside the response approach
provided in DALTON to compute the hyperpolarizability ten-
sors at the optical (for a fundamental of 800 nm) and static
frequency. We have shown in previous work22 that it leads to
a good comparison with CCSD results for the dipolar hyper-
polarizability, and in Supp. Mat. Sect. C for the quadrupolar
terms in the gas phase39.

We use a maximum of 160 MD frames separated by 10 ns,
to ensure time-uncorrelation, to perform these QM/MM calcu-



6

lations. The molecules for which QM/MM level calculations
are performed are selected using the floating interface layer
selection from FROG: the first 4 molecular layers are treated
based upon the PYTIM package40. The molecules involved in
these 4 layers spread about 8 Å in the direction z, which cor-
responds to a total of 97625 configurations.

The interface position is defined as the Gibbs dividing al-
titude: the density profile is fitted by the usual tanh function
and z = 0 is the point where the density is equal to half of the
liquid density. The space is discretized in the z-direction with
a 1Å step. Then, the reported data are averaged on a rectan-
gular slab measuring [50x50x1]Å

3
. The number of QM/MM

calculation per altitude is reported in Supp. Mat. Sect. D.
One can see that more than 12 000 calculations were done for
molecules in the bulk. The sampling continuously decreases
along the interface to reach fewer than 1000 calculations at
z = 2.5 Å. In that case, the sampling is too small to give reli-
able results and the density is less than 0.05 kg/L.

Two post-treatments are noticeable : (1) Susceptibility ten-
sor components that are expected to be equal because of
symmetry reasons are averaged to increase accuracy. (2)
We have fitted the evolution of the different components of〈
ρBqd : ee

〉
as a function of z with smooth functions to esti-

mate its z-derivative involved in the quadrupolar polarization
(see Eq.(16)).

B. Experimental setup

Standard polarization angle-resolved S-SHG intensity mea-
surements were realized.

The experimental setup was already described in previ-
ous studies27,41. Briefly, the incident light is generated by a
Ti:Sapphire femtosecond laser beam, which delivers pulses at
a wavelength of 810 nm, a temporal length of 100 fs, at a rep-
etition rate of 80 MHz. The laser beam is linearly polarized
and the angle of polarization α is controlled with a motorized
half-wave plate. The incident light is gently focused on pure
air-water interface by a 5 cm-lens and the generated light is
collected by a 10 cm-lens. After removing the reflected funda-
mental light with a blue filter, the harmonic light is analyzed in
polarization by a half-wave plate followed by a polarized-cube
to fix the outlet polarization in P (in the incidence plane) or S
(perpendicular to the incidence plane). The harmonic light
intensity is collected through a spectrometer (that allow re-
moving any artifact notably due to fluorescence) and a cooled
CCD camera. The incidence angle is fixed at 70° and the nu-
merical aperture of the incident beam induced a distribution
of 2° around this averaged value.

A typical polarization plot for the neat air-water interface is
represented in Fig. 3.

These plots can be analyzed using the standard form of the
SHG intensity in the electric dipole approximation as a func-
tion of the input polarization angle α from the so-called three-
layers model27–29:

IP(α) ∝ |(a2χXXZ +a3χZXX +a4χZZZ)cos2
α +a5χZXX sin2

α|2

IS(α) ∝ |a1χXXZ sin(2α)|2 (18)

0 20 40 60 80
 (°)

0.0
0.2
0.4
0.6
0.8
1.0

I2
 (n

or
m

.)

P - exp
S - exp

FIG. 3. Normalized SHG intensity measured on pure air/water inter-
face as a function of the inlet polarization angle. The incident angle
is fixed at 70°±2°. The black continuous curves correspond to a fit
following Eq. (18) (see main text for fit parameter values).

where ai typically contains the incident angle and Fresnel co-
efficients whereas χIJK is the IJK component of the second
order susceptibility tensor (see Supp. Mat. Sect. E for more
details).

Fitting the experimental measurements with this expression
yields χXXZ/χZZZ = 0.37 ± 0.01 and χZXX/χZZZ = 0.09 ±
0.01, in close agreement with results obtained in the literature
(see for example Refs. 19,42 and references therein).

IV. Results and discussions

A. Hyperpolarizabilities

We first report the evolution of the different hyperpolariz-
abilities as a function of the altitude.

a. Dipolar hyperpolarizabilities
The evolution of dipolar first order hyperpolarizability was

already reported in our previous work22. Since then, how-
ever, we have proved the considerable impact of the electro-
static electric field generated by the neighbors on this hyper-
polarizability β dd in bulk liquid water25. We also developed a
methodology to improve the solvation model for β dd in bulk
water by including a long-range correction taking into ac-
count electrostatic effects25. Briefly, we compute the hyperpo-
larizabiliy modeling neighboring molecules as point charges
up to a radius Rc, and add a long-range correction propor-
tional to the second order hyperpolarizability of water in bulk
liquid water γ . This leads to β dd = β dd [Rc]+ γ : ∆EDC[Rc],
where ∆EDC[Rc] is the error made on the electrostatic field
if only the neighbors up to Rc are taken into account:
∆EDC[Rc] =EDC[Rc →+∞]−EDC[Rc].

Here, the same correction is proposed but in the laboratory
frame with :

Bdd = Bdd [Rc]+Γ : ∆EDC[Rc] (19)
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where Bdd [Rc] corresponds to the hyperpolarizability com-
puted for a finished environment size Rc, and Γ the second
order hyperpolarizability in the laboratory frame.

The value of EDC[Rc → ∞] is obtained by an extrapolation
of the value of EDC[Rc] at Rc within the limit of our MD simu-
lation box, and fitting with a 1/RC function (as expected from
ordered dipole on a 2D interface):

EDC[Rc] = EDC[Rc → ∞]− B
Rc

. (20)

𝑧 = −5Å

𝑧 = −3Å

𝑧 = −1Å

𝑧 = 3Å
𝐸
!
𝑅𝑐
	→

+
∞

[𝑉
/Å

]

FIG. 4. Electrostatic field as a function of 1/Rc at different altitudes
z. The continuous lines are fits based on Eq. 20. Inset: evolution
of the extrapolated value EDC[Rc → ∞] (value when 1/Rc = 0 in the
main figure) with the altitude.

The fit were made at different altitudes (see Fig. 4), and the
evolution of the total electric field EDC[Rc →∞] is represented
in the inset of Fig. 4.

We also tested for the available values of Rc whether the
two non-vanishing and independent second order hyperpolar-
izability components (ΓZZZZ and ΓZXXZ) appearing in Eq. 19
are independent on the altitude and on Rc (see Supp. Mat.
Sect. F. It turns out that the second order hyperpolarizabil-
ity does not evolve near the interface as it is hardly modified
by the electrostatic environment, as already shown for bulk
water25. We thus consider a constant value for this tensor with
ΓZXXZ = 580 a.u. and ΓZZZZ = 1740 a.u.

b. Quadrupolar hyperpolarizabilities
The hyperpolarizabilities involved in the quadrupolar terms

are also computed in the static limit and at 800nm, both in
the molecular frame and the laboratory one. Figures 5 and 6
represent the evolution with the altitude of some elements of
the dipolar-quadrupolar hyperpolarizability respectively in the
molecular and laboratory frame.

The values computed at z = −6Å are comparable to the
ones we have computed for bulk liquid water, see values in
Supp. Mat. Sect. C, indicating that the bulk properties are
well described at this altitude.

It appears that both β qd and its standard deviation hardly
evolve through the interface. As expected, the quadrupolar-
dipolar hyperpolarizabilities follow the same evolution: at this

6 4 2 0 2 4
Altitude [Å]

175
150
125
100

75
50
25

0

dq
 [a

.u
]

aaaa
bbaa
ccaa

FIG. 5. Evolution of some non-vanishing components of the dipolar
hyperpolarizability in the molecular frame (see Supp.Mat., Fig. 1 for
axis definition) at the quadratic order as a function of the altitude.
Data are computed for a wavelength of 800 nm, with a spatial step of
1Å. The continuous lines represent the average value, the shadows
the standard deviations of the distribution, the dots the values in the
bulk, and the dashed line the values in vacuum.

6 4 2 0 2 4
Altitude [Å]

300

250

200

150

100

50

0

dq
 [a

.u
]

ZZZZ
ZXZX
ZZXX

FIG. 6. Evolution of some non-vanishing components of the dipolar
hyperpolarizability in the laboratory frame at the quadratic order as
a function of the altitude. Data are computed for a wavelength of
800 nm, with a spatial step of 1Å. The continuous lines represent the
average value, the shadows the standard deviations of the distribu-
tion, and the dots the values in the bulk.

non-resonant optical frequency, the quadrupolar hyperpolariz-
abilities almost respect the Kleinman symmetry.

To conclude, neglecting the variation of the quadrupolar
molecular hyperpolarizabilities is a valid approximation, both
in the bulk and at the liquid-gas interface.



8

B. Evolution of the effective susceptibility tensor with the
altitude

Fig. 7 reports the evolution of the relevant components
of the three effective susceptibility tensors χeff,d , χeff,g, and
χeff,q (see sec.II C), as a function of the altitude. We recall that
these effective susceptibility tensors are the factor between the
incident electric field in vacuum E and their respective meso-
scopic polarization P . They are products of the interface sus-
ceptibility tensor and the corrections to compute the local field
effects at the fundamental frequency.

The dipolar components depicted in Fig.7(a) are of the or-
der of magnitude of 10−2a.u. The XXZ and XZX components
appear to be similar, in disagreement with the experimental
observations. Omitting the ZZZ component, the dipolar con-
tribution is limited to the first 5Å from the interface.

Fig. 7(b) shows that the gradient term is of the order of
10−1a.u., which is 10 times larger than the dipolar term. By
definition (see eq.(14)), this contribution is governed by the
gradient of the electric field across the interface. All the con-
tributions are non-vanishing on a restricted zone around the
interface, typically 6Å. This contribution has different com-
ponents along XXZ and XZX .

Most importantly, the quadrupolar term plotted on Fig. 7(c)
is of the order of the a.u., i.e. 50 to 100 times the magnitude
of the dipolar term. This term is dictated by the density evo-
lution across the interface, which dominates the response. For
this gradient contribution, the XXZ and XZX components are
similar.

In agreement with literature19, we observe that the
quadrupolar contribution is dominant. Moreover, the differ-
ence between the XXZ and XZX component is due to the elec-
tric field gradient at the interface.

Summing the dipolar, gradient and quadrupolar contribu-
tions at each altitude and integrating this total χeff(z) along
the interface leads to the ratios : χeff

XXZ/χeff
ZZZ = 0.300 and

χeff
ZXX/χeff

ZZZ = 0.105. One can notice that the ratio between the
XXZ and the ZZZ components of the effective susceptibility
is under-evaluated at this step (≈−20%) compared to the ex-
perimental one. On the contrary, the ratio between the ZXX
and ZZZ components is surprisingly close to the experimen-
tal value considering the experimental uncertainty. However,
these ratios cannot be directly compared to the experimen-
tal ones since they also contain the local field factor. In the
following, we shall rather compare the polarization-resolved
SHG intensity obtained numerically to the experimental ones.

C. Computation of the polarization-resolved S-SHG intensity

The SHG intensity is finally computed taking into account
all the elements previously described: the dipolar, gradient
and quadrupolar terms are considered, with an angle of inci-
dence of 70°. The evolution of this intensity as a function of
the incident polarization angle α is represented as continuous
blue lines when the outlet polarization is P and dashed red
lines when the outlet polarization in S on Fig. 8 and compared

(a)

(b)

(c)

FIG. 7. Evolution of the ZZZ (green rounds), XXZ (cyan triangles)
and XZX (magenta stars) components of the effective susceptibility
tensor for the (a) dipolar χeff,d ; (b) gradient χeff,g; and (c) quadrupo-
lar χeff,q contribution as a function of the altitude. Note that the
y-scales are largely different between graphs. Color curves corre-
spond to the different components and symbols are guides to identify
curves.

to experimental data (dots). Numerically, we study the effect
of the variation of the angle of incidence from 68° to 72° to
reproduce the distribution on this angle coming from the nu-
merical aperture of the lens.

The numerical description reproduces well the experimen-
tal curve with a correct shape, and a good prediction of ampli-
tude of the S-polarized curve. The smaller the incident angle,
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NumericsExperiments
(n
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m

.) 
 

FIG. 8. Comparison between experimental (left, markers) and nu-
merical (right, lines) polarization resolved SHG intensity computed
with all the contributions at an incidence of 70°. The shadows repre-
sent the effect of an uncertainty on the angle of incidence of +/-2°.

the larger the maximum intensity in S-outlet polarization: an
angle of 68° allows the experimental S-polarized curve to be
reproduced well. However, the minimum of the P-curve is not
well reproduced. These results are very similar to the ones by
Foucaud et al.19.

To go further, we fit the numerical curves with Eq. (18)
(the ai are computed with an incident angle of 70° and an
optical index of the interface sheet nm = 1.19) to extract the
susceptibility ratio with the same procedure as for the ex-
perimental data. We obtain χXXZ/χZZZ = 0.362± 0.006 and
χZXX/χZZZ = 0.173±0.003.

The predicted χXXZ/χZZZ is close to the experimental
one, with an error smaller than 1%, whereas the predicted
χZXX/χZZZ is almost twice the experimental result. We will
discuss the possible origins of this discrepancy in the follow-
ing.

D. Possible origins of the discrepancies between
experimental and numerical results

We discuss here the four main limits of our approach, and
possible improvements for the predicted value of χZXX/χZZZ .

a. Local field at ω in the interfacial zone
The description of the field felt by the molecules at ω in

step A is expected to take into account the collective response
of the molecular assembly via the definition of a dielectric
constant that varies with the altitude. The underlying assump-
tion is that the molecules are distributed at random positions
with random orientations in a volume43. Equation (4) for the
transfer matrix T (z), albeit physically sound, is eventually
obtained heuristically. Besides the fundamental interest in de-
riving rigorously an expression for T (z), the model could be
improved by a more careful treatment of the configurational
variability of the molecular assembly, including the spatial

correlations in the molecule arrangement and the preferential
orientation of the molecules that both vary with the altitude z.
This would effectively lead to an optical anisotropy that varies
with z and a modification of the field felt by the molecules,
which may be particularly significant at grazing angles where
polarization effects are important.

b. Radiative intermolecular coupling at 2ω

Equations (6) and (7) in step B, which lead to the definition
of a mesoscopic polarization in step C, neglect the fact that
the dipole and quadrupole moments induced in a molecule n
can be affected by the field radiated by all other molecules
m ̸= n at the second harmonic frequency. This effect may yet
be expected because molecules are polarizable objects also at
2ω . This issue might be addressed numerically using multi-
ple light scattering techniques (in the spirit of T-matrix meth-
ods44), leading to the computation of “dressed” hyperpolar-
izabilities, or analytically (within the dipolar approximation)
using a classical Green’s tensor formalism 45, although the
proper consideration of the spatial arrangement and preferen-
tial orientation of the molecules would be a challenge. Nev-
ertheless, we feel that taking the radiative coupling between
molecules at 2ω into account could significantly affect the
mesoscopic polarization in the interfacial zone.

c. Second-harmonic light generation and the three-layer
model

Light emission in general is known to be very sensitive to
the local environment46 and we feel that some efforts are re-
quired to address the problem of second-harmonic light gen-
eration more carefully. For instance, in part C, we present
the polarization-resolved S-SHG intensity with an optical in-
dex of the interfacial layer nm = 1.19. Varying this optical
index from 1.15 to 1.25 ( ±5%) leads to a strong variation
of the S-polarized curve without large change of the minima
P-polarized curve (see Supp. Matt. Sect. G ) as illustrated
by the susceptibility tensor ratios χXXZ/χZZZ = 0.361±0.03
(10% of variation) and χZXX/χZZZ = 0.173± 0.002 (1% of
variation). Some refinement of the Fresnel factor47,48 were
suggested in literature, with a correction of the one involved
in the normal component of the electric field. The value of the
effective susceptibility tensor ratios computed in Part IV B can
be used in the future to discuss this asymmetric correction.

Perhaps more importantly, the generation of the second-
harmonic signal in step D, which relies on the classical three-
layer model, is currently not fully consistent (albeit physically
sound) with the definition of a mesoscopic polarization at 2ω

in step C, where the polarization explicitly depends on the al-
titude z. Rigorous light scattering theory45 shows that the ef-
fective material parameter (dielectric constant or relative per-
mittivity) of thin composite layers are tensorial quantities in
general, implying that the local, effective refractive index of
the molecular assembly (in which the emitted field propagates
before reaching the far field) should be described by a 3× 3
matrix with unequal diagonal terms rather than by a scalar.
This is all the more true considering the preferential orienta-
tion of the molecules at certain altitudes z, as discussed previ-
ously. A careful treatment of the effective material parameters
at 2ω could affect the SHG signal. The problem at hand may
be tackled starting from an analytical derivation of the effec-
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tive material parameter of infinitesimal layers of the interfa-
cial zone. The number of layers should be sufficiently large
to describe the smooth profile of the interfacial zone. Thin-
film stack computations would then lead to a prediction of the
second harmonic signal.

d. DC electric field at the interface
Our QM/MM calculations are performed for an ideal liq-

uid/vapor interface of pure water. This model is simplified
relative to the experimental setup using a real air/liquid inter-
face. Notably, the real surface potential is very complicated to
measure or compute16. We therefore question the amplitude
of the DC field computed based on our MD simulations, and
its effect on the polarization-resolved S-SHG intensity.

To illustrate the impact of this approximation on the polar-
ization curves, we tune the DC electric field at the interface.
As a first try, we artificially change the amplitude of the long
range DC electric field EDC computed in Sec.IV A without
changing its spatial expansion. The effect of a DC field vary-
ing from 0 to 10 times is illustrated on Fig. 9 for a angle of in-
cidence θ = 70°. Increasing the static electric field amplitude

NumericsExperiments

(n
or
m
.)

FIG. 9. Comparison between experimental (left, markers) and nu-
merical (right, lines) polarization resolved SHG intensity computed
with all the contributions at an incidence of 70°. The shadows rep-
resent the variation induced when the amplitude of the DC electric
field at the interface varies from 0 to 10 times the one emerging from
the MD (EDC[Rc → ∞] of Fig. 4).

by this 10-factor strongly affects the minimum value of the
P-resolved curve, and the ratio χXXZ/χZZZ is as low as 0.354,
close to the experimental value of 0.368. The amplitude of the
S-resolved curve is not much impacted by the static field. The
other ratio, χZXX/χZZZ = 0.106, remains close to the experi-
mental one at 0.091.

These results hint that our current numerical description
fails to describe accurately the electrostatic field near the in-
terface. This might originate in the limits of the MD model,
but also if a surface charge is present experimentally and not
accounted for in the numerical model – for instance ions or
pollutants. We will explore further this effect both numeri-
cally and experimentally.

Further numerical work must be done to compute a more re-
alistic electrostatic field close the interface. For stronger static
field, and with a deeper effect in the bulk phase longer range,
the phase effects in the Debye layer may become important.
Experimentally, this hypothesis will be assessed using phase-
sensitive SHG experiments48 or by studying the evolution of
S-SHG intensity as a function of the surface charge (e.g. ad-
dition of surfactants41).

V. Conclusion

We presented in this work a numerical description at the
microscopic level of the polarization-resolved S-SHG inten-
sity of vapor/pure water liquid interface. The QM/MM ap-
proach already used to describe Second Harmonic Scattering
on pure water in bulk30 was employed to compute the first hy-
perpolarizabilities at the dipolar and quadrupolar orders as a
function of the distance to the interface. We also computed
the evolution of the second hyperpolarizability of water in the
condensed phase as a function of the altitude, confirming that
it hardly depends on the electrostatic environment25. The lo-
cal fundamental electric field was taken into account to com-
pute the mesoscopic polarizability as a function of the alti-
tude, whereas the harmonic intensity was computed through
the more classical 3-layer model. The numerical polarization-
resolved S-SHG intensity obtained with our approach repro-
duces well the experimental results even if there is still a dis-
crepancy to describe the minimum intensity of the P-polarized
curve. We discussed the possible causes of this discrepancy,
leaving this for future work. In particular, preliminary results
suggest that a more realistic description of the static electric
field close to the interface may improve the accuracy of the
numerical prediction. The generation of the second-harmonic
field from the mesoscopic polarization shall also have to be
addressed rigorously.

Our results raise good hope that some contributions to the
S-SHG intensities may be modeled analytically, without the
need for QM/MM calculations, and pave the way to describe
more complex systems such as liquid/liquid interfaces. In par-
ticular, we have shown that the quadrupolar first hyperpolariz-
abilities and second dipolar hyperpolarizability tensors hardly
depend on the electrostatic environment and that they may be
assumed constant for all the water molecules. Along with
mean-field models for the fluid densities, surface electrostatic
field, and fundamental electric field evolution, one can have
a decent estimation of the induced second harmonic polar-
ization. However, the extraction of useful information about
aqueous surface from S-SHG intensities is based on the quan-
tification of the dipolar contribution relative to the (dominant)
quadrupolar one. Some interesting surface observables such
as molecular orientation will be contained in small variations
of the signal due to the dipolar contribution only. Other ob-
servables such as surface charges may influence both contri-
butions. Coupling experiments and molecular modeling will
help to go beyond their respective shortcomings.
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Supplementary Materials

The supplementary material details the following points:
A. Reminders of the response theory
B. Separation of the polarization density into different

terms
C. Quadrupolar hyperpolarizability in the liquid phase
D. Number of QM/MM calculations per altitude
E. ai coefficients to fit polarization-resolved S-SHG exper-

iments
F. Variation of the dipole second hyperpolarizability com-

ponents in the laboratory frame
G. Change in polarization-resolved SHG intensity with the

optical index of the interface
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