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Abstract

Middle-mile logistics describes the problem of routing parcels through a network
of hubs, which are linked by a fixed set of trucks. The main challenge comes from
the finite capacity of the trucks. The decision to allocate a parcel to a specific
truck might block another parcel from using the same truck. It is thus necessary
to solve for all parcel routes simultaneously. Exact solution methods scale poorly
with the problem size and real-world instances are intractable. Instead, we turn
to reinforcement learning (RL) by rephrasing the middle-mile problem as a multi-
object goal-conditioned Markov decision process. The key ingredients of our
proposed method for parcel routing are the extraction of small feature graphs from
the environment state and the combination of graph neural networks with model-
free RL. There remain several open challenges and we provide an open-source
implementation of the environment to encourage stronger cooperation between the
reinforcement learning and logistics communities.

T1

T2

A

B

C

D

E



�

�

�

First-mile Middle-mile Last-mile

Fig. 1: The middle-mile logistics problem
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Fig. 2: Time-expanded graphs & MDP dynamics

1 Introduction

The logistics of transporting a parcel is usually organized in three steps: first-mile (getting the parcel
from the sender to the start hub in a transportation network), middle-mile (routing the parcel between
the start and goal hubs), and last-mile (delivering the parcel from the goal hub to the receiver); see
Fig. 1. In this work, we only consider the middle-mile problem, and assume that all parcels and
trucks are fixed. The problem consists in finding a route (a collection of trucks) for each parcel such
that all parcels reach their destinations on time. It is straightforward to find such a route for a single
parcel by employing a shortest path algorithm. The real challenge lies in consolidating the parcel
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routes, because trucks only have finite capacity. This is illustrated in a small example in Fig. 1. Here,
two parcels (red and green) share a common goal. Routing the parcels individually might result in
both parcels traveling via truck T1. However, if T1 is too small to carry both, the delivery would fail.
A middle-mile solver has to take this into account and would route the green parcel via T2 instead.

Another difficulty of the middle-mile problem is its dimension: real-world instances may include 100s
of hubs, 10,000s of time steps, and 1,000,000s of parcels. Current solution approaches mostly rely on
combinations of mixed-integer programming techniques with hand-crafted heuristics [2, 7]. While
these algorithms can achieve good solutions for small instances, they fail to scale to large ones, even
though these are the most common in practice. In this work, we investigate whether scalable routing
strategies can instead be learned using reinforcement learning (RL). Reinforcement learning has been
used for combinatorial optimization [4, 11], and more specifically in similar domains such as ride
hailing [15] and vehicle routing [12], which suggests that an RL approach might also be fruitful in this
domain. To our knowledge, this is the first application of RL to the middle-mile logistics problem.

2 Method

To represent a middle-mile problem, we use the time-expanded logistics network, which includes all
information about the individual trucks and parcels. This representation makes the temporal aspect of
the routing problem explicit, and is shown on the left of Fig. 2 for the small example from above.
This graph can be used to turn the logistics problem into a Markov decision process (MDP), with
the graph itself being the state. In this MDP, an action is the assignment of a parcel to one of the
available trucks. The MDP dynamics are also illustrated in Fig. 2, which shows a state-action pair
being mapped to a new state. An alternative MDP definition might take just the parcel locations as the
state. However, this state representation would not allow for generalization to new logistics networks,
so we use the complete graph as the state. We consider staying at the same hub for one time step as
using a “virtual truck” with infinite capacity (light gray edges in Fig. 2). A transition changes the
state in two ways: the parcel location shifts to where the truck takes it (in time and space), and the
truck’s capacity shrinks by the weight of the parcel. More details on the MDP are provided in Sec. A.

We define a simple reward function: 1 if a transition results in a successful delivery and 0 otherwise.
The value of a state under this reward function is thus the expected number of parcels that will be
delivered in the future when starting at this state and using the given policy. This complete MDP
definition allows us to use any reinforcement learning method. A value-based method (such as
fitted value iteration) might seem most appropriate, as we have access to the environment dynamics.
However, due to the difficulty of learning an accurate global value function, we decided on a policy
search approach instead. In particular, we use a custom version of the proximal policy optimization
(PPO) algorithm [16], implemented in JAX [5], designed to work in this setting, where the number of
possible actions depends on the state.

As our states are represented as graphs, we chose to use graph neural network (GNN) function
approximation, based on the GraphNet framework [3]. The main difficulty with this approach is the
size of the graphs. To propagate information through the network with message-passing GNNs, the
running time grows at least linearly with the graph size. Real-world logistics problems can be very
large, but even with the smaller graphs in our experiments, GNN processing becomes prohibitive.
We employ two different strategies to deal with this issue. First, we prune the state by removing
nodes and edges that are irrelevant to the problem (see Sec. B). Second, we remove all nodes and
edges outside a small radius from the parcel position and goal, only leaving a small “feature graph.”
Because this potentially throws away important information, we include additional node and edge
features, such as distance-to-goal heuristics (see Sec. C).

Both actor and critic (which don’t share weights in our implementation) take the form of an encode-
process-decode architecture, implemented using the Jraph library [8], and take the feature graph as
input. The encoder is a GraphNet block that maps the node and edge features into a latent space using
multi-layer perceptron (MLP) node and edge update functions. The processor is a GraphNet block
that updates the latent node and edge features, also using MLP node and edge update functions. The
processor update has a residual connection, such that the new node and edge features are x′ = y+x,
where x are the previous features and y is the output of the MLP. The processor is applied several
times (with the same weights) before the decoder is applied. The decoder is a GraphNet block that
only updates the edge features, which it maps from the latent dimension to the real numbers using an
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MLP. Finally, all but the edges corresponding to valid actions are removed using masking techniques.
In the critic, the remaining values then represent the Q-value estimates qϕ(s, a). In the actor, they
represent policy logits, to which a softmax function with an inverse temperature α is applied to yield
a policy πθ(a | s) with Boltzmann exploration. The advantage of a state-action pair (s, a) is then
estimated as qϕ(s, a)−

∑
a′ πθ(a

′ | s)qϕ(s, a′).

3 Experiments
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Figure 3: PPO learning curves. Shown are the
returns from exploratory rollouts (5 seeds each).

We test our method on a small logistics network
with 10 hubs, 50 time steps, and 200 parcels.
The learning curves of PPO in this environment
are shown in Fig. 3. For each episode, we sam-
ple a new logistics network with new parcels.
Thus, it can be seen that the method learns the
general task of routing parcels through logis-
tics networks, not just a routing strategy for a
specific network.

In Fig. 3, we compare the GNN parameteriza-
tion of the actor and critic explained above with
a simpler linear method. Given a vector repre-
sentation of a state-action tuple x : S×A → Rd,
the linearly parameterized policy and Q-function
take the forms

πθ(a | s) ∝ exp
{
αθ⊤x(s, a)

}
and qϕ(s, a) = ϕ⊤x(s, a),

where ϕ,θ ∈ Rd are the learned parameters and α is an inverse temperature coefficient controlling
the amount of Boltzmann exploration. The feature vector x(s, a) is constructed from the 1-step
feature graph (see Sec. C) of the state s by concatenating the edge features of truck a and the node
features of the receiving node of that truck. It can be seen that the GNN approach performs better
than the linear method.

In addition to the reinforcement learning experiments, we also trained linear and GNN policies using
supervised learning. As we explain in Sec. A.1, when initializing the middle-mile MDP state, the
parcels are placed by sampling complete parcel routes. When taken together, these routes form a
valid solution to the middle-mile problem. Thus, we can use the actions from these parcel routes as
targets in a supervised learning setup. The left plot in Fig. 4 shows the performances of linear and
GNN policies when trained in this way. The policies were trained on data collected from 200-parcel
networks, indicated by the red line in the plot. It can be seen that both the linear and the GNN policies
generalize well to different numbers of parcels at inference time. We also show the performance of a
greedy policy that always selects the truck whose destination hub has the lowest resistance distance
to the goal hub (see Sec. C), as well as the performance of a uniformly random policy.

The difficulty of the middle-mile problem depends greatly on how packed the network is with parcels.
If there are only very few parcels, then the problem becomes easier because the middle-mile problem
can be decomposed into individual shortest-path problems. If there are so many parcels that they
barely fit in the available number of trucks, then sampling interesting parcel routes, i.e. ones that use
few virtual trucks, becomes more difficult. As a result, solving these problems becomes easier, as
the routes are more straightforward, sometimes not even changing hub location once. This can be
seen in the left plot of Fig. 4 but becomes even clearer in the right plot, where we analyze how the
performance of the greedy and random policies depends on the number of hubs, which in this case
also equals the number of trucks per time step (see Sec. A).

4 Conclusion

Comparing Figs. 3 and 4, it can be seen that supervised learning, and even the simple greedy baseline,
both outperform the more complex reinforcement learning approach. If this is the case, why should
we use reinforcement learning at all? The case against the greedy policy is simple: it isn’t enough.
Just like the supervised learning and RL approaches, the greedy policy does not solve the middle-
mile problem. However, unlike the learning-based methods, there is no way to improve the greedy
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Figure 4: Performances (min / max / mean of 5 random seeds) of different policies on a 50-time step
(left: 10-hub) network, as the number of parcels is changed. Left: Comparison of policies trained
with supervised learning, a simple greedy policy, and a uniformly random policy. The supervised
learning policies were only trained on data from 200-parcel networks (red dashed line). Right: The
difficulty of the middle-mile problem depends on many factors: the number of hubs, the number of
timesteps, and the number of parcels. If there are too few or too many parcels in the network, the
problem becomes easier.

method other than by constructing more elaborate heuristics. This is exactly the current situation of
middle-mile logistics and the reason why we turned to learning-based methods in the first place. The
reason why supervised learning is not a good option, at least not as good as reinforcement learning, is
more subtle. It has to do with the data that is used to train the policies. This data does not consist of
optimal trajectories. It consists of the sampled parcel routes, which are not designed to be optimal.
With the 0-1 reward we currently consider this distinction is not very clear, but when more realistic
cost functions are used that take the real costs of shipping or dropping parcels into account, there is
no easy way to construct a dataset for supervised learning containing optimal labels for this objective.

Our results show that reinforcement learning methods can be used in this context, though there is still
a long way to go for good performance. The presented approach generalizes to stochastic dynamics
(e.g. parcels arriving gradually in the network), to more realistic cost functions (taking the actual
costs of shipping or dropping parcels into account), as well as to vector-valued parcel weights (e.g.
weight and size). The model-free method we present ignores the fact that we have access to the
dynamics; a better approach might include model-based search methods such as Monte Carlo tree
search. As mentioned above, the value of a state is the expected number of future deliveries. This is
very difficult to estimate from the small feature graphs, as it is impossible to know how many other
parcels there are in the complete state. Thus, another improvement may come from direct advantage
estimation [13] to replace the Q-critic. It seems reasonable that the advantage, as the expected number
of additional parcels that would be delivered by choosing a certain action over following the policy,
can be accurately estimated even from small feature graphs.

Our main contribution is our open-source implementation of the middle-mile logistics environment
(see Sec. A), which we provide online (https://github.com/google-research/laurel) in the
hope that it will open the door to an important real-world application of goal-conditioned RL.
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Supplementary Material

A Middle-mile MDP details

The main contribution of this work is our open-source implementation of the middle-mile logistics
MDP, available online at https://github.com/google-research/laurel. The environment
has an OpenAI Gym [6]-like interface. As such, its behavior is encoded in the initialization (reset)
and dynamics (step) functions.

A.1 Initialization

The middle-mile state (a time-expanded logistics network with parcels) is created in 5 steps:

1. Sampling a static (non-expanded) logistics network.

2. Creating the expanded network by sampling individual trucks.

3. Pruning the time-expanded network (removing skippable nodes).

4. Populating the network parcels by sampling parcel routes.

5. Pruning the network by removing nodes and edges that are irrelevant to the parcels.
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Figure A.1: Static logistics
network with 10 hubs

There are many algorithms for sampling a random network. A real-
istic logistics network includes some major (highly connected) hubs,
but a larger number of minor (less connected) hubs. We generate
the static network using the extended Barabási–Albert algorithm [1],
as implemented in NetworkX [9], with parameters m = 2, p = 0.2,
and q = 0. A 10-hub network sampled in this way is shown in
Fig. A.1. It can be seen that some nodes have a very high degree,
while others have a low degree, as is desired.

In the next step, the network is expanded in time. We fix the num-
ber of trucks leaving at each time step to be equal to the number
of hubs (though our interface allows this number to be specified
independently). The individual trucks leaving at a given time are
now sampled by selecting an edge from the non-expanded graph and
sampling the duration for this truck uniformly from 1 time step to
a given maximum duration. The edges are not sampled uniformly
from all connections in the static graph, but connections between major hubs are sampled with a
higher probability to make the truck schedule more realistic. To achieve this, the truck edges are
sampled (without replacement) from a Boltzmann distribution:

p(e) ∝ exp {β1(deg a+ deg b)} ,

where e is an edge connecting hubs a and b, β is an inverse temperature coefficient (we use β1 = 0.01),
and deg is the number of neighbors (the degree) of a node. In Fig. A.2(a), a 20-time step expansion
of this form is shown for the network from Fig. A.1. Here, we set the maximum truck duration to
10 time steps. As in Fig. 2, time increases downwards. It can be seen that highly connected hubs
(such as hub 2) receive much more traffic than less connected hubs (such as hub 9). Each truck in the
network also gets assigned a capacity, which we sample uniformly from the interval [0, 1].

This time-expanded network contains some nodes that have only one incoming and one outgoing
truck. These nodes are not interesting for decision-making, so we remove them for simplicity and
replace them with longer edges connecting their parent and child nodes (more details in Sec. B). The
pruned result is shown in Fig. A.2(b).

The next step is to add parcels to the network. We need to make sure that the middle-mile routing
problem is solvable, so we can’t sample parcel start and goal nodes, or parcel weights, arbitrarily.
Instead, we sample whole parcel routes and keep the start and end nodes as part of the MDP state.
The parcel weights are first sampled from a truncated Pareto (power-law) distribution using rejection
sampling to keep the weights below a given threshold. In our experiments, we use a Pareto-scale
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Figure A.2: Time-expanded networks after stages 2 to 5 of the MDP initialization procedure. As in
Fig. 2, time increases downward. (a) The static 10-hub logistics network from Fig. A.1 is expanded
by sampling trucks for 20 time steps. (b) Skippable nodes are pruned from the network. (c) The
network is populated with 50 parcels, shown in color. The colored edges are not trucks but go from a
parcel’s start to its goal node. (d) Nodes and edges irrelevant to the parcels are pruned, and newly
skippable nodes are again removed.

parameter (minimum parcel weight) of m = 0.01, a maximum parcel weight of 1 (the maximum
truck capacity), and a Pareto-shape parameter of α = 0.1. The power-law distribution of weights is
chosen to be realistic; there are many lightweight parcels and few very heavy parcels.

The parcel routes of heavier parcels are sampled first to make it easier to place them in the network.
The initial hub h for a given parcel is sampled from a Boltzmann distribution encouraging low-degree
(minor) hubs: p(h) ∝ exp {−β2 deg h}, where we use β2 = 0.1. The initial time for a parcel is
sampled uniformly from all times in {1, . . . , T − L} that contain the sampled hub h. Here, T is the
number of time steps of the expanded network, and L is the mean route length (a free parameter).
The rest of the parcel route is sampled by moving the parcel down in time along trucks that have
sufficient capacity. When sampling transitions, we again use a Boltzmann distribution to encourage
routes that take the parcel further from its initial hub. Thus, a truck t arriving at hub g is sampled
according to p(t) ∝ exp {β3 dist(h, g)}, where dist(h, g) is the resistance distance2 of g from the
initial hub h (not necessarily the sender of truck t), and β3 is another inverse temperature coefficient
(we use β3 = 0.1).

2See Sec. C for details.

7



After each step, we have to decide whether to end the parcel route here. On average, the parcel routes
should have a length of L time steps (the mean route length parameter mentioned above). We can
achieve this by sampling a Bernoulli random variate γt ∼ B(1/L) after each time step. Thus, when
γt = 1, the route terminates after t time steps. This way, the expected route length N is:

EN = E
∞∑
t=1

[N ≥ t] = E
∞∑
t=1

t−1∏
i=1

(1− γi) =

∞∑
t=1

t−1∏
i=1

(
1− 1

L

)
=

∞∑
t=0

(
1− 1

L

)t

= L,

where [·] is the Iverson bracket, and we have made use of the independence of the termination
variables γt. In our case, this expectation only holds approximately for two reasons. Firstly, there is
only a finite number T of time steps, so the geometric series is truncated after T terms. Secondly,
we can’t terminate at every time step. If a truck duration takes longer than one time step, we can
still only terminate the parcel route once the truck has reached its destination. Thus, after taking the
kth truck, we actually sample a binomial random variate γk ∼ Bin(ℓk, 1/L), where ℓk is the truck
duration, and terminate the route if γk > 0.

Once a complete parcel route has been sampled, we check whether the end hub is different from the
start hub. If this is not the case, for example because all sampled trucks were virtual, we reduce the
parcel weight by 10% to make it easier to place and try again. If the parcel route still routes the parcel
to its start hub after 50 retries, we keep this suboptimal route. A logistics network populated with
parcels sampled in this fashion is shown in Fig. A.2(c). Finally, the network is pruned again, this
time removing all nodes and edges that are irrelevant to the routing problem defined by the parcels
and their goals (see Sec. B). The final result is shown in Fig. A.2(d). Almost all of the parameters
mentioned above can be customized by passing the desired value to the MDP initialization function.

To fully specify the MDP state as a graph, each edge has an associated feature vector. There are three
types of edges in the state. First, we have trucks. Each truck is represented by two edges, one going
from the start hub to the destination hub (forward in time), and one going the other way (backward in
time). Both edges have the truck capacity as a feature. The second type of edge is the virtual truck,
which is how we represent the option to stay at the same location for one time step. These virtual
truck don’t have capacity constraints, and are also represented by one edge forward in time, and one
backward in time. Finally, there are parcels, which are also represented by two edges connecting the
start and goal hub, going in opposite directions in time. Parcels additionally have the parcel weight as
a feature. We represent all edges using vectors of the form

([truck ⊕], [truck ⊖], [parcel ⊕], [parcel ⊖], [virtual ⊕], [virtual ⊖], truck capacity, parcel weight),

where the [·] fields are a one-hot encoding of the type of edge (⊕ meaning forward in time and ⊖
meaning backward in time), and the last two fields are zero when not applicable. The node features
in our state representation are of the form (hub, time). We go into more detail on the node and edge
features in Sec. C.

A.2 Dynamics

The MDP dynamics, which are illustrated in Fig. 2, are relatively straightforward. Given an MDP
state, a parcel, and a truck or virtual truck starting at the parcel’s location (in time and space), the
step function returns a new state in which the parcel has been moved to the truck’s destination (in
time and space) and the truck’s capacity has decreased by the parcel’s weight. If this transition results
in a successful delivery of a parcel to its goal node, the function also returns this information, and the
parcel is removed from the state. The parcel is also removed if the transition moves it to any node that
lies later in time than the goal node, as this parcel cannot possibly be delivered anymore. Optionally,
the state is also pruned after each transition (see Sec. B.3). In our experiments, we choose not to do
this for performance reasons.

B State pruning

As discussed in the main text, the main challenge of the middle-mile problem is the size of the time-
expanded graphs. Not only are larger problems inherently more difficult to solve, but large graphs
also present a problem to our proposed GNN-based method. Conceptually, the most straightforward
way to decrease the graph size is to prune the graph, by removing parts that are irrelevant to finding a
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good solution. We have implemented three different kinds of pruning methods: skip pruning, parcel
pruning, and step pruning, which we go over in the following subsections. In Sec. B.4, we discuss
the benefits and drawbacks of pruning.

B.1 Skip pruning

We call the operation in step 3 of the MDP initialization (Sec. A.1) skip pruning, illustrated as the
transition from (a) to (b) in Fig. A.2. Some nodes in the MDP state have only one parent node
and one child node, only counting (virtual) truck edges that go forward in time, and are neither the
current location nor the goal node of a parcel. Thus, these nodes are irrelevant to the decision-making
problem: what goes in from above must come out below. Skip pruning removes these “skippable”
nodes. First, all nodes of this kind are identified in the state. Then, these nodes are grouped together
in case some of them form longer chains of skippable nodes. Finally, the groups are removed and
replaced by a single new connection. This connection is a truck whose capacity is the minimum of
the group’s trucks’ capacities (ignoring virtual trucks). If all trucks in a group are virtual, then the
new connection is also a virtual truck.

It is important to keep track of which nodes are removed. Let’s say skip pruning removes a node
belonging to hub E of the example in Fig. 1 and replaces it with a direct connection from B to D. If the
solver selects this connection as part of a parcel’s solution, that is not valid, because the connection
does not actually exist. Thus, our implementation returns a description of each new connection in
terms of the individual nodes that are being skipped.

B.2 Parcel pruning

We only care about those parts of a logistics network that are relevant to the problem of routing the
parcels it contains. For instance, if all parcel locations and goals are located in Spain, we don’t care
about the truck schedule in Korea. Similarly, if all parcels should be delivered within the next week,
we don’t care about next month (or last year). Given a parcel, the parcel pruning operation removes
parts of the state that cannot be part of a valid solution for this parcel by considering reachability.
All nodes that are part of a valid parcel route must be reachable, both from the parcel’s start node
and from the parcel’s goal node, via trucks with sufficient capacity. Our implementation finds these
parts of the state by starting at the parcel’s start node and iteratively expanding all valid trucks going
forward in time until half the duration toward the goal is covered. Then, the same expansion is done
starting at the goal node, and moving backward in time until the two expansion trees meet in the
middle. Finally, only those nodes and edges that are reachable from both the top and the bottom are
kept. This two-way procedure is computationally more efficient than only starting at the top and
expanding downward until reaching the goal.

When done for a single parcel, this pruning already solves the routing problem (which, as mentioned
in the main text, reduces to a shortest-path problem in this case). However, with several parcels,
this is not the case, as the reachability check assumes all trucks are empty. Parcel pruning can be
useful in several different ways. For one thing, it can be used to reduce the size of the state. The
procedure is simply repeated for all parcels in the network and the reduced state is built from the
union of all reachable nodes and edges for the individual parcels. This is what we do in step 5 the
initialization (Sec. A.1), followed by a second application of skip pruning. An illustration of this is
the transformation from (c) to (d) in Fig. A.2.

Parcel pruning can also be useful when applied to only a single parcel, however. For example, when
deciding which truck to use next for a specific parcel, pruning the state such that only trucks relevant
to the given parcel remain can be very useful. We go into more detail on this strategy in Sec. B.4,
where we explain why we choose not to do this in practice.

B.3 Step pruning

The third method of pruning the state, step pruning, is about maintaining a minimal state during
rollouts. Given a fully pruned state, for example that of a freshly initialized MDP, it is not necessary
to repeat the whole costly pruning operation after the first transition. In this transition, only a single
parcel moves, so it should be enough to focus on that region of the state graph. This is possible by
starting at the node where the parcel was before the transition, and again considering reachability. If

9



2

0 1 2

2

1 2

1 2

t = 0
0 1 2

2

1 2

1 2

t = 1
0 2

2

1 2

1 2

t = 2
0 2

2

1 2

1 2

t = 3
0 2

2

1 2

1 2

t = 4
0 2

2

1 2

1 2

t = 5

0

2

2

1 2

t = 6
2

2

1 2

t = 7
2

2

1 2

t = 8
2

1 2

t = 9
2

1 2

t = 10 t = 11

Figure B.1: Step pruning removes only those parts of the state graph that are affected by an MDP
transition (moving a parcel). In this 3-hub, 5-time step, 5-parcel problem, all parcels are routed
correctly, and the state shrinks over the course of the episode as a result of step pruning. The colored
arrows here denote parcel edges (from a parcel’s location to its goal), but they might block the view
of truck edges lying underneath. A parcel’s color is not fixed and might change in this plot.

this node is not reachable anymore, i.e. it was only relevant to the parcel that was just moved, we can
iteratively expand all neighbors from this node that are not reachable in a different way. All these
nodes can be removed from the state, and we again get a minimal state representation. However, even
though this operation is computationally cheaper than running the parcel pruning for all parcels, it is
not for free. In our experiments, we decided against using it; more details in Sec. B.4. Step pruning is
illustrated on a small MDP in Fig. B.1, where it can be seen to maintain a minimal state.

B.4 To prune, or not to prune?

The main drawback of pruning is that it takes time. In the left plot of Fig. B.2, we analyze how the
time that it takes to do a full MDP transition (on an M1 Pro Macbook) depends on the amount of
pruning. The MDP here is a 10-hub, 50-time step setup as we use in our main experiments (see
Sec. D). The policy is uniformly random (a single call to np.random.choice) in all cases, and this
call is also included in the measured time. It can be seen that the pruning operations take the most
amount of time. Here, parcel pruning refers to pruning all nodes and edges that are irrelevant for
the given parcel at decision time, used in get_actions. It can be seen that both pruning operations
considerably slow down the simulation. Interestingly, however, it seems that the more expensive
step pruning operation improves the state representation so much that parcel pruning comes at no
additional computational cost.

Of course, pruning can also bring benefits. As mentioned above, the parcel pruning operation in
get_actions removes all actions (available trucks) that don’t lead to the parcel’s goal. In the right
plot of Fig. B.2, we compare three different high-level routing strategies employed with and without
pruning: one-step routing, all-step routing, and last-parcel routing. These strategies are explained in
Sec. D.1 It can be seen that pruning improves performance greatly. In our experiments, we do not use
any pruning (except during initialization, see Sec. A.1) to save on computational resources. However,
it is reasonable to assume that policy trained in an environment without pruning would still work well
with pruning at inference time.

C Feature graphs

The pruning techniques discussed in Sec. B are intended to make the state smaller and more manage-
able. However, unless the problem at hand is particularly small, the fully pruned states are still too
large to reasonably process with message-passing graph neural networks. For this reason, we don’t
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Figure B.2: Left: Comparison of times taken by a complete MDP transition. The call to
get_actions can include parcel pruning and the call to step can include step pruning. Right:
Comparing the performance of the uniform random policy in an environment with pruning (solid
lines) and without pruning (dashed lines) using different high-level routing strategies. Both plots
show the minimum, the maximum, and the mean values of 5 experiments with different random
seeds.

use the full state as the input to the actor and critic networks. Instead, given the parcel that is to be
routed next, we extract a smaller graph from the state that is specific to this parcel. To construct these
“feature graphs”, we start with only the start node, the goal node, and the parcel edge connecting
them. We can then iteratively expand all nodes in the current graph by adding all their incoming
and outgoing edges and the corresponding sending and receiving nodes. The number K of these
expansion steps controls the size of the feature graph: the final graph contains all nodes within a
radius of K steps from the parcel start and goal nodes. After this extraction procedure, we also
add new virtual truck connections between any nodes in the feature graph belonging to the same
hub whose virtual connections have been pruned. This is necessary because the parcel’s goal node
can be much later in time than its start node: with low K, the two parts of the feature graph can
be disconnected except for the parcel connections. As it is always possible to stay at a hub for any
number of time steps, these additional virtual connections are intended to connect the top and bottom
parts of the feature graph.

In the left of Fig. C.1, a feature graph (K = 2) corresponding to the top right parcel of Fig. A.2(d)
is shown. This graph is clearly easier to process than the large state graph. However, the feature
graph no longer has all the information contained in the state, so any middle-mile solver based on
feature graphs will necessarily only yield approximate solutions. As exact solution methods are
infeasible anyway, this is not particularly problematic. To improve the quality of these solutions, we
can include some of the information that has been lost in the form of new node and edge features. In
particular, the node features are of the form (resistance distance to goal hub, relative time between
start and goal). For the example feature graph, both these node features are illustrated in Fig. C.1.
The resistance distance [10] between two nodes in an undirected graph is obtained by assigning
an electrical resistance to each edge of the graph and solving for the equivalent resistance between
the two nodes. In our case, the undirected graph is the static logistics network (shown in Fig. A.1
for this example), and the resistances are assigned according to how frequently trucks are sampled
from an edge. More concretely, we set the electrical conductance (inverse resistance) of an edge
connecting the hubs a and b equal to β1(deg a+ deg b) (see Sec. A.1 for details). A node’s relative
time t̃ between the start node s and the goal node g is defined as:

t̃ =

{
(t− ts)/(tg − ts) if tg > ts
0 otherwise,

where t is the node’s time and ts and tg are the start and goal nodes’ times, respectively.

In addition to the new node features, we also add three new edge features to the feature graph in
addition to the ones described at the end of Sec. A.1:

1. A binary feature encoding whether a parcel edge corresponds to the parcel that is currently
being routed,
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Figure C.1: A 2-step feature graph corresponding to the top right parcel in Fig. A.2(d). In addition
to the usual representation (left graph), we also show the two new node features: resistance distance
to goal hub (middle graph), and relative time between start and goal (right graph).

2. A binary feature encoding whether a truck edge is one of the available trucks (actions) for
this parcel, and

3. A phantom parcel weight, assigned to real trucks, that contains information about those
parcels that are cut from the feature graph, but that might also use this truck.

This is important information, as consolidating the needs of different parcels is at the core of the
middle-mile problem. The phantom parcel weight of a truck can be thought of as the expected value
of the truck’s capacity taken up by all parcels not included in the feature graph, given that each
of them is routed using a uniformly random policy. These phantom parcel weights are computed
using the parcel pruning operation (Sec. B.2). The parcel pruning operation done during the MDP
state initialization (Sec. A.1) already records to which parcels a given edge is possibly relevant. We
now go over all edges in the feature graph and collect these parcels. Each of these parcels possibly
interferes with the capacities of trucks in the feature graph, and we would like to include them as
phantom parcels. To do this for one parcel, we distribute the parcel’s weight across the edges of the
parcel-pruned graph. At the parcel’s start node, its phantom weight is equal to its real weight, w.
If there are n available trucks from this node, each truck receives a phantom weight of w′ =̇ w/n.
If there are now n′ available trucks from one of the n trucks’ receiving nodes, each of these gets
assigned a phantom weight of w′/n′. Finally, to get the phantom parcel weight associated with an
edge in the feature graph, all of the phantom weights computed for this edge due to the different
parcels are added together.

As discussed in Sec. B.4, the parcel pruning operation takes some time. In our experiments, we
therefore don’t include phantom weights in the feature graphs for performance reasons.

D Further details

D.1 High-level routing strategies

In the standard goal-conditioned reinforcement learning setting (e.g. [14]), there is only a single
object with a goal. Our setting is slightly different because we have a large number of objects
(parcels), each of which has its own goal. If we were only satisfied once all parcels have reached
their respective goals, then these settings would be equivalent, with our goal being the state where all
parcels are delivered. However, we aim to deliver as many parcels as possible, and so the multi-object
goal-conditioned setting is more appropriate.

Another way to look at this setting is as hierarchical goal-conditioned RL. Each low-level decision is
concerned with the problem of routing a single parcel for one step. The high-level decision is about
choosing which parcel to route next. We don’t attempt to learn a high-level policy but only learn
the low-level policy. However, we did experiment with three different high-level routing strategies:
one-step routing, all-step routing, and last-parcel routing. In one-step routing, the earliest parcel in
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the network is always routed first. The rationale behind this strategy is that, in a real-time setting,
this is the most urgent decision to make. After this parcel has been routed for one step, its location
in time has changed. The next parcel to be routed will again be the earliest one in the network,
which is not necessarily the same parcel. In all-step routing, it is also the earliest parcel that is
selected, but here it is routed for as many steps as it takes to reach a node with a time greater or
equal than its goal node (this includes the case of a successful delivery). In last-step routing, it is
always the latest parcel in the network that is delivered first. Here, there is no difference between
“one-step” and “all-step” strategies, because the latest parcel in the network necessarily stays the
latest one after each transition. These three high-level routing strategies are compared in the right
plot of Fig. B.2, where the low-level policy is uniformly random. If only those actions that lead to the
parcel’s goal are available (“with parcel pruning”), then routing later parcels first, which is what both
the last-parcel and all-step routing strategies do, gives an advantage. This is because earlier parcels
will automatically react to these decisions, as those trucks that only lead to the goal via later trucks
that are necessary for later parcels will not be included in the available actions after these later trucks
have been filled. As we don’t employ parcel pruning during episodes, we always use the one-step
routing strategy.

D.2 Hyperparameters

Unless stated otherwise, we used the following hyperparameters in our experiments:

Parameter Value

Number of hubs H 10
Number of time steps T 10
Number of trucks per time step H
Maximum truck duration [time steps] 5
Number of parcels 200
Mean route length L 10
Boltzmann exploration inverse temperature α 0.1
PPO clipping threshold ϵ 0.2
PPO early stopping KL divergence threshold3 0.1
SL: Number of rollouts 100
SL: Number of feature graph steps K 3
SL: Number of epochs 5
RL: Total number of rollouts 1000
RL: Number of feature graph steps K 2
RL: Number of gradient steps per epoch Nu 50
RL Linear: Number of rollouts per epoch Nr 1
RL Linear: Actor learning rate ηa 0.01
RL Linear: Critic learning rate ηc 0.01
RL GNN: Number of rollouts per epoch Nr 5
RL GNN: Actor learning rate ηa 0.0001
RL GNN: Critic learning rate ηc 0.001

Certain hyperparameter values not listed here can be found in Sec. A.1. The following hyperparame-
ters were optimized separately for the linear and GNN versions of the RL method in a grid search:
(ηa, ηc) ∈ {0.0001, 0.001, 0.01}2, Nr ∈ {1, 2, 5}, Nu ∈ {10, 20, 50}.

In all our experiments, we also used a slightly modified version of the middle-mile MDP. In this
version, all trucks have a capacity of 1, and all parcels have a weight of 1. Additionally, after the state
has been initialized, all trucks that are not part of any parcel route are removed from the network.
These modifications bring out the central hardness of the middle-mile problem even for smaller
instances, as trucks can only take a single parcel now. This version of the MDP is also part of our
public implementation and can be accessed by passing the appropriate parameters at initialization.

3The KL threshold was intentionally set to this larger value because we only processed the graphs in small
batches of 256, leading to a higher variance in the KL divergence estimate.
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