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Abstract—While multirotor unmanned aerial vehicles have
excellent maneuverability, they lack the ability to perform long-
endurance flights. Many design-based approaches to addressing this
drawback exist. To overcome this challenge, this article proposes
the Magnus-effect winged quadcopter system design. We use the
rotational speed of the Magnus-effect based wings in this system
as a control variable to maximize the contribution from these
wings, thus minimizing the necessary and required thrust from the
quadcopter and, therefore, the system’s energy consumption. To this
end, we developed an airspeed-dependent nonlinear optimization
control allocation scheme to operate the system at a wide range of
airspeeds. Realistic simulations and outdoor experiments validate
the approach, demonstrating the superior energy efficiency of
the Magnus-based quadcopter system compared to traditional
quadcopter and emphasizing its potential for achieving extended
endurance.

Index Terms—Control allocation, hybrid UAV, Magnus effect
technology, nonlinear modeling

I. INTRODUCTION

In recent years, unmanned aerial vehicles (UAVs) have
become increasingly prevalent across various industries
and applications. As UAV flight missions become more
complex, requirements are getting higher and higher. De-
veloping UAVs that can fly longer distances and perform
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more complex tasks is an ongoing challenge, and their
power consumption is one of the main factors affecting
their range and endurance. Therefore, research is widely
carried out: on the one hand, on the hybrid energy UAVs
[1], and on the other hand, on hybrid design UAVs [2],
[3]. UAV platforms can generally be separated into two
categories: fixed-wing UAVs and vertical take-off and
landing (VTOL) UAVs such as helicopters and multirotor
platforms [4]. In addition to their advantages, each type
has its own limitations. In general, fixed-wing UAVs
offer greater cruising speed, flight range, and endurance
performance. However, runways are required for reliable
takeoff and landing. Additionally, it is not applicable to
missions requiring ultra-low flight speeds. Vertical takeoff
and landing (VTOL) UAVs, on the other hand, have much
looser requirements for takeoff and landing phases. A
unique hovering capability further enhances its versatility
in executing missions. However, the speed and endurance
significantly limit the VTOL UAV’s capability in missions
requiring wide-range coverage or long endurance.

As such, designing an aerial system that integrates
the advantages of both fixed-wing and VTOL UAVs
has long been a concern for the aerospace and aviation
industries. The hybrid UAV, or fixed-wing VTOL UAV,
was born out of such a demanding need. The most
common hybrid UAVs found in the modern scientific
literature are classified into three main categories: A tail-
sitter typically has rotors rigidly connected to the airframe
[5]. Thus, it changes the orientation of the entire vehicle
when transitioning from VTOL orientation to horizontal
flight. A tilt-rotor has multiple rotors mounted on a titling
shaft. In this case, hover-to-cruise transitions commonly
involve partial or all rotors tilting in the direction of flight
to maintain forward speed until cruise flight is achieved
[6]. Finally, tilt-wing VTOL UAVs, such that the rotors
are fixed to the wings, and the entire wing rotates, with the
fuselage mostly maintaining a horizontal position during
flight [7]. Making hybrid UAVs fly as efficiently and
safely as possible poses a number of challenges. These
include dealing with large flight envelopes, over-actuation,
its non-linear nature, and its sensitivity to wind gusts.

As a result of the nonlinear dynamics resulting from
the interaction of different aerodynamic effects, the auto-
matic control of hybrid UAVs is still a challenge today.
It is essential for the flight controller to be able to handle
potentially large changes in angle of attack, velocity,
attitude, and actuator control effectiveness depending on
airspeed, which all have an impact on the vehicle’s aero-
dynamic forces and torques. The primary design goal of
fixed-wing VTOL UAVs is to use the wing aerodynamic
force as the lift during cruising (or level flight). As a
result, the position control (or velocity control) loop has
to consider the aerodynamic forces in determining the
attitude and thrust. For the design of robust controllers,
an insufficient understanding of aerodynamic forces act-
ing on aircraft dynamics is particularly challenging. For
instance, in [8], the proposed control design methodology
utilizes a simple aerodynamic force model for the system,
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representative of environmental physics and conducive
to control design, with minimal assumptions about the
sideslip transversal component and unrestricted attack
angles, complemented by bounded integral actions to
address modeling errors. The model acknowledges its
limitations beyond a certain attack angle, where stall
phenomena become abrupt and complex. In contrast,
[9] reported a nonlinear, sequential convex programming
optimization problem to control a tail-sitter UAV in all
flight modes. This achievement enables the determination
of reference attitude and thrust, leveraging a precise
aerodynamic model established through comprehensive
wind tunnel testing across the full flight envelope. Li et al.
[10] proposed a nonlinear robust control design method
for tail-sitter UAVs where the control law is based on
the dynamic inversion technique to incorporate fixed-wing
aerodynamics. Based on a simplified aerodynamic model
of the fixed wing, a model predictive control (MPC) as
a velocity control loop for tilt-rotor VTOL UAVs has
been designed in [11], [12]. These articles implemented
a control allocation to allocate torques between the aero-
dynamic and quadcopter actuators. In [13], [14], a fully
automated flight control system is proposed for tilt-wing
UAV. In these articles, the propeller-wing aerodynamic
interaction is addressed and considered.

In all the aforementioned works, the torques required
to control the system’s attitude were allocated and mapped
between all the existing actuators. However, the required
thrust from the quadcopter, which could be related to
power consumption, is not optimized. Willis et al. [15]
implemented a thrust optimization aligned with pitch
optimization. This was done under the assumption of
no external wind. Thus, the angle of attack and, in
turn, the aerodynamic forces can be easily related to the
system’s pitch angle. However, for windy scenarios, this
approach will require precise estimation of the wind speed
direction, which is generally not an easy task. Our present
research aligns closely with the work presented in the
aforementioned article, as both studies focus on optimiz-
ing the thrust. In contrast, we employed wings based on
the Magnus effect instead of fixed wings to achieve our
objectives. This novel strategy adds a unique dimension to
our research, offering potential advantages over traditional
control surfaces. These include the speed and direction
of rotation of the Magnus-effect based wing, which can
be controlled easily and robustly to create the desired
aerodynamic lift independently on the angle of attack,
thereby providing greater control over the flight path of
an aircraft. The Magnus effect, experiencing a resurgence
in the past century, offers a promising departure from
traditional lifting devices. Studies show Magnus-effect
based wings outperform classical airfoils, with around
eight times higher lift coefficients, necessitating more
compacted surface area for the same lift. However, this
comes at the cost of a lower lift-to-drag coefficient, as
observed in the aerodynamic data comparison of NACA
airfoils and Magnus-effect based wings in [16], [17].
This phenomenon has inspired rotor-based solutions in

Fig. 1: Magnus-effect winged quadcopter system (MWQ).
The gray cylinders are the Magnus-effect based wings.
The quadcopter’s four rotors are attached to the arm ex-
tensions. A short video of one of the outdoor experiments
is available at https://youtu.be/dtGctlfuA6s

the realm of fuel-efficient ship propulsion and the design
of rotor airplanes, incorporating combined lifting devices
[18]. In this context, it is also pertinent to highlight recent
advancements in the study and application to incorporate
the Magnus effect into Airborne Wind Energy systems,
as explored in works such as [19], [20]. Our work
explores the Magnus effect’s role in cutting-edge aviation
technologies, suggesting its potential to enhance flight
autonomy.

In this work, we present a novel hybrid UAV that is
composed of a quadcopter as an actuation necessary for
vertical take-off and landing maneuvers and a Magnus-
effect based wing airframe that has some sort of wing
capable of generating aerodynamic lift forces at sufficient
forward speed. This work presents our novel system,
the Magnus-effect winged quadcopter (MWQ) system.
A nonlinear optimization-based controller is developed
based on a nonlinear dynamical model of the vehicle
considering the aerodynamic model of the Magnus-effect
based wings. This control strategy aims to allocate the
control commands between the quadcopter propulsion
system and the Magnus lifting system. The redundancies
between rotors and Magnus aerodynamic actuators must
be adequately employed because the control authority
depends on the flight conditions. For example, the Magnus
actuators have more control authority as the airflow speed
passes over them increases. Flight tests were performed
to validate different aspects of this study.

The contributions of this paper are: (i) design of
a novel Magnus-effect winged quadcopter system; (ii)
establish the model of a Magnus-effect winged quad-
copter system, which includes the experimentation-based
estimation and identification of quadcopter’s propellers
and aerodynamic models; (iii) optimization-based control
allocation for energy-saving performance. Comprehensive
outdoor experiment tests are performed to show (a) the
proposed Magnus-effect winged quadcopter can be more
energy-saving than the Magnus-free quadcopter; (b) the
system’s performance at different flying speeds.
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A. Magnus-effect winged Quadcopter (MWQ)
System Architecture

Fig. 1 shows an overview of the developed Magnus-
effect winged quadcopter system. The Magnus-effect
based wings are attached to the quadcopter on the left
and right. One can mention some mechanical drawbacks
of the system, which are comparable to the fixed-wing
VTOL UAVs. For example, the rotating actuators of the
two Magnus-effect based wings induce additional dead
weight, which requires additional power consumption in
the hovering mode. Moreover, the exposed surface area
of these wings during take-off and landing increases the
sensitivity to wind, but this area is more compressed
compared to the case of tail-sitter and tilt-wing VTOL
UAVs. One aspect that must be considered is the interac-
tion between the quadcopter’s slipstream and the Magnus-
effect based wings. Therefore, placing the Magnus-effect
based wings in an area where the propeller slipstream
does not affect its control performance is crucial [21],
[22]. Consequently, arm extensions have been incorpo-
rated to attach the quadcopter’s rotors at a distance from
the rotating Magnus-effect based wings.

B. Paper Organization:

The paper is structured as follows: in Section II, we
present the full dynamical model of the system. In Section
III, we delve into estimating process of the quadcopter’s
propeller performance and fuselage aerodynamic models.
Moving on to Section IV, we elaborate on the outer
position control loop designed for the Magnus-free quad-
copter system. The main contribution of this paper, the
optimization-based control allocation strategy, is detailed
in Section V. In Section VI, we present and discuss the
experimental results. Finally, we conclude with insights
and future directions in Section VII.

II. MWQ System Dynamical Model

A. Reference Frames

The subsequent reference frames are defined to de-
velop the equations of motion. These frames are repre-
sented in Fig. 2a,

• Inertial Frame I(I,xi,yi, zi), the origin point I , is
considered as the reference for position measure-
ments.

• Quadcopter Body Frame Q(Q,xq,yq, zq), the origin
Q coincides with the center of mass of the quad-
copter. The vectors xq, yq, and zq are parallel to
the principal axes of the moment of inertia, with xq

(resp. yq) is along the longitudinal (resp. lateral) axis
of the quadcopter and zq is pointing upward.

• Right Magnus Cylinder Frame Mr(Mr,xr,yr, zr),
the origin Mr is aligned with the center of mass of
the right Magnus cylinder. The vector yr is oriented
in the opposite sense of the right Magnus cylinder’s
rotation axis.

• Left Magnus Cylinder Frame Ml(Ml,xl,yl, zl), the
origin Ml aligns with the center of mass of the left
Magnus cylinder. The vector yl is oriented in the
opposite sense of the left Magnus cylinder’s rotation
axis.

• Body Frame B(B,xb,yb, zb), The origin B is set
at the center of mass of the combined Magnus-
effect winged quadcopter system. The base vectors
are parallel to those of the quadcopter body frame Q.
This frame is considered the body frame supporting
all other spinning bodies.

For the seek of simplicity, we denote the frames I,
Q, Mr, Ml, B as i, q, r, l and b respectively. The pitch,
yaw, control, and desired frames, described when used,
are denoted by p, y, c, and d, respectively, as introduced
and described in their relevant contexts. Throughout this
paper, a matrix Rb

a = [xb
a,y

b
a, z

b
a] ∈ SO(3) represents

the rotation matrix that rotates any vector in a frame
into b frame. Its inverse is Ra

b . The vector notation aF c
b

denotes a force of nature a, generated by the system’s
component b, and expressed in frame c. For example
the case where DF i

r corresponds to drag force of the
right Magnus cylinder expressed in inertial frame I. The
notation rca/b denotes a vector quantity r of frame a with
respect to frame b and expressed in frame c. The quantities
rcx,a/b, r

c
y,a/b, and rcz,a/b represents the components of

rca/b. The vectors are represented by bold formatting. The
transpose of any vector r is denoted by r. We define the
operator ⌊r⌋× which forms a 3× 3 skew matrix from the
vector r ∈ R3. The notation ||.|| denotes the Euclidean
norm of a vector, .ˆ2 denotes the element-wise square of
a vector, × denotes the cross product between vectors,
and ∗ denotes matrix multiplication.

B. Modeling

Let pi
b/i ∈ R3, and vi

b/i be respectively the position
and velocity of MWQ system with respect to the inertial
frame I, wb

b/i ∈ R3 represents the angular velocity of the
system with respect to the inertial frame I and represented
in the body frame B. The apparent speed is denoted by
va. Considering vw as the wind velocity vector, we have

va = vb/i − vw (1)

It is crucial to note that due to the unavailability of a wind
speed sensor, all the studies, analyses, and tests conducted
in this work are considering the following conservative
assumption

ASSUMPTION 1. No external wind exists. In other words,
the apparent speed va = vb/i based on (1)

We denote m as the mass of the system, Jb ∈ R3×3

as the inertia matrix, and g as the acceleration vector
due to gravity. The matrix Rb

i ∈ SO(3) is the matrix
that rotates inertial frame vectors into the body frame.
Rb

i is composed of three rotations by the so-called Euler
angles: roll, pitch, yaw or ϕ, θ, ψ respectively, in the
ZY X intrinsic formulation,
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(a) (b)

Fig. 2: (a) Frame definition on the system. From the figure, B represents the body frame, Q the quadcopter body
frame, Mr and Ml respectively the right and left Magnus frame, and I the inertial frame. (b) Forces acting on the
system. From the figure, tF qk is the thrust force generated by kth propeller of the quadcopter tF q is the total thrust
generated by the quadcopter, and F aero is the total aerodynamic force of the Magnus-effect based wings.

Rb
i := Rb

i (ϕ, θ, ψ) = Rb
p(ϕ) ∗ Rp

y(θ) ∗ Ry
i (ψ) (2)

We assume that the centers of mass are mutually fixed,
the body structure is rigid, the system is yaw stable,
and the mass and moments of inertia are constant. The
translational dynamical equations are formulated using
Newton’s law of clustered bodies respectively:

ṗi
b/i = vi

b/i

v̇i
b/i = gi +

1

m
Ri

bF
b
b

(3)

The translational dynamics state variables correspond to
the system’s linear and angular velocities w.r.t. inertial
frame I, respectively:

vi
b/i = ṗb/i =

ṗix,b/iṗiy,b/i
ṗiz,b/i

 (4)

such that F b
b = [F b

x,b, F
b
y,b, F

b
z,b]

T is the vector of the
forces acting on the system in the body frame. In addition
to the system’s weight, the forces acting on the MWQ
system are divided into two distinct components: first, the
aerodynamic forces acting on the airframe; second, we
have the forces produced by the rotors. In the subsequent
subsections, we will comprehensively describe the forces
acting on the system. For moments consideration and
more details on the forces acting on the system, the reader
can refer to our paper [23]. Fig. 2b represents some of
the forces acting on the system.

The main goal of our present work is to show the
thrust consumption comparison of the quadcopter with
that of the Magnus-effect winged quadcopter system. To
this end, we must distinguish between two scenarios: the
Magnus-free quadcopter scenario described in Subsection
C. The other scenario is the Magnus-effect winged quad-
copter scenario presented in Subsection D.

C. Magnus-free Quadcopter Configuration

In this section, we describe, more in detail, the dy-
namics and the controller of the Magnus-free quadcopter
system. This system is considered to be the quadcopter
alone without the Magnus-effect based wings. In this case,
the mass of the body m is the mass of the quadcopter
mq, i.e., m = mq, and the body frame B coincident with
that of the quadcopter Q. The forces in the quadcopter
component can be specified as follows,

• The thrust forces: are the forces generated by the
rotation of each rotor k ∈ {1, 2, 3, 4} perpendicular
to the axis plane and proportional to the rotor’s
rotational speed wk:

tF b
qk

= cTw
2
kzb = Tkzb (5)

where cT > 0 is the thrust coefficient. Therefore, the
thrust force generated by the four propellers can be
computed as

tF b
q =

∑
k

tF b
qk

= cT
∑
k

w2
k zb = Tzb (6)

with T =
∑

k Tk being the total thrust force mag-
nitude generated by the four propellers. The thrust
force model in (6) holds if we ignore the fact
that aerodynamic forces can significantly affect the
propellers’ performance, which in turn affects its
performance. To this end, we can rewrite the total
thrust force as,

TF b
q = tF b

q +
pF b

xy,q +
pF b

z,q (7)

The net force pF b
xy,q is in the horizontal plane of the

rotors. We based on [24] to model this component
of thrust force as

pF b
xy,q = −kp

∑
k

wk vb
xy,b/i (8)

where kp is a positive coefficient known as rotor
drag coefficient and vb

xy,b/i is the projection of vb
b/i
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on the propeller plane. In what follows, we assume
λp = kp

∑
k wk is a positive constant considering the

fact that the summation of propeller rotational rates
is relatively constant during a smooth flight. The
force pF b

z,q reflects the influence of aerodynamic
factors and efficiency on the propeller’s performance.
As the apparent speed changes, the propeller’s angle
of attack and the airflow over its blades also change,
affecting its efficiency. The thrust coefficient takes
into account these aerodynamic variations

pF b
z,q = c

′

T

∑
k

w2
k zb (9)

such that c
′

T := c
′

T (v
b
z,b/i) is a velocity dependent

propeller performance coefficient. The total thrust in
(7) can be rewritten as,

TF b
q =

(
cT + c

′

T (v
b
z,b/i)

)∑
k

w2
k zb+

pF b
xy,q (10)

• The aerodynamic forces acting on the quadcopter
body: the forces generated are due to the system
motion through the apparent speed. We choose to
model these forces as three drag forces described in
body frame B as,

DF b
x,q = − 1

2ρSx,q cDx,q

(
vbx,b/i

)2
DF b

y,q = − 1
2ρSy,q cDy,q

(
vby,b/i

)2
DF b

z,q = − 1
2ρSz,q cDz,q

(
vbz,b/i

)2 (11)

such that cDx,q
, cDy,q

and cDz,q
are the quadcopter’s

drag coefficients along the axes xb, yb and zb

respectively, similarly Sx,q, Sy,q, and Sz,q are the
cross-section quadcopter’s areas towards the air.

The identification processes of the quadcopter’s constant
coefficients, based on experiment tests, are describe in
following Section III.

D. Magnus-effect winged Quadcopter Configuration

In addition to the forces acting on the quadcopter, as
detailed in Subsection C, the MWQ system incorporates
forces acting on the Magnus-effect based wings. Forces
in the lifting Magnus-effect based wings component can
be described as follows,

• The aerodynamic characteristics of the Magnus-
effect based wings are affected by various factors.
The most important one that controls the Magnus-
effect based wing is its spin ratio X , such that for
each Magnus-effect based wing k ∈ {r, l}

Xk =
Rk||wb

k/b||
||vb/i||

(12)

where Rk is the radius of each Magnus cylinder
k ∈ {r, l} and wb

k/b is the rotational velocity of
each Magnus cylinder k ∈ {r, l} with respect to body

frame B. The drag cDk
and lift cLk

coefficients are
modeled such that{

cDk
:= cDk

(wk/b,vb/i) := cDk
(Xk)

cLk
:= cLk

(wk/b,vb/i) := cLk
(Xk)

(13)

We then define the longitudinal aerodynamic drag
and lift forces according to [25] to be

DF b
k =

1

2
ρSk cDk

||vxz,b/i||2eDk

LF b
k =

1

2
ρSk cLk

||vxz,b/i||2eLk

(14)

with Sk represents the projected surface area of each
Magnus-effect based wing k ∈ {r, l}. The directions
of the drag and lift forces for each Magnus-effect
based wing k ∈ {r, l} are defined such that the drag
force aligns with the apparent speed, which is va =
vb/i according to Assumption 1, and the lift force is
orthogonal to the Magnus-effect based wing’s axis of
rotation and the apparent wind velocity. This leads
to: {

eDk
= − vb

b/i

||vb/i||
,

eLk
= yk × eDk

(15)

Lastly, the total aerodynamic forces of each Magnus-
effect based wing are read as follows:{

aF b
r = DF b

r +
LF b

r
aF b

l =
DF b

l +
LF b

l

(16)

The lateral aerodynamic force produced by each
Magnus effect-based wing k ∈ {r, l},

yF b
k =

1

2
ρSyk

cDyk
||vby,b/i||

2yk (17)

where Syk
and cDyk

are, respectively, the lateral
surface area and the lateral drag coefficient of the
kth Magnus-effect based wing.

The nonlinear model presented in this section is used in
simulations to test the algorithm in a realistic simulator
before testing in real experimentation. However, as de-
scribed in the Section IV, the control design ignores the
quadcopter’s propeller drag, performance, and fuselage
aerodynamic forces.

III. Forces Identification

The identification processes of the quadcopter’s thrust
force model, the proppelres’ drag force model, the pro-
pellers’ performance model, and the quadcopter’s fuselage
aerodynamic model are detailed in this section. This is an
important step to construct a realistic simulator that can
be used to test the system’s performance before going into
experimental testing.

A. Identification of Thrust Coefficient

Various estimation processes introduced in the preced-
ing section rely on estimating thrust force accurately. The

AZAKI ET AL.: Magnus-Effect Winged Hybrid UAV System 5



thrust magnitude in (6) is modeled as,

T = cT
∑
k

w2
k[rd.s−1]

(18)

where wk[rd.s
−1] denotes the rotational speed of each

propeller k ∈ {1, 2, 3, 4}. For data collection, propellers’
speeds were collected from the embedded flight controller
based on motor speeds setpoints sent to electronic speed
controller (ESC). Experimental testing is conducted to
gather empirical data on propeller speeds, consisting of
systematic additions of 30g mass throughout the weight
range of the quadcopter’s base weight without Magnus
to the full weight of the MWQ system. Similar experi-
ments were carried out for lower weights, including low
thrust scenarios, such as those encountered due to control
allocation strategies, as shown in Section VI. The thrust
coefficient ĉT = 2.4815e-06 [N.rd−2.s2] was estimated
using a least squares identification approach. Results were
validated using the Root Mean Square Error (RMSE)
between the estimated thrust applied by the quadcopter as
the ground truth reference and the interpolation performed
on the modeled surface (18) obtained through the least
square criterion. The validation process is repeated across
the full weight range. The results are displayed in Fig. 3,
which shows higher errors for bigger weights. We record
the following main results:

• For weight of 1.244kg: RMSE = 0.0675N . This cor-
responds to a small thrust magnitude that we could
reach, even lower, while controlling our system using
the control allocation strategy at high-flying speeds.

• For weight of 1.496kg: RMSE = 0.0616N . This pro-
vides an overview of the weight of the base Magnus-
free quadcopter system. The precision achieved in
estimating the thrust model significantly enhances its
trustworthiness, laying a solid foundation for its inte-
gration into the quadcopter’s drag model estimation,
which will be presented in the following subsection.

• For weight of 1.796kg: RMSE = 0.1988N . This
provides an overview of the full weight of the
MWQ system. The full weight of the MWQ system
corresponds to the total weight of the Magnus-free
quadcopter plus that of the Magnus cylinders, and
the Magnus actuators.

For a comprehensive overview, we validate the thrust
model (18) through Fig. 4 across the experimental tests.
The black curve shows the actual measured weight of
the system, the red dotted curve represents the thrust
generated by the quadcopter that is used to compute the
thrust model, this thrust values are estimated through
offline Kalman Filter (KF), the blue curve represents
the predicted quadcopter’s thrust force according to the
sum of square model (18) we computed. Comparing the
blue curve to the red dotted curve, the curves exhibit
a good fit. It’s worth noting that there is a tendency
for overestimating thrust, particularly noticeable at high
weights, as depicted in the figure. However, this chosen
thrust model is more accurate for lower weights, which
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Fig. 3: Root mean square values between the actual thrust
applied by the quadcopter as the ground truth reference
and the thrust estimated according to the thrust model
(18).
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Fig. 4: Validation of propeller’s thrust model. From the
figure, the black line corresponds to the actual weights
of the system, the red line corresponds to the estimated
thrust, the blue line corresponds to the thrust predicted
according to the square of the sum of rotors’ rotational
speed and ĉT (18), and the green line corresponds to the
inverse of the compensated thrust according to (47).

corresponds to lower thrust forces in practice. This range
is also more relevant to our study. Finally, the dotted green
curve corresponds to the thrust force computed according
to the inverse of (47) based on the normalized thrust
measured forces. The accurate fit of the blue curve with
the green dotted curve validate transition model from the
desired thrust force in Newtons to the normalized thrust
force fed to the autopilot. This will be represented lately
through (47).

B. Magnus-free Quadcopter System Identification

Performing a theoretical calculation for the constant
coefficients of the quadcopter’s aerodynamic and pro-
pellers’ performance modeling is complex, so we opted
for an offline experimental identification approach. To
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achieve this, outdoor Magnus-free quadcopter flying ex-
periment tests were conducted at various linear speeds
exp ∈ {2m.s−1, 6m.s−1, 8m.s−1, 10m.s−1}. The funda-
mental methodology employed here involves the first step
of independently estimating offline the overall disturbance
force vector F q acting on the quadcopter during each
Magnus-free quadcopter flying test. Then, the identifica-
tion process is done based on data collected from stable
regions of these distinct disturbance estimations.

The disturbance force F q could be viewed as a com-
position in between the forces pF xy,q and pF z,q reflecting
the effect of aerodynamics on the quadcopter’s propellers
as in (8)-(9) and the aerodynamic force vector aF q acting
on the quadcopter body as in (11). Therefore, we can
write,

F q = aF q +
pF xy,q +

pF z,q (19)

We consider that the forces acting on the body system
are the gravity force g, thrust force tF q, and additive
disturbance forces F q. Measuring the position pi

b/i of the
quadcopter, the Euler angular positions Θ = [ϕ, θ, ψ]T

and the rotors’ rotational speed wk for k ∈ {1, 2, 3, 4}, the
additional forces acting on the system can be estimated as
part of the states using KF [26]. To this end, an augmented
model is considered in the design of the KF, such that,ṗ

i
b/i

v̇i
b/i

Ḟ
i

q


︸ ︷︷ ︸

ẋo

=

0 I3 0
0 0 1

mI3
0 0 0

pi
b/i

vi
b/i

F i
q


︸ ︷︷ ︸

xo

+

0
I3
0

 (gi +
1

m
Ri

b
tF b

q)︸ ︷︷ ︸
uo

yo = pi
b/i =

[
I3 0 0

]
xo

(20)

System (20) is a linear observable system. Therefore,
the measurements provided by the GPS receiver allow one
to estimate the additional forces acting on the quadcopter.
The estimated force vector F̂

i

q is represented in inertial

frame I and that in body frame B is F̂
b

q = Rb
i F̂

i

q. The

estimated additional force vector F̂
b

q can be formulated
by combining (8), (9), and (11),

F̂ b
x,q = − 1

2ρSx,q ĉDx,q

(
vbx,b/i

)2
− λ̂pv

b
x,b/i

F̂ b
y,q = − 1

2ρSy,q ĉDy,q

(
vby,b/i

)2
− λ̂pv

b
y,b/i

F̂ b
z,q = − 1

2ρSz,q cDz,q

(
vbz,b/i

)2
+ ĉ

′

T

∑
k

w2
k

(21)

For the ease of generalization, we estimated the aero-
dynamic model by solving the following problem,
F̂ b
x,q = −ĉx,q

(
vbx,b/i

)2
− λ̂pv

b
x,b/i

F̂ b
y,q = −ĉy,q

(
vby,b/i

)2
− λ̂pv

b
y,b/i

F̂ b
z,q = −cz,q

(
vbz,b/i

)2
+
(
λ̂T1

− λ̂T2
|vbz,b/i|

)
vbz,b/i

∑
k

w2
k

(22)

such that we choose the second order polynomial model
c
′

T (v
b
z,b/i) := λT1

vbz,b/i − λT2
|vbz,b/i|v

b
z,b/i to model the

influence of the aerodynamics on the propellers’ per-
formance of the quadcopter. To validate the major con-
tribution of this paper corresponding to improving the
system’s autonomy, the trajectory has been chosen as a
horizontal flight with different fly speeds in each flight
test. Moreover, the system orientation was imposed in the
direction of the flight. Under this scenario, it is possible
to assume that the later velocity vby,b/i is negligible. This
holds as long as Assumption 1 holds. Therefore, this
makes it true to assume that additional forces in the
lateral axis are negligible. As a result, the estimation
of cy,q coefficient is not considered in this paper. After
we estimate the additional forces acting on the system,
we can derive the quadcopter’s propeller performance
and fuselage aerodynamic models as described in the
following subsections.

1. Propellers’ Drag Model Identification
To estimate the parameter λp, we consider the outdoor

experimentation for the Magnus-free quadcopter system
at the low flying speed of 2m.s−1. This makes it true to
ignore the aerodynamic effects encountered by the quad-
copter body aF b

q. An estimate λ̂p can then be derived by
reformulating (22) as a least-squares system identification
problem.

F̂ b
x,q = −λ̂pvbx,b/i (23)

For our quadcopter, the optimal estimate for this parame-
ter is found to be 0.159. This parameter estimation process
is executed once, and the resulting value is applied to the
subsequent estimation task.

2. Quadcopter’s Propellers’ Performance and Fuselage
Aerodynamics Model Identification
Considering the estimated parameter λ̂p, the quad-

copter’s fuselage aerodynamics and propellers’ perfor-
mance model are estimated by formulating (22) as a least-
squares problem over the data collected from the experi-
ments. exp ∈ {2m.s−1, 6m.s−1, 8m.s−1, 10m.s−1}:
ĉx,q = argmin

cx,q

∑
exp

||expF̂ x + cx,q
expvx.ˆ2 + λ̂p

expvx||2

(λ̂T1
, λ̂T2

) = argmin
λT1

,λT2

∑
exp

||expF̂ z + cz,q
expvz.ˆ2

−
(
λ̂T1

expvz − λ̂T2
expvz.ˆ2

)∑
k

expwk.ˆ2||2

(24)
such that expF̂ x, expF̂ z , expvx, and expvz are respec-
tively the vector collection of the values F̂ b

x,q, F̂ b
z,q,

vbx,b/i, and vbz,b/i in the stable region for each experi-
ment exp ∈ {2m.s−1, 6m.s−1, 8m.s−1, 10m.s−1}. Sim-
ilarly expwk denotes the collection of the kth propeller
speed wk values during each experiment exp. This work
does not estimate the aerodynamic drag coefficient in zb.
Instead, this coefficient is taken to be CDz,q = 1.05, which
is the drag coefficient of the cube. The estimated values
we got are: ĉx,q = 0.0226, λ̂T1 = 0.2212e-6, and λ̂T2 =
0.0753e-6. These identification processes are validated in
Fig. 5. Such that the curves of the overall additional
disturbance forces estimated according to the KF used
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Fig. 5: Validation of the quadcopter propellers perfor-
mance and aerodynamic models. From the figure, the
red line corresponds to the additional forces estimated by
implementing offline a KF on the system (20), and the
blue line corresponds to the additional values predicted
according to the derived model (22). The four separate
flight tests are Test#1 (flight speed = 2 m.s−1), Test#2
(flight speed = 6 m.s−1), Test#3 (flight speed = 8 m.s−1),
and Test#4 (flight speed = 10 m.s−1).

and described in this subsection (depicted in red) match
that of the identified model (22)-(24) (depicted in blue).

IV. Control Design

A. Control Architecture

After presenting the system’s dynamics, this section
gives an overview of the control architecture. In this work,
the overall control scheme is constructed as successive
outer-inner closed loops: the position control loop, the
optimization-based control allocation, and attitude control
loops. The output of the innermost loop (low-level) is
linked to the system’s actuators. Fig. 6 summarizes the
overall control architecture.

1. Position Control Loop
Choosing the reference scenario for the outer position

loop makes the approach general because any global
path planner could supply the reference and extend the
controller. Thus, the outer position loop controller is
provided by the system’s state, position pi

r/i, and velocity
vi
r/i references. This loop computes the desired force

vector F d necessary to stabilize and control the system.
Different control strategies could be applied to this loop.
In the present work, we design this position control loop
as a proportional, integral, derivative (PID) controller. The
integral action makes the system more robust to uncer-
tainties and low-frequency changes in the experimental
parameters.

2. Optimization-Based Control Allocation
The design and implementation of this control loop

will be described in detail in Section V. The control
allocation receives the desired force vector F d from the
position loop. The control allocation allocates this virtual

command between the Magnus’s lift and the quadcopter’s
thrust. Thus, it outputs the desired Magnus spinning ratio
Xd, the desired thrust Td, and the desired attitude Θd. A
simplified aerodynamic model of the Magnus-effect based
wing derived from the literature that captures the overall
dynamics has been implemented. This makes it more
suitable for the real-time controller application. Due to
the computational demand of the numerical optimization
involved in the control allocation strategy.

3. Attitude Controller
The control allocation loop supplies the desired at-

titude Θd at a rate of 50Hz to the attitude loop. The
attitude is controlled by the embedded attitude loop of
the PX4 autopilot implemented onboard the quadcopter.
This attitude control is implemented as a cascaded P/PID
controller where the outer loop calculates the desired
attitude rate Θ̇d, which is used as an input to the inner
attitude-rate control loop. This design allows a high
update rate of 500 Hz and a high bandwidth in turn.
Therefore, the bandwidth of the attitude control loop
is significantly higher than the bandwidth of the outer
position control loop. Then, the position controller, in
this work, is designed to be largely independent of the
dynamics of the attitude.

B. Control Design Model

The translational dynamics involve four control vari-
ables: quadcopter thrust force Tc, two Euler angles (pitch
θc and roll ϕc angles), and the spin ratio Xc of the
Magnus-effect based wings. It might be premature to
establish the values of the four variables based on the
desired three-dimensional acceleration. This difficulty
arises from the challenge of acquiring the constraint for
these control variables. To this end, we must distin-
guish between two scenarios: the Magnus-free quadcopter
described in Subsection C where we consider that the
Magnus is disattached, and the quadcopter controls the
system. The other scenario is the optimized spinning Mag-
nus scenario, where the control contribution is allocated
between the quadcopter and Magnus-effect based wings
while considering the necessary constraints. This scenario
will be discussed in detail in Section V. For the control
design, we rely on the following assumptions,

ASSUMPTION 2. The base vectors of Ml and Mr are
parallel, and the two origins Ml and Mr in conjunction
with the center of mass of MWQ system, share a common
alignment,

ASSUMPTION 3. The aerodynamic forces produced by the
left and right Magnus-effect based wings are equal and
parallel in direction. And both are exposed with equal
rotation velocity wm/b.

This enables us to simplify the problem into one Mag-
nus cylinder M(Mm,xm,ym, zm) of a total surface area
Sm = Sr + Sl, with its origin coincident with the center
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Fig. 6: An overview of the control scheme of the MWQ system. The outer position control loop computes the desired
control contribution F d. The control allocation strategy generates the commanded spin ratio of the Magnus and the
commanded signals of the quadcopter. The inner loop of the PX4 autopilot controls the system’s angular positions.
All the rotational speeds of the motors are controlled through ESC.

of gravity of the MWQ system. The net aerodynamic
moment of the Magnus-effect based wings is assumed
to be negligible. Knowing that the centers of gravity
Mr and Ml of the right and left Magnus-based wings,
respectively, are symmetric with respect to the system’s
center of gravity, this assumption holds if Assumptions 2
and 3 hold.
This also lets us write the lift and drag forces produced by
the Magnus-effect based wings in the longitudinal plane
of the body frame B,

DF b
m =

1

2
ρSm cDm

||vxz,b/i||2eD (25a)

LF b
m =

1

2
ρSm cLm

||vxz,b/i||2eL (25b)
aF b

m :=aF b
m(X,vb

b/i) =
DF b

m + LF b
m (25c)

such that the drag eD and lift eL direction vectors are
defined as,

eD = −
vb
xz,b/i

||vb
xz,b/i||

, eL = ym × eD (26)

The lateral aerodynamic force produced by the Magnus-
effect based wings is,

yF b
m =

1

2
ρSmy

cDmy
||vby,b/i||

2ym (27)

According to the above considerations and assuming
that all additional forces acting on the system are regarded
as disturbances, we can reformulate the lateral dynamics
of the system (3) in the form:

ṗi
b/i = vi

b/i

v̇i
b/i = gi +

1

m
F i

c + d
(28)

The force vector F c is the vector of applied control forces
and is considered as,

F i
c = Ri

c

 0
0
Tc

+

aF b
x,m(Xc,v

b
b/i)

0
aF b

z,m(Xc,v
b
b/i)


with Ri

c := Ri
c(ϕc, θc, ψc)

(29)

and d is the disturbance vector that consists of the lateral
aerodynamic force of the Magnus-effect based wings
yFm, and the additional forces acting on the quadcopter
system F q.

di = Ri
b

(
yF b

m + F b
q

)
(30)

C. Outer Position Control Loop

In addressing the trajectory tracking problem, our
initial emphasis will be on finding the desired attitude
Ri

d := Ri
d(ϕd, θd, ψd) that will orient the desired force F i

d

to guide the system toward a specified position reference
trajectory pi

r/i under a reference velocity vi
r/i and a

yaw reference trajectory ψr/i. We begin by ignoring
thrust angle constraints, so F i

d can be any vector in the
inertial frame; thrust angle constraints are handled by the
introduced optimization in Section V. The tracking error
model is given by the position, velocity, and acceleration
errors as follows,

eip = pi
b/i − pi

r/i,

ėip = vi
b/i − vi

r/i

(31)

In order to satisfy convergence of the tracking error to
zero, i.e., lim

t→+∞
||eip|| = 0, the desired force F i

d for (28)
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can be provided by a PID controller in the form

F i
d = m(−g −Kdė

i
p −Kpe

i
p −Ki

∫
eipdτ) (32)

where Kd,Kp,Ki ∈ R3×3 are diagonal matrices acting
respectively as the derivative, proportional, and integral
control gains. Integral action improves the trajectory
tracking performance in the presence of the neglected
disturbance forces d acting on the system.

The system’s nose is chosen to be consistent with the
direction of the system velocity, that is

ψr/i = tan−1

(
ṗiy,r/i

ṗix,r/i

)
(33)

We impose the desired yaw angle as ψd = ψr/i. After
computing the desired force vector F i

d, we compute the
desired thrust Td, the desired pitch θd, and roll ϕd angles
that enable the system to compensate for F i

d.

1. Magnus-free Quadcopter Configuration
For the scenario of disattached Magnus-effect based

wings, the control force F c in (29) is reduced to F c =
TcR

i
ce3.Thus, the desired values Td and Ri

d should satisfy
the relationship:

F i
d = Tdz

i
d (34)

where zd = Ri
de3 and F i

d is the desired force as (32).
Since zi

d is a column of an orthogonal matrix, it satisfies
zi
dz

i
d = 1. Thus, it is further presented as

zi
d =

F i
d

||F d||
(35)

Referring to equation (2), the vector zi
d can be expressed

as:

zi
d =

cosψd sin θd cosϕd + sinψd sinϕd
sinψd sin θd cosϕd − cosψd sinϕd

cos θd cosϕd

 =
1

||F d||

F i
x,d

F i
y,d

F i
z,d


(36)

Given that the vector zi
d has been determined through

the earlier controller design, we can derive from (36) the
following,

θd = arctan 2
(
F i
x,d cosψd + F i

y,d sinψd, F
i
z,d

)
ϕd = arcsin

(
F i
x,d sinψd − F i

y,d cosψd

||Fd||

)
(37)

Considering Td and zi
d, based on equation (34), we arrive

at:
Td = zi

dF
i
d (38)

V. Control Allocation Strategy For Energy Saving
Performance

Energy saving is feasible for the Magnus-effect
winged quadrotor system in transition flight mode. The
underlying concept here involves maximizing the utiliza-
tion of aerodynamical forces generated by two Magnus-
effect based wings to take on the majority of the control
duties. This approach is favored due to the energy-efficient

nature of controlling the Magnus rotation speed com-
pared to the quadcopter’s rotors control. Consequently,
a cooperative control strategy is implemented to achieve
energy-saving goals. To this end, the control strategy is
based on a nonlinear optimization problem to allocate
the desired control force F i

d, computed within the outer
position control loop in Section C, into the Magnus-effect
based wings and quadcopter rotors. In the design of the
optimization problem, we assume the system to be stable
in terms of yaw, which is attributed to the inner attitude
control loop. This, in turn, enables the definition of the
desired force F y

d in the desired yaw frame as follows:

F y
d = Ry

i (ψy/i)F
i
d (39)

The decision variables of the considered optimization
problem are the desired Magnus spin ratio Xd and the
desired pitch angle θp/y with respect to the desired yaw
frame. Constraints ensure that F y

d can be achieved within
the limits of the pitch angle, the Magnus rotation speed,
the quadcopter thrust force, and on the rate of change of
the rotational speed of the Magnus-effect based wings.

The cost function of the optimization problem is
designed to minimize the total thrust required at a specific
Magnus spinning X and flying speed vb/i combination.
This thrust is approximated to be the force needed on
the top of Magnus aerodynamic forces aFm to match
the desired force F d. Therefore, the desired thrust in the
desired pitch frame is defined as,

tF p
d = Rp

y(θ)F
y
d − aF p

m(X,vp
b/i)

vp
b/i = Rp

y(θ) v
y
b/i

(40)

such that the desired thrust Magnitude Td = ||tF p
d||.

Hence, the corresponding thrust cost function is de-
fined as follows,

JT := JT (X,vb/i, θ) = ||tF p
d||

2 (41)

To ensure that the pitch angle θ satisfies the desired
thrust direction, the corresponding theta cost function can
be chosen to be as,

Jθ := Jθ(X,vb/i, θ) =
(
θ − arctan 2(tF p

x,d,
tF p

z,d)
)2
(42)

Finally, to ensure that the spin ratio of the Magnus-
effect based wings is minimal when flying at low speed,
a penalty term JX is added to the cost function. A
possible formulation of JX is expressed in (43). In this
formulation, the penalty term becomes significant when
the speed is low, and X is not near zero.

JX := JX(X,vb/i) =
1

max(ϵ, ||vb/i||)
X (43)

where ϵ is a small enough parameter that is considered to
avoid singularity. Finally, the cost functions represented
in (40)-(43) are combined into a general cost function Jtot
through the use of a vector γ of the weight coefficients

Jtot := Jtot(X,vb/i, θ) = γ ∗
[
JT Jθ JX

]T
(44)

The primary goal of the optimization problem is to
allocate the control contribution between quadcopter and
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Magnus-effect based wings to maximize energy effi-
ciency. Therefore, the biggest weight is assigned to JT .
The pitch angle θp/y determines the direction of the
quadcopter’s thrust. Therefore, failing to specify desired
signals of θ will lead to loss of altitude. It follows that
Jθ is assigned with important weight. Lastly, the lowest
weight is assigned to JX .

The optimization problem is then formulated as fol-
lows,

given vy
b/i,F

y
d

minimize
Xd,θp/y

Jtot(Xd,vb/i, θp/y)

subject to θmin ≤ θp/y ≤ θmax

wmin ≤ wm/p ≤ wmax

Tmin ≤ Td ≤ Tmax

|wm − wmprev
| ≤ δwmax

(45)

The optimization problem (45) is solved using the
interior-point optimization algorithm. As the position
control loop runs in real-time, the solver must converge
within the position loop’s update period. If it is slow
to converge to the optimal solution, we guarantee it is
computing non-optimal but at least a solution that can
achieve good performance.

The optimization will fail if the desired force F d

vector falls beyond the attainable range while satisfying
the constraints. To respect the constraints, we avoided
dynamically infeasible scenarios when we planned the
trajectory. As a result, rapid acceleration and deceleration
are avoided.

Once the optimal pitch θp/y and thrust Td = ||tF p
d||

have been obtained, it is necessary to augment the desired
system attitude to include desired roll ϕd/p. To achieve
stability or control in the presence of lateral forces poten-
tially caused by factors like wind or other disturbances,
back to (37), the desired roll angle is computed as follows,

ϕd/p = arcsin

(
−

tF p
y,d

Td

)
(46)

An important control step is compensating for the desired
thrust force before feeding it to the quadcopter’s inner
loops. The relation between the desired thrust force mag-
nitude Td and the normalized compensated desired thrust
force magnitude cTd[%] is chosen to be,

cTd[%]
=

√
Td

4cT
− wmin

wmax − wmin
(47)

To validate our choice, we can compare, back to Fig. 4,
the curve corresponding to (47) (depicted in green) to
that corresponding to the thrust model (depicted in blue).
These curves are shown to fit, which implies that the
model we choose can serve for thrust calibration.

A. Magnus-Effect Based Wing’s Aerodynamic Model

As the optimization-based control allocation strategy
is designed depending on the aerodynamic force aFm

0 2 4 6 8

X

0

5

10
Magnus lift Coefficient

Fitting Model

Badalamenti et al.

0 2 4 6 8

X

0

2

4

6
Magnus Drag Coefficient

Fitting Model

Badalamenti et al.

0 1 2 3 4 5 6 7 8

X

0

1

2

3

4

Magnus Lift to Drag Coefficient

Fitting Model

Badalamenti et al.

Fig. 7: Lift, Drag, and Lift-to-Drag coefficients of the
Magnus-effect based wing as a function of spin ration X .
From the figure, the red dots correspond to the data taken
from Badalamenti [17], and the blue line corresponds to
the model fitted by (48)

generated by the Magnus-effect based wings, it is impor-
tant to understand the behavior of wings’ aerodynamics.
In this present study, the aerodynamic model of the
Magnus-effect based wings is derived from the data
provided in [17]. This is applicable because we design
the wings to have an Aspect ratio Λ = Lm

2Rm
= 5.1

equal to that in [17]. We have incorporated endplates into
both wings. This addition significantly enhances lift and
improves the lift-to-drag ratio while maintaining a small
Aspect ratio. The diameter of the endplates is chosen to be
twice that of the Magnus cylinder. To capture the general
trend for lift and drag coefficients of the Magnus cylinder
cLm and cDm respectively, the following prediction model
is considered:

cLm
=

(
1− 1

1 + exp(−0.904X)

)
(0.0276X4 + 4.6595X3

− 6.0369X2 + 2.9557X) +
1.0849X

1 + exp(−0.904X)
,

cDm
= −0.0461X3 + 0.5167X2 − 0.6511X + 0.9081

(48)

Fig. 7 presents the selection of aerodynamic coeffi-
cients that are available in the literature [17] and those
predicted for the same range of spin ratios according to
(48).

To gain a deeper insight into the performance derived
from the control allocation strategy, we present, in Fig. 8,
a 3D contour plot of the values of the cost function Jtot.
In this context, we make the assumption that the desired
force F i

d = mg. Consequently, while we can project a
similar trend in experimentation, it is important to note
that the exact values may not precisely align with our
predictions. The figure’s initial observation is evident:
as the linear flight speed increases, the cost function
takes on lower values (appearing as a darker shade of
blue). This phenomenon is attributed to the Magnus effect,
enabling higher lift force generation. Consequently, less
thrust is required by the quadcopter to lift the system,
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Fig. 8: Contour plot of the cost function of the control
allocation strategy. Each color block represents a different
value of the cost function.

resulting in a reduced value for the cost function. Another
notable observation is the computation of the required
spin ratio for the Magnus-effect based wings. This is done
to achieve increased lift at lower flight speeds. Conversely,
as the speed increases, the required spin ratio decreases.
This adjustment aims to attain a balance between lift and
drag, involving the rotation of the Magnus with a spin
ratio around the one that results in maximal efficiency
(X between 2 and 3, as seen in the Magnus, lift-to-drag
coefficient in Fig. 7). Finally, the pitch angle increases
with flight speed to compensate for the increased drag
force generated due to the Magnus rotation.

The validation of the control allocation strategy effec-
tiveness in achieving the desired thrust force reduction
is conducted in Section VI. The assessment involves
comparing energy-based results, including thrust force
and consumed power, between the MWQ system with the
control allocation strategy and a Magnus-free quadcopter
controlled by the linear position control method from
Subsection 1.

VI. Validation

The validation of the control allocation strategy de-
tailed in the previous section is undertaken through a two-
phase process. First, we validate the controller through the
realistic simulator described and validated in our previous
work [23]. To enhance the realism of this simulation,
critical factors such as the performance characteristics of
the quadcopter propellers and the aerodynamic model of
the quadcopter fuselage, as described in Subsection B,
are considered in the simulation. Following the simulation
phase, the strategy’s validation extends to outdoor flight
tests.

A. Experimental Setup

Table I represents the involved parameters of the
system. Our custom-built quadcopter is controlled by
a Hollybro Piwhawk 4 flight controller running PX4
Autopilot. Offboard position control is performed on
a ground station through the Simulink Desktop Real-

Time toolbox. Communication between the MWQ system
and the ground station is established using the Mavlink
protocol over WiFi. A GPS receiver provides position
measurements to conduct outdoor flights. We used the
satellite navigation technique RTK GPS, which stands
for Real-Time Kinematic Global Positioning System, to
enhance the precision of position data obtained from
standard GPS systems. A 4S LiPo battery supplies the
quadcopter. Refer to Table II for a comprehensive list of
all materials used, and see Fig. 9 for a representation of
the experimental setup.

Parameter Description Value
ρ Air density 1.2930 kg.m−3

g Gravitational constant 9.8100 m.s−2

m Total mass 1.7660 kg

mq Quadcopter mass 1.4450 kg

Lm Magnus cylinder length 0.5600 m
Rm Magnus cylinder radius 0.0275 m

De Endplate diameter 0.1100 m

Sm Magnus cylinder surface area 0.0308 m2

Smy Magnus cylinder lateral surface area 0.0095 m2

[θmin, θmax] Bounds on pitch angle [-35◦, 35◦]
[wmin, wmax] Bounds on motors’ rotational speed [0, 24000] rpm
[Tmin, Tmax] Bounds on quadcopter’s thrust [0.5, 34] N

TABLE I: Model Parameters

An ESC (Electronic Speed Controller) performs power
driving of the brushless motor. The ESC is meant to apply
a fraction of the battery voltage to the motor. This fraction
is given by a standard digital input (most generally PWM
or Dshot signal). Thus, the desired rotation speed of the
motor is controlled via voltage regulation. In practice,
there is a tendency for motors to run slower than ex-
pected as a result of air, dry friction, and battery voltage
fluctuation. To ensure accurate speed control and precise
force control for each motor, we have integrated cus-
tom firmware into conventional AM32 processor-based
Electronic Speed Controllers (ESCs), enabling accurate
closed-loop speed control. In our experimental configura-
tion, the ESC input corresponds to a desired speed rather
than a percentage of battery voltage. Speed control is
executed within the ESC through a standard Proportional-
Integral-Derivative (PID) regulator. Speed measurement
involves monitoring the inversion of phase current in-

Item Description
Flight controller Holybro Pixhawk 4 with PX4 v1.14 firmware
Battery Bashing 4S 5000mAh
Radiocontroller FrSky Taranis X9D
RC receiver FrSky XM+
Motor T-Motor F60proV 1750 Kv
Propeller AZURE POWER 6145 BPS
Propeller ESC HGLRC 4in1 Zeus 45A (custom firmware)
Magnus cylinders Chronics Technologies LWPLA cylinders
Magnus ESC HGLRC T-Rex 35A (custom firmware)
Wifi Communication ESP32 dev kit with serial/wifi bridge firmware
GPS Drotek Sirius F9P Rover

TABLE II: Hardware setup
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Fig. 9: The outdoor experimentation setup. From the
figure, the main parts are the Quadcopter system, the
Ground station, and the RTK GPS.

duced by the motion of rotor magnets. The ESC firmware
that has been used is available at the website 1.

B. Results and Discussions

In this present paper, each flight experiment has been
performed outdoor in an environment where wind speed is
negligible, thus substantiating Assumption 1. The system
precedes flight according to the following predefined
flight plan, which is also described in Fig. 10

• Step AB- Hovering: The system performs au-
tonomous hovering on site for a few seconds,

• Step BC- From hovering to cruising flight: after
stationary hovering, the system starts accelerating in
speed along the forward reference trajectory,

• Step CD- Horizontal Flight: After the flight speed
reaches a different reference flight velocities at each
test, the system cruises at the same speed to reach
an absolute distance of 100m,

• Step DE- From cruising to hovering: Finally, the
trajectory is followed by a decelerating horizontal
flight.

In our investigation of a Magnus-effect winged quad-
copter system MWQ controlled by a dynamic control
allocation strategy, we systematically compared the per-
formance at different flight speeds, specifically at 4m.s−1,
7m.s−1 and 9m.s−1. In the following discussions, in
the presented figures red colored region corresponds to

1https://github.com/gipsa-lab-uav/AM32-MultiRotor-ESC-firmware

accelerating phase, blue colored region corresponds to
decelerating phase, and the region in between corresponds
to the horizontal flight phase. In our discussions we focus
only on these regions. Figs. 11 and 12 show the linear
position and velocity profiles at these reference speeds.
The position and velocity on every axis were successfully
controlled, and they did not have large errors except
during the deceleration phase. Larger tracking errors in
the decelerating phase can be related to communication
delays that we face during this phase at far distance. It
may be also related to decelerating from high flight speed
to the hovering phase being done very fast. This per-
formance can be improved by extending the deceleration
period. However, this requires wider land to achieve the
same experiments presented in this paper, which was not
available. Moreover, at 9m.s−1, we can observe a steady-
state error in linear velocity attributed to the outer position
control loop.

One important aspects to be analyzed for the MWQ
system are the gyroscopic effect and the inertia counter-
torque generated due the spinning of Magnus-effect based
wings. As we mentioned earlier, these torques have been
addressed and analyzed experimentally in our previous
work [23]. To address these aspects through the experi-
mental tests we presented in this paper, we plot Fig. 13
that highlights the gyroscopic effect and Fig. 14 which
highlights the effect of inertia torque. Firstly, in Fig. 13,
the low yaw rate during the flight tests at different flying
speeds, talking about the acceleration, horizontal flight
and deceleration phases, can be a key reason that the
gyroscopic effect on the roll axis can be negligible. The
variations shown for the desired roll angle can return to
step movement along the sideways direction in order to
start flying at a specific predefined starting point. This can
be avoided by a better trajectory planning. But fortunately,
this can be used in studying the gyroscopic effect on the
yaw performance. The big variation on roll angle leads
to higher roll rates that leads to gyroscopic effect on
yaw axis. This is shown through the slightly imperfect
tracking of the yaw angle. It is also important to mention
that, by comparing the desired (depicted in red) and the
measured (depicted in blue) roll and yaw angles, we can
justify that the PID control of the attitude inner loops
of the PX4 are well tuned and they are able to absorb
the gyroscopic effect generated due to the rotation of
the Magnus-effect based wings. Secondly, the variation
of the rotational speed of the Magnus-effect based wings
leads to inertial-counter torque on the lateral axis of the
MWQ body, which is the axis of rotation of the Magnus
cylinders. In order to analyse the effect of this torque, we
plot in Fig. 14 the rate of change of the rotational speed of
the Magnus-effect based wings as well as the pitch angle.
Although the rotational speed of the Magnus-effect based
wings show some high rates of change, no big effect is
observed on the pitch angle. This justify that the inner
attitude loops are able to absorb the inertia torque. These
inner loops show good performance on pitch, which can
be justified by the good fitting of the measured angle
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https://github.com/gipsa-lab-uav/AM32-MultiRotor-ESC-firmware


A, B C D EAcceleration Constant flight speed Deceleration

Fig. 10: The predefined flight plan for outdoor experimentation tests. From the figure, step AB is the hovering
phase, step BC is the speed acceleration phase, step CD is the constant flight speed phase, and step DE is the speed
deceleration phase
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Fig. 11: Position tracking errors along the axes of the inertial frame. (a) corresponds to the flying speed of 4m.s−1,
(b) corresponds to the flying speed of 7m.s−1, and (c) corresponds to the flying speed of 9m.s−1. From the figure,
the blue line corresponds to the tracking error in xi-direction, the red line corresponds to that in yi-direction, and
the green line corresponds to that in zi-direction.
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Fig. 12: Forward Linear velocity with respect to the inertial frame. (a) corresponds to the flying speed of 4m.s−1,
(b) corresponds to the flying speed of 7m.s−1, and (c) corresponds to the flying speed of 9m.s−1. From the figure,
the blue line corresponds to the reference linear speed, and the red line corresponds to the measured linear speed.

(depicted in blue) to that of the desired angle (depicted
in red).

Building upon the insights gained from the 3D contour
plot presented in Fig. 8, the command signals in Fig. 15
offer a more detailed view of the system’s behavior under
the online control allocation strategy in real flight test.
Illustrated in the figure, the Magnus spin ratio exhibits
dynamic behavior, initially rising from zero during hov-
ering to prevent unnecessary power consumption when
the Magnus contributes insignificantly to lifting the sys-
tem. Subsequently, it adjusts to varying desired values
at different flight speeds, decreasing as the flight speed

increases to find a balance between lift generation and
drag forces.

Analyzing the Magnus spin ratio curves reveals es-
sential patterns. During the deceleration phase, the spin
ratio increases, indicating the control allocation strategy’s
intentional use of Magnus to enhance drag and aid in
deceleration. Interestingly, the performance of the spin
ratio contrasts with that of the pitch angle. At lower
flight speeds, the Magnus spin ratio outperforms the pitch
angle, reflecting the quadcopter’s dominant role in system
control. Conversely, the Magnus spin ratio becomes more
influential at higher speeds.
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Fig. 13: Analysis of Magnus Gyroscopic Effect. From the figure, (a) corresponds to the flying speed of 4m.s−1, (b)
corresponds to the flying speed of 7m.s−1, and (c) corresponds to the flying speed of 9m.s−1.

For broader flight speed range analysis, we gathered
the stable performance regions for each flight speed,
plotted in Fig. 16, which clearly shows the trend. In
analyzing this figure, several key observations can be
made. First, the behavior of the commanded Magnus spin
ratio with respect to flight speed. At lower flight speeds,
the commanded Magnus spin ratio aligns closely with
values that result in maximal lift force (as seen in Fig. 7).
However, as the flight speed increases, the commanded
spin ratio decreases concurrently with an elevation in
the commanded pitch angles. This adjustment in pitch
angles is a strategic response to counteract the increased
drag generated by the Magnus rotation and acting on
the quadcopter fuselage, reaching saturation such that
θ = θmax, after a certain flight speed. Remarkably, the
required quadcopter’s thrust is minimal when the pitch
angle is firstly saturated. Beyond the corresponding flight
speed of this point, where the pitch has already saturated,
a gradual rise in the commanded quadcopter’s thrust can
be noticed. The trend shown in Fig. 16, in other words the

minimal required thrust force and the corresponding flight
speed, differs based on the saturation limit θmax of the
pitch angle as well as the structural size of the system. In
this study, the saturation limit θmax is imposed to 35◦ as
identified in Table I, this is mainly because of two reasons.
Firstly, to guarantee that the system is not approaching its
physical limits for the seek of safety. The other reason is
to be able to validate and present different performance
scenarios, i.e., pitch is not saturated (flight speed lower
than 7m.s−1 in the current results) and pitch is saturated
(flight speed equal or higher than 7m.s−1 in the current
results).

Fig. 16 demonstrates a strong matching between the
simulation results (depicted in blue lines) and real outdoor
flight tests (depicted in red dots). This holds despite know-
ing that the aerodynamic model of the Magnus-effect
based wings utilized in the design of the control allocation
strategy and the simulations may not precisely match
their actual equivalents. This observation does not apply
to thrust values, which is also demonstrated in Fig. 17

AZAKI ET AL.: Magnus-Effect Winged Hybrid UAV System 15



105 110 115 120 125 130 135 140
-15

-10

-5

0

5

10

15

70 75 80 85 90 95
-15

-10

-5

0

5

10

15

80 85 90 95 100 105
-15

-10

-5

0

5

10

15

105 110 115 120 125 130 135 140

-30

-20

-10

0

10

20

30

40

(a)

70 75 80 85 90 95

-30

-20

-10

0

10

20

30

40

(b)

80 85 90 95 100 105

-30

-20

-10

0

10

20

30

40

(c)

Fig. 14: Analysis of Inertial-Counter Torque. From the figure, (a) corresponds to the flying speed of 4m.s−1, (b)
corresponds to the flying speed of 7m.s−1, and (c) corresponds to the flying speed of 9m.s−1.

(simulation thrust values depicted in dark blue dashed line
and flight test values depicted in red dots). The mismatch
of the simulated and real flight test thrust values is clearly
shown at high flight speeds, for instance, at 9.3m.s−1 we
can record 11.97N as the average thrust value of the flight
test and 14.46N as the thrust value of the simulation test.
In addition to the possibility of aerodynamic modeling
error of the wings, this thrust mismatch can also be highly
related to the limitation of the identified quadcopter’s
propeller performance model (presented in Subsection B)
at high local vertical speed vbz,b/i. This is because of the
limited flight tests of the Magnus-free quadcopter. Fig. 17
also presents the thrust trend of the quadcopter through a
flight test of the Magnus-free quadcopter system (depicted
in orange dots). First, one can notice a good match
between the flight test and simulation values (depicted in
a light blue dashed line). This validates the quadcopter’s
drag and propeller performance model in the case of
the Magnus-free quadcopter configuration described in
Subsection B. Moreover, one interesting observation is the
slight decrease and then increase of the thrust force. This
brings us to the conclusion that the propulsion model used
in simulations needs to take flight speed into account.

Figs. 17 and 18 offer valuable insights into the ex-
pected connection between power, quadcopter’s thrust,
and flight speed. Power and thrust exhibit a consistent
trend as flight speed varies. Fig. 18 provides evidence of
achieving our primary goal of enhancing system auton-
omy at higher flight speeds (achievable through reducing
power consumption). The comparative analysis highlights
the advantage of the control allocation strategy for the
MWQ system, showcasing lower power consumption
(depicted in blue) in contrast to the power required for
conventional quadcopter flight without Magnus (depicted
in red). From these figure, some main observations can
be derived:

• Notably, during the hovering phase at 0m.s−1, the
power demand for the MWQ system exceeds that of
the quadcopter. This discrepancy is attributed to the
Magnus effect not actively contributing during hov-
ering, accompanied by the introduction of additional
weight due to Magnus cylinders’ motors.

• On the other hand, for a flight speed of 4m.s−1,
although the commanded thrust is almost equal to
that required for the quadcopter without the Magnus
(as shown in Fig. 17), the system consumes higher
power. The equal required quadcopter’s thrust, at
this flight speed, is analyzed such that the lift force
generated by the rotating Magnus-effect based wings
compensates for the additional weight. However, the
higher power consumed by the MWQ is due to the
additional energy required for rotating the Magnus
cylinder at the commanded speed, underscoring the
system’s trend-offs.

• At flight speeds between 0m.s−1 and 7m.s−1, there
is a decrease in the required quadcopter’s thrust and
consumed power with the increase of flight speed,
facilitated by the increased lift generated by Magnus
rotation to compensate for the system’s weight effec-
tively. This dynamic reflects the efficacy of Magnus
in altitude control at moderate flight speeds.

• However, the thrust and power consumption increase
as the flight speed surpasses the optimal point (above
7m.s−1 flight speed). This phenomenon is attributed
to the increasing residual drag that, beyond the op-
timal speed, necessitates higher thrust for sustained
flight.

The MWQ system, when controlled by the
optimization-based control allocation, demonstrates
more efficient power consumption and requires less
thrust from the quadcopter for flight speeds between

16 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. XX, No. XX September 2024



105 110 115 120 125 130 135 140

8

10

12

14

16

18

20

22

70 75 80 85 90 95

8

10

12

14

16

18

20

22

80 85 90 95 100 105

8

10

12

14

16

18

20

22

105 110 115 120 125 130 135 140

-30

-20

-10

0

10

20

30

40

70 75 80 85 90 95

-30

-20

-10

0

10

20

30

40

80 85 90 95 100 105

-30

-20

-10

0

10

20

30

40

105 110 115 120 125 130 135 140

Time [s]

0

2

4

6

8

70 75 80 85 90 95

Time [s]

0

2

4

6

8

80 85 90 95 100 105

Time [s]

0

2

4

6

8

105 110 115 120 125 130 135 140

Time [s]

0

500

1000

1500

(a)

70 75 80 85 90 95

Time [s]

0

500

1000

1500

(b)

80 85 90 95 100 105

Time [s]

0

500

1000

1500

(c)

Fig. 15: The performance of the control variables. From the figure, (a) corresponds to the flying speed of 4m.s−1,
(b) corresponds to the flying speed of 7m.s−1, and (c) corresponds to the flying speed of 9m.s−1.

4m.s−1 and 9.3m.s−1. This efficiency is observed despite
the higher aerodynamic disturbances experienced by the
MWQ system compared to the Magnus-free quadcopter,
which result from flying at higher pitch angles. However,
it is predicted that at flight speeds above 9.3m.s−1, the
thrust force required by the MWQ system would surpass
that of the Magnus-free quadcopter after certain flight
speed. This is due to increased aerodynamic disturbances
at saturated pitch angles. Future work should integrate
these aerodynamic disturbances into the optimization
problem. Additionally, the effective flight range could
vary based on several factors, such as the dimensions
of the Magnus-effect-based wings, fuselage, and overall
quadcopter design.

In the scope of this paper, it is important to note that
structural analysis for optimizing the system’s aerodynam-
ics and, consequently, power consumption has not been
addressed. Moreover, as mentioned before, the experi-
mental tests presented and analyzed in this paper have

been performed under no wind and no wind gusts. To
comment on this topic, in the case where Assumption 1
doesn’t hold, the apparent speed va is considered as in
(1), and the control strategy can be implemented with this
formulation of the apparent speed. Thus, the additional
aerodynamic forces generated due to the external wind
speed vw are not considered a part of the disturbances
d but are considered in the control strategy. In the case
when the system is subjected to wind gusts, we can predict
that the MWQ system underperforms the Magnus-free
quadcopter system, however it is more robust to wind
gusts than the classical airfoil winged quadcopter system.
This can be justified by the fact that the surface area
subjected to relative wind is most compact in the Magnus-
free quadcopter, followed by the MWQ system, and then
the classical airfoil winged quadcopter system.
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VII. Conclusion and Future Work

This paper presents the modeling, controller design,
and energy efficiency study of the Magnus-effect winged
quadcopter system - a novel hybrid UAV system. Mod-
eling is conducted by incorporating forces, including
drag aerodynamics and propeller performance estimations
based on prior outdoor experimental data for the quad-
copter without Magnus-effect based wings. We design a
hierarchical control strategy to control our system. The
outer position control loop we adopt a model based
feedback closed loop controller with integral action. This
makes the controlled system more robust to uncertainties
and low-frequency changes in the experimental param-
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Fig. 18: Power consumed by the system during the out-
door flight tests. From the figure, the blue dots correspond
to that consumed during the flight of the MWQ system
controlled by the control allocation strategy, and the red
dots correspond to the consumed power during the flight
of the Magnus-free quadcopter system.

eters. The lower level control loop is designed as a
nonlinear optimization-based control strategy to allocate
thrust efficiently to maximize the Magnus-effect-based
wings’ lift contribution and minimize the quadcopter’s
thrust. This approach has been validated through several
outdoor experimental tests. We believe this work will help
in the design of future autopilots for different applications.

This study uses Magnus-effect based wings instead
of a traditional airfoil. The decision was driven because
of some qualitative aspects comparing the two wing
configuration. Firstly, commenting on the control and
robustness aspect, controlling lift generated by an airfoil
often requires adjustments based on the angle of attack.
In contrast, the Magnus effect provides a more robust
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and straightforward control mechanism. Moreover, the
aerodynamic characteristics of the Magnus-effect based
wings make it more compact at relatively low flight
speeds compared to classical airfoils. This can be justified
knowing that the lift coefficient of the Magnus-effect
based wing can reach a value about six times of that of the
classical airfoil. Thus, the Magnus-effect based wings are
more suitable for low flight speed application compared
to classical airfoil configuration. We can also comment on
the mechanical flexibility in attaching and disattaching the
Magnus-effect based wings, thus making it more easy to
repair them in case of crash.

To further generalize and enhance the performance
of system, we still need to achieve different tasks and
improvements in our future work. Firstly, to overcome
the conservative assumption of zero wind, we will use
a 3D pitot wind sensor. This will make us compute
accurately the apparent speed which is fed to the op-
timization problem. We will also focus our future re-
search on improving the control strategy’s performance
and robustness by integrating the proposed quadcopter’s
aerodynamic drag and propeller performance model as
part of the position control loop. This necessitates the
creation of a more accurate model of these disturbances.
To this end, the whole disturbance could be estimated
through an online disturbance observer. Moreover, since
the proposed control strategy depends highly on the aero-
dynamic model, a more accurate model could enhance the
controller’s performance. We will conduct proper system
identification and/or wind tunnel testing to obtain a proper
aerodynamic model of the Magnus-effect based wings,
which are, for now, based on a literature model. To
consider different aspects affecting this model, we have
to conduct tests under different wind speeds and different
spin ratios of the Magnus cylinder.

One additional aspect that needs to be addressed in
future experimental tests is improving the communica-
tion delay. In the experiments presented in this paper,
we utilized the facilities available in our lab, and we
acknowledge that these could be enhanced. Experimen-
tally, we observed that significant communication delays
can lead to degraded flight performance. Notably, higher
communication delays were encountered at far distances
during the decelerating phase, resulting in larger tracking
errors. To enhance system performance, implementing an
onboard embedded controller will be necessary.
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