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Small Gál sums and applications

Régis de la Bretèche, Marc Munsch & Gérald Tenenbaum

(version 13/7/2020, 0h32)

Abstract

In recent years, maximizing Gál sums regained interest due to a firm link
with large values of L-functions. In the present paper, we initiate1 an investiga-
tion of small sums of Gál type, with respect to the L1-norm. We also consider
the intertwined question of minimizing weighted versions of the usual multi-
plicative energy. We apply our estimates to: (i) a logarithmic refinement of
Burgess’ bound on character sums, improving previous results of Kerr, Shpar-
linski and Yau; (ii) an improvement on earlier lower bounds by Louboutin and
the second author for the number of non vanishing theta functions associated to
Dirichlet characters; and (iii) new lower bounds for low moments of character
sums.

1 Introduction and statements of results

1.1 Gál sums

Given a subset M of the set N∗ of positive integers and an exponent α ∈]0, 1], one
traditionally defines the Gál sum

Sα(M) :=
∑

m,n∈M

(m,n)α

[m,n]α
=

∑

m,n∈M

(m,n)2α

(mn)α
,

where (m,n) denotes the greatest common divisor of m and n and [m,n] stands for
their smallest common multiple.

Bounding these sums had originally interesting applications in metric Diophantine
approximation—see [Har90, Har98]. Recently, further study was carried out due to
the connection with large values of the Riemann zeta function—see for instance
[ABS15, Hil09, LR17, Sou08].

In [BS17, BT18], lower bounds for maximal Gál sums have been used to obtain
lower bounds for

max
t∈[0,T ]

|ζ(12 + it)|, max
χ∈X+

p

|L(12 , χ)|,

where X+
p is the set of even characters modulo p and L(s, χ) is the L-series associated

to a Dirichlet character χ. In [BT18], La Bretèche and Tenenbaum proved that

max
|M|=N

S1/2(M)

|M| = exp

{

(

2
√
2 + o(1)

)

√

logN log3 N

log2 N

}

,

0 2010 Mathematics Subject Classification. Primary: 11L40, 11N37. Secondary : 05D05, 11F27.
Key words and phrases. GCD sums, multiplicative energy, character sums, Burgess’ bound, theta
functions, mollifiers.

1After a preprint by the second author [Mun18] was released, the authors worked together and
obtained several improvements as well as other results which are now contained in this version.
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2 Small Gál sums and applications

where, here and throughout, we denote by logk the k-th iterated logarithm. In this
result, the cardinality of M is fixed while the size of its elements is not. Moreover,
it is also shown in [BT18] that the same estimate holds for

Q(M) := sup
c∈CN

‖c‖
2
=1

∣

∣

∣

∣

∣

∑

m,n∈M
cmcn

(m,n)√
mn

∣

∣

∣

∣

∣

where ‖c‖p denotes the p-norm of the N -tuple c ∈ CN .

In this work, we consider, for c = (cn)16n6N ∈ RN , the quantities

V(c;N) :=
∑

m,n6N

(m,n)

m+ n
cmcn, VN := N inf

c∈(R+)N

‖c‖
1
=1

V(c;N),

T(c;N) :=
∑

m,n6N

(m,n)√
mn

cmcn, TN := N inf
c∈(R+)N

‖c‖1=1

T(c;N),

with the aim of asymptotically evaluating VN and TN as precisely as possible.
Our main result is as follows. For u ∈]0, 1], we put

y(u) := 1
2(−1 +

√
1 + 4u), f(u) := 2u log{1 + y(u)} − y(u)2,

Q(u) := u log u− u+ 1,

and let β ≈ 0.48155 denote the solution to the equation f(β) = Q(β). We have
y(β) ≈ 0.35530 and η := f(β) ≈ 0.16656 < 1/6.

Theorem 1.1. For N > 3, we have

(1.1) (logN)η ≪ VN 6
1
2TN ≪ (logN)η(log2 N)3.

This minimization question arises naturally in three different contexts. The first
concerns Burgess’ famous bound on multiplicative character sums, for which we
derive a logarithmic improvement—see Section 1.3. The second is related with non-
vanishing of theta functions: in this case, it turns out that a related minimization
problem yields better results—cf. Sections 1.2 and 1.4. As an application of this
latter estimate, we obtain lower bounds for low moments of character sums, stated
in Section 1.5. This minimization problem might also have applications in metric
Diophantine approximation.

1.2 Multiplicative energy

Given two integer sets A,B ⊂ [1, N ], the multiplicative energy, as defined for instance
in [Gow98, Tao08, TV06], is the quantity

E(A,B) :=
∑

n>1

(

∑

a∈A, b∈B
ab=n

1

)2

.

This notion turns out to be of great importance in additive combinatorics. Under
the additional restriction c ∈ {0, 1}N , the weights c considered in Section 1.1 can be
viewed as indicators c = 1B of integer sets B ⊂ [1, N ]. In such a setting, evaluating
VN amounts to minimizing S(B)/|B|2 where

(1.2) S(B) :=
∑

m,n∈B

(m,n)

m+ n
.

It is not hard to see that this sum is intimately connected to E([1, N ],B).
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With applications in mind, we need to bound the multiplicative energy in a sym-
metric situation, namely E(B,B). To be consistent with our previous approach and
provide some flexibility, we define the weighted version of the multiplicative energy

(1.3) E(c;N) :=
∑

16n6N2

(

∑

d6N, t6N
dt=n

cdct

)2

,

and in turn

(1.4) EN := inf
c∈(R+)N , ‖c‖1=1

N2
E(c;N),

so that, if one restricts c = 1B to the indicator of sets B ⊂ [1, N ], the corresponding
problem amounts to minimizing N2E(B,B)/|B|4.

Using techniques similar to those employed in the proof of Theorem 1.1, we obtain
the following result, where we write

(1.5) δ := Q(1/ log 2) = 1− (1 + log2 2)/ log 2 ≈ 0.08607

for the exponent appearing in the famous multiplication table problem of Erdős
[Ten84, For08].

Theorem 1.2. For N > 3, we have

(1.6) (logN)δ(log2N)3/2 ≪ EN ≪ (logN)δ
(

log2 N
)6
.

1.3 Improvement of Burgess’ bound

Let us consider S(M,N ;χ) :=
∑

M<n6M+N χ(n), where χ is a Dirichlet character
to the modulus p. The classical bound of Pólya and Vinogradov reads

(1.7) S(M,N ;χ) ≪ √
p log p

provided χ is non principal. This is non trivial for N > p1/2+ε. A major breakthrough
has been obtained by Burgess [Bur62, Bur63], providing a saving for intervals of
length N > p1/4+ε. Precisely, for prime p, non principal Dirichlet character modulo
p, and integer r > 1, Burgess proved the following inequality

(1.8) S(M,N ;χ) ≪ N1−1/rp(r+1)/4r2 log p,

where the constant depends only on r. Even though much stronger results are
expected, this bound remains the sharpest unconditional estimate to date, as far as
the values of the exponents are concerned.

However, some logarithmic refinements have been obtained unconditionally—see
[IK04, chapter 14] following ideas from [FI93]. The sharpest known is due to Kerr,
Shparlinski and Yau, who proved

(1.9) S(M,N ;χ) ≪ N1−1/rp(r+1)/4r2(log p)1/4r (r > 2).

These improvements rely on an averaging argument which leads to counting the
number of solutions of certain congruences modulo p. Initially, the averaging was
carried out over the full interval, while, in [KSY17], the authors restricted it to
integers free of small prime factors. Theorem 1.1 allows a similar argument with a
set of higher density. We obtain the following result.
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Theorem 1.3. Let r > 2 be fixed. For all prime p, all integers M , N such that

1 6 N 6 p1/2+1/4r,

and any non principal Dirichlet character χ to the modulus p, we have

|S(M,N ;χ)| ≪ N1−1/rp(r+1)/4r2 max
16x6p

T
1/2r
x

≪ N1−1/rp(r+1)/4r2(log p)η/2r(log2 p)
3/2r

where η ≈ 0.16656 is the exponent appearing in Theorem 1.1.

1.4 Non vanishing of theta functions

The distribution of values of L-functions is a deep question in number theory, with
significant consequences for related arithmetic, algebraic and geometric objects. The
main reason comes from the fact that these values, and particularly the central
ones, hold much fundamental arithmetical information, as illustrated by the famous
conjecture of Birch and Swinnerton-Dyer [BSD63, BSD65]. It is widely believed
that these central values should not vanish unless an underlying arithmetic reason
forces it.

Consider the Dirichlet L-functions associated to multiplicative characters

L(s, χ) :=
∑

n>1

χ(n)

ns
(ℜe(s) > 1).

In this case, no algebraic property imposes the vanishing of L(12 , χ). Therefore it
is expected that this number is non-zero, as firstly conjectured by Chowla [Cho65]
for quadratic characters. Using the method of mollification, it was first proved by
Balasubramanian and Murty [BM92] that a positive proportion of characters verify
L(12 , χ) 6= 0. One of the main analytic tools is the study of moments. Various authors
have obtained mean value results on the values L(12 , χ).

As initiated in previous works [LM13a, LM13b, MS16, Mun17], we aim at similar
results for moments of theta functions ϑ(x;χ) associated with Dirichlet characters,
as defined by

(1.10) ϑ(x;χ) =
∑

n>1

χ(n)e−πn2x/p (χ ∈ X+
p ),

where X+
p denotes the subgroup of order 1

2(p− 1) of even Dirichlet characters mod-
ulo p. It was conjectured by Louboutin [Lou07] that ϑ(1;χ) 6= 0 for every non-trivial
character modulo a prime2—see [CZ13] for a case of vanishing in the composite
case. Using evaluations of the second and fourth moments of ϑ(1;χ), Louboutin
and the second author [LM13b] showed that ϑ(1;χ) 6= 0 for at least p/ log p even
characters modulo p—for odd characters, a similar result has already been proved by
Louboutin in [Lou99]. Constructing mollifiers of a different kind than those devised
for L-functions, we obtain the following improvement.

Theorem 1.4. Let x > 0 be fixed. For suitable constant c, sufficiently large prime p
and q := ⌊

√

p/3⌋, there exists at least

≫ p

Eq
≫ p

(log p)δ(log2 p)
6

even characters χ such that ϑ(x;χ) 6= 0, where δ ≈ 0.08607 is as defined in (1.5).

2Pascal Molin informed us that his computations show that ϑ(1;χ) 6= 0 for p 6 106.
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At this point, some methodological comments may be useful. In order to prove
that ϑ(x;χ) 6= 0 for many χ ∈ X+

p , the usual approach rests on evaluating the
asymptotic behavior of the moments

S+
2k(p) :=

∑

χ∈X+
p

|ϑ(x;χ)|2k (k > 0).

Lower bounds providing the expected order for the moments are obtained in
[MS16]. Conditionally on GRH, nearly optimal upper bounds are established in
[Mun17].

This strategy is related to recent results by Harper, Nikeghbali and Radziwill in
[HNR15], where the asymptotic behavior of moments of a Steinhaus random mul-
tiplicative function3 is determined. Indeed a Steinhaus function may be regarded
as a random model for ϑ(x;χ): on the one hand, the effect of the rapidly decaying
factor e−πn2/p is essentially equivalent to restricting the summation in (1.10) to a
finite range n 6 Np with Np ≈

√
p, and, on the other hand, the behavior of χ(n) for

n ≪ √
p is similar on average to that of the Steinhaus random function.

As noticed in [HNR15], an asymptotic formula for the first absolute moment S+
1 (p)

would probably imply the existence of a positive proportion of characters such that
ϑ(x;χ) 6= 0. However, Harper recently announced, in both the random and the
deterministic case, that, unexpectedly, the first moment exhibits more than square-
root cancellation: for 2 < p, 1 6 N 6 p/3, we have

(1.11)
1

p− 2

∑

χ 6=χ0

∣

∣

∣

∣

∑

n6N

χ(n)

∣

∣

∣

∣

≪
√
N

(log2 3ν)
1/4

where ν := min {N, p/N}. This estimate shows that the above mentioned strategy
would, in any case, fail to detect a positive proportion of “good” characters.

We undertook another approach, specifically introducing suitable Dirichlet polyno-
mials as mollifiers, and thereby reducing the problem to the minimizations considered
in Section 1.

In the next section, we also state a lower bound for the first moment (1.11).

1.5 Lower bounds for low moments of character sums

We write f(x) ≍ g(x) to mean that g(x) ≪ f(x) ≪ g(x), in other words, that
the inequalities c0g(x) 6 f(x) 6 c1g(x) hold for some constants c0, c1 and all x in
some specified range.

Let us consider S(N ;χ) =
∑

n6N χ(n), where χ is a Dirichlet character modulo a
prime p. As recalled in the previous section, Harper, using probabilistic techniques,
recently proved Helson’s surprising conjecture that the first moment of Steinhaus
random multiplicative functions is o(

√
N), and indeed he showed [Har18a] that

E

∣

∣

∣

∣

∑

n6N

f(n)

∣

∣

∣

∣

≍
√
N

(log2N)1/4
·

As for the deterministic case, this approach yields the upper bound (1.11) for the
first moment of character sums. Obtaining sharp lower bounds by the probabilistic
methods developed in [Har18a] seems harder.4 Using Theorem 1.2, we establish the
following lower bound for some Lr-norms of character sums.

Recall the definition of δ in (1.5) and note that δ/2 ≈ 0.04304.

3That is a random multiplicative function whose values at primes are uniformly distributed on
the complex unit circle.

4Private communication with Adam Harper.
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Theorem 1.5. Let r ∈]0, 4/3[ be fixed. For sufficiently large p, all N ∈
[

1, 12p
[

and

ν := min(N, p/N), we have

(1.12)
1

p− 2

∑

χ 6=χ0

|S(N ;χ)|r ≫ N r/2

E
1−r/2
ν

.

In particular,

1

p− 2

∑

χ 6=χ0

|S(N ;χ)| ≫
√

N

Eν
≫

√
N

(log ν)δ/2(log2 ν)
3
.

Remarks. (i) This result can be easily generalized to composite moduli, but for the
sake of simplicity and consistence, we restricted to the case of prime moduli.

(ii) A preliminary version of Theorem 1.5 was stated under the assumption N 6√
p. Ping Xi noted that Pólya’s formula (6.2) readily enables extending the validity

to the full range N 6
1
2p. Moreover he also noticed that Theorem 1.5 still holds if

S(N,χ) is replaced by
∑

n6N

εnχ(n)

with |εn| = 1 (1 6 n 6 N).

The same method may be also applied to lower bounds for

1

T

∫ T

0

∣

∣

∣

∣

∑

n6N

nit

∣

∣

∣

∣

r

dt.

The study of the limit of this mean-value as T → ∞ was initiated by Helson [Hel06]
and further investigated by Bondarenko and Seip in [BS16]. For any r 6 1, they
obtained a lower bound of size

√
N(logN)−0.07672 and could improve the exponent

to −0.05616 for r = 1, using a method different from ours. Indeed, their approach
relies on [BS16, Lemma 3], which is not available for character sums. The following
result illustrates the relevance of Theorem 1.2 in this context.

Theorem 1.6. Let r ∈]0, 4/3[. For T > 1, 1 6 N 6
√
T , we have

(1.13)
1

T

∫ T

0

∣

∣

∣

∣

∑

n6N

nit

∣

∣

∣

∣

r

dt ≫ N r/2

E
1−r/2
N

.

In particular,

lim
T→+∞

1

T

∫ T

0

∣

∣

∣

∣

∑

n6N

nit

∣

∣

∣

∣

dt ≫
√

N

EN
≫

√
N

(logN)δ/2(log2 N)3
.

As the proof of Theorem 1.6 is similar to that of Theorem 1.5, we omit the details.

Remark. Studying the proofs of [BS16], one may ask whether their method also
provides the same exponent δ/2.5

5This was answered positively, without details, in May 2017 by “Lucia” on mathover-
flow: https://mathoverflow.net/questions/129264/short-character-sums-averaged-on-the-character.
(The stated exponent δ/4 apparently stems from an oversight.) As noted by “Lucia”, the method of
[BS16] relies on some input from analysis ([BS16, lemma 3]) which enables restricting the summa-
tion to a level set for the Ω function, defined in Section 2. However, as will be seen from our proof,
it is rather doubtful that this approach may yield the right exponent.
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2 Proof of Theorem 1.1

2.1 A lemma on the distribution of prime factors

Let Ω(n) (resp. ω(n)) denote the total number of prime factors, counted with (resp.
without) multiplicity, of an integer n. For k > 1, x > 1, let Nk(x) denote the number
of those integers n 6 x such that Ω(n) = k. Defining Ω(n, t) :=

∑

pν‖n, p6t ν, we also
consider the number Fk(x;C) of those integers n 6 x counted by Nk(x) and such
that

(2.1) Ω(n, t) 6 κ log2 3t+ C (1 6 t 6 x)

with κ := k/ log2 x.

Lemma 2.1. Let κ0 ∈]0, 2[. For 0 6 κ 6 κ0 and suitable C = C(κ0), we have

(2.2) Fk(x;C) ≍ Nk(x)

k
(x > 3).

Proof. This is stated in [For07, Th. 1] in the case prime factors are counted without
multiplicity. Since the proof of the lower bound given in this work is actually set up
for squarefree integers, the lower bound included in (2.2) trivially follows.

For the upper bound, we still appeal to [For07, Th. 1], with some adjustment.
Consider an integer n counted by Fk(x;C). Then n may be represented uniquely
as n = ab, where a is squarefull, b is squarefree, (a, b) = 1, and ω(b) = ℓ 6 k.
Since a is squarefull, a standard argument enables us to discard those n such that
a > (log x)3, say. Ford’s estimate quoted above implies that the number of squarefree
b not exceeding x/a, verifying (2.1) and such that ω(b) = ℓ is

≪ (k − ℓ+ 1)x(log2 x)
ℓ−1

aℓ! log x
·

Letting a denoting generically a squarefull integer, this yields

Fk(x;C) ≪ x

log x

∑

ℓ6k

(k − ℓ+ 1)(log2 x)
ℓ−1Gℓ

ℓ!
,

with

Gℓ :=
∑

a>1
Ω(a)=k−ℓ

1

a
6
∑

j>0

1

2j

∑

a>1, 2 ∤ a
Ω(a)=k−ℓ−j

1

a

6
∑

06j6k−ℓ

1

2j

∑

a>1, 2 ∤ a

(5/2)Ω(a)−k+ℓ+j

a
≪ 1

2k−ℓ
·

Thus

Fk(x;C) ≪ Nk(x)
∑

ℓ6k

(k − ℓ+ 1)(log2 x)
ℓ−k(k − 1)!

ℓ!2k−ℓ

≪ Nk(x)

k

∑

ℓ6k

(k − ℓ+ 1)
( k

2 log2 x

)k−ℓ
≪ Nk(x)

k
·
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2.2 Completion of the proof

Let us start by proving the lower bound estimate for VN . The difficulty partly stems
from the hybrid feature of the definition of V(c;N), which mingles the additive and
multiplicative structures.

Using an integral representation for 1/(m+n) from the theory of the Euler Gamma
function (see, e.g., [TW14], Exercise 154), which also coincides with the computation
of the Fourier transform of 1/ cosh πτ , we have

(2.3)

V(c;N) =
∑

d6N

ϕ(d)

d

∑

m,n6N/d

cmdcnd
m+ n

=
∑

d6N

ϕ(d)

2d

∫

R

∑

m,n6N/d

cmdcnd√
mn(m/n)iτ

dτ

cosh πτ

=

∫

R

∑

d6N

ϕ(d)

2d
|xd(τ)|2

dτ

coshπτ
,

where we have put

xd(τ) :=
∑

m6N/d

cmd

m1/2+iτ
·

Let y ∈]0, 1]. With s := 1
2 + iτ , h := 1 ∗ yΩ > (1 + y)ω, we may write

S(τ) :=
∑

d6N

yΩ(d)xd(τ)

ds
=
∑

n6N

cnh(n)

ns
,

whence, by the Cauchy-Schwarz inequality,

∣

∣

∣

∣

∑

n6N

cnh(n)

ns

∣

∣

∣

∣

2

6
∑

d6N

ϕ(d)

d
|xd(τ)|2

∑

d6N

y2Ω(d)

ϕ(d)
,

and, inserting into (2.3),

(2.4)
∑

m,n6N

cmcn(1 + y)ω(m)+ω(n)

m+ n
≪ V(c;N)(logN)y

2

.

Recall the definition of β above the statement of Theorem 1.1, define

D
+(β) := {n 6 N : ω(n) > β log2 N}, D

−(β) := [1, N ]rD
+(β)

and consider c ∈ (R+)N such that ‖c‖1 = 1. If

(2.5)
∑

n∈D+(β)

cn >
1
2 ,

then, by restricting the summation to m,n ∈ D+(β), we get that the left-hand side
of (2.4) is ≫ (logN)2β log(1+y)/N . The optimal value of the subsequent lower bound
for V(c;N) being achieved for y = y(β), it follows that

(2.6) NV(c;N) ≫ (logN)f(β)·

If (2.5) does not hold, we define σs(n, β) :=
∑

d|n, d∈D−(β) d
s and note that

∑

d∈D−(β)

xd(τ) =
∑

n6N

cn
ns

σs(n, β),
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whence

(2.7)

∣

∣

∣

∣

∑

n6N

cn
ns

σs(n, β)

∣

∣

∣

∣

2

6
∑

d∈D−(β)

d

ϕ(d)

∑

d∈D−(β)

ϕ(d)

d
|xd(τ)|2.

By [Ten15, th. II.6.5], the first d-sum above is ≍ N/{(logN)Q(β)
√

log2N}. Inserting
(2.7) back into (2.3), we get

∑

m,n6N

cmcn

∫

R

∑

t|m, t∈D−(β)
d|n, d∈D−(β)

(dm

tn

)1/2+iτ dτ

coshπτ
≪ NV(c;N)

(logN)Q(β)
√

log2N
.

Restrict the outer summation in m,n to D−(β). Then the inner sum always contain
t = m, d = n. Since the Fourier transform of 1/ cosh πτ is positive, we obtain

(2.8) NV(c;N) ≫ (logN)Q(β)
√

log2N.

Taking (2.6) into account, we reach the required lower bound.

Let us now turn our attention to proving the upper bound for TN claimed in (1.1).
With k := ⌊β log2N⌋, we select n 7→ cn as the indicator of the set of those integers
n ∈ [1, N ] such that Ω(n) = k and (2.1) holds for κ = β and C = C(β). Therefore
we have (see, e.g. [Ten15, th. II.6.5])

(2.9) ‖c‖1 :=
∑

n6N

cn ≍ N

(logN)Q(β)(log2 N)3/2
.

Next,

(2.10) T(c;N) =
∑

d6N

ϕ(d)

d
x2d, with xd :=

∑

m6N/d

cmd√
m
·

Let γ ∈]0, 1[ be an absolute constant. For all y, z ∈]γ, 1], we invoke (2.1) to bound
cmd from above by















yΩ(md)−kzΩ(md,d)−β log2(2d)−C
6

γ−CyΩ(md)zΩ(md,d)

(logN)β log y(log 2d)β log z
if d 6

√
N,

yΩ(md)−kzΩ(md,N/d)−β log2(2N/d)−C
6

γ−CyΩ(md)zΩ(md,N/d)

(logN)β log y(log 2N/d)β log z
if
√
N < d 6 N.

Thus

xd 6
U(d,N)

γC(logN)β log y
(1 6 d 6 N),

with

U(d,N) :=























∑

m6N/d

yΩ(md)zΩ(md,d)

√
m(log 2d)β log z

if d 6
√
N,

∑

m6N/d

yΩ(md)zΩ(md,N/d)

√
m(log 2N/d)β log z

if
√
N < d 6 N.

Evaluating the m-sums by means of standard estimates such as [Ten15, th. III.3.7],
we get

xd ≪
√

N

d

yΩ(d)M(d,N)

(logN)β log y
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with

M(d,N) ≪







zΩ(d)(log 2d)yz−y−β log z(logN)y−1 if d 6
√
N,

zΩ(d,N/d)(logN/d)yz−1−β log z if
√
N < d 6 N.

It follows that

(2.11) T(c;N) ≪ N
{

S1 + S2

}

with

S1 := (logN)2(y−1−β log y)
∑

d6
√
N

(yz)2Ω(d)(log 2d)2(yz−y−β log z)

d
≪ (logN)λ

S2 := (logN)−2β log y
∑

√
N<d6N

y2Ω(d)z2Ω(d,N/d)

d

(

log
2N

d

)2(yz−1−β log z)

≪ (logN)µ,

where we have put

λ := 2(y − 1− β log y) +
(

y2z2 + 2yz − 2y − 2β log z
)+

,

µ := y2z2 − 1− 2β log y + (2yz − 1− 2β log z)+,

provided the two quantities taken in positive value do not vanish. Selecting y = β,
z = y(β)/β = 1/{1 + y(β)}, we get

λ = −2Q(β) + y(β)2 + 2y(β)− 2β + 2β log{1 + y(β)} = f(β)− 2Q(β)

µ = y(β)2 − 2− 2β log β + 2y(β) + 2β log{1 + y(β)}
= 2β − y(β)2 − 2− 2β log β + 2β log{1 + y(β)} = f(β)− 2Q(β) = λ.

Inserting back into (2.11) and taking (2.9) into account, we obtain the stated esti-
mate.

Remark. Due to the multiplicative nature of the definition of TN , deriving the lower
bound is simpler and more natural than for VN . Let us provide some details in the
perspective that a direct, possibly elementary approach enables one to bound TN/VN

from above efficiently.

Let β, y ∈]0, 1] and c ∈ (R+)N be such that ‖c‖1 = 1. With xd as defined in
(2.10), we have

S :=
∑

d6N

yΩ(d) xd√
d
=
∑

n6N

cn√
n

∑

d|n
yΩ(d)

>
∑

n6N

cn(1 + y)ω(n)√
n

.

If (2.5) holds, then S ≫ (logN)β log(1+y)/
√
N , and so

(logN)2β log(1+y)

N
≪ S2 ≪

∑

d6N

ϕ(d)

d
x2d
∑

d6N

y2Ω(d)

ϕ(d)
≪ T(c;N)(logN)y

2

,

from which, as previously,

NT(c;N) ≫ (logN)f(β).
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If now we assume that (2.5) does not hold, then

∑

d∈D−(β)

xd =
∑

n6N

cn√
n

∑

d|n, d∈D−(β)

√
d >

∑

n∈D−(β)

cn ≫ 1.

Therefore

1 ≪
∑

d∈D−(β)

d

ϕ(d)

∑

d6N

ϕ(d)

d
x2d ≪ T(c;N)N

(logN)Q(β)
√

log2 N
.

In view of the definition of η, we get in all circumstances TN ≫ (logN)η.

3 Proof of Theorem 1.2

The lower bound immediately follows from the Cauchy-Schwarz inequality. Indeed,
defining

r(n) :=
∑

dt=n
d,t6N

cdct,

we have, under the assumption ‖c‖1 = 1, that

1 =

(

∑

n6N2

r(n)

)2

6 H(N)
∑

n6N2

r(n)2 = H(N)E(c;N)

where H(N) is the number of those integers not exceeding N2 that are products of
two integers 6 N . By [For08, cor. 3], we have

H(N) ≪ N2/
{

(logN)δ(log2N)3/2
}

.

The lower bound contained in (1.6) follows.
To establish the upper bound, select n 7→ cn as the indicator function of the set

of those integers n ∈]N/2, N ] satisfying (2.1) with now κ := 1/ log 4, so that, by the
corresponding version of (2.9),

(3.1) ‖c‖21 =
∑

m>1

r(m) ≫ N2

(logN)δ(log2N)3
.

Moreover, for any integer m 6 N2, we have r(m) 6
∑

d|m,N/2<d6N 1. Observe that
r(m) > 0 implies that m satisfies (2.1) with κ = 1/ log 2 and suitable C. We may
therefore apply inequality (2.46) from [HT88], which yields, since Q(κ) = δ,

∑

n6N2

r(n)2 ≪ N2

(logN)δ
,

provided O(1) is substituted for L(log v) in the proof, which induces no perturbation.
Considering (3.1), we get the required estimate.

4 Logarithmic improvement of Burgess’ bound

4.1 Preliminary results

The following result is a consequence of the Weil bounds for complete character
sums, see for instance [IK04, Lemma 12.8].
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Lemma 4.1. Let r > 2 be an integer, B > 1, p a prime and let χ a non principal

Dirichlet character modulo p. We have

(4.1)
∑

16ℓ6p

∣

∣

∣

∣

∑

16b6B

χ(ℓ+ b)

∣

∣

∣

∣

2r

6 (2r)rBrp+ 2rB2r√p.

For A > 1, c ∈ RA, M > 1, N > 1, ℓ > 1, define

(4.2) r(ℓ; c) :=
∑

M<m6M+N

∑

aℓ≡m (mod p)

ca, R(c;A,M,N) :=
∑

ℓ>1

r(ℓ; c)2.

The following easy lemma provides an upper bound for the latter quantity.

Lemma 4.2. For prime p, integers A, M , N , such that

(4.3) A 6 N, AN 6 p,

and all c ∈ (R+)N , we have

(4.4) R(c;A,M,N) 6 ‖c‖21 + 2NV(c;A).

Proof. Plainly

R(c;A,M,N) =
∑

a,b6A

cacb
∑

M<m,n6M+N
bm≡an (mod p)

1.

Let d := (a, b), a1 := a/d, b1 := b/d. Since AN 6 p, there is at most one multiple
of p in the interval ] − AN,AN [ and so the variables m,n in the inner sum satisfy
m = m0 + ta1, n = n0 + tb1 for some integer t and fixed m0, n0 depending on a, b
and p. The condition m,n ∈]M,M +N ] then implies that there are at most

1 +N/max(a1, b1) 6 1 + 2N(a, b)/(a + b)

choices for t. This is all we need.

4.2 Proof of Theorem 1.3

We retain the notation from [KSY17] and follow closely the argument. We set

Up := max
16x6p

Vx

and proceed by induction on N . The induction hypothesis is that there exists some
constant C such that

(4.5)

∣

∣

∣

∣

∑

M<n6M+K

χ(n)

∣

∣

∣

∣

6 CK1−1/rp(r+1)/4r2
U
1/2r
p (M > 1, 1 6 K < N),

and set out to prove that this persists to hold for N + 1.
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As in [KSY17], N < p1/4 forms the basis of our induction since (4.5) trivially holds
in this range. Still following [KSY17], we define

A :=

⌊

N

16rp1/2r

⌋

, B :=
⌊

rp1/2r
⌋

,

and note that, for any integers a, b, with 1 6 a 6 A, 1 6 b 6 B, we have

∑

M<n6M+N

χ(n) =
∑

M<n6M+N

χ(n+ ab) + V −W,

with
V :=

∑

M−ab<n6M

χ(n+ ab), W :=
∑

M+N−ab<n6M+N

χ(n+ ab).

By the induction hypothesis,

max
(

|V |, |W |
)

6 1
4CN1−1/rp(r+1)/4r2

U
1/2r
p ,

which combined with the above implies that

∣

∣

∣

∣

∑

M<n6M+N

χ(n)−
∑

M<n6M+N

χ(n+ ab)

∣

∣

∣

∣

6
1
2CN1−1/rp(r+1)/4r2

U
1/2r
p .

The main difference with the method of [KSY17] comes from our choice of the
subset used to average. Given c ∈ (R+)A, we multiply the last inequality by ca and
sum over 1 6 a 6 A, 1 6 b 6 B, to obtain

(4.6)

∣

∣

∣

∣

∑

M<n6M+N

χ(n)

∣

∣

∣

∣

6
S

B ‖c‖1
+ 1

2CN1−1/rp(r+1)/4r2
U
1/2r
p ,

with

(4.7) S :=
∑

M<n6M+N

∑

16a6A

ca

∣

∣

∣

∣

∑

16b6B

χ(n+ ab)

∣

∣

∣

∣

.

Multiplying the innermost summation in (4.7) by χ(a) and collecting the values of
n/a (mod p), we arrive at

(4.8) S =
∑

16ℓ6p

r(ℓ; c)

∣

∣

∣

∣

∑

16b6B

χ(ℓ+ b)

∣

∣

∣

∣

.

Along the lines of [KSY17], we apply Hölder’s inequality to get, for r > 2,

(4.9) S2r
6

(

∑

16ℓ6p

r(ℓ; c)

)2r−2(
∑

16ℓ6p

r(ℓ; c)2
)(

∑

16ℓ6p

∣

∣

∣

∣

∑

16b6B

χ(u+ b)

∣

∣

∣

∣

2r)

.

We trivially have
∑

16ℓ6p

r(ℓ; c) = N ‖c‖1 .

Applying (4.4) to the second factor on the right-hand side of (4.9) and (4.1) to the
third, we obtain

S2r ≪ N2r−2 ‖c‖2r−2
1

{

‖c‖21 +NV(c;A)
}{

Brp+B2r√p
}

.
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Select c such that V(c;A) = VA 6 Up. Hence NV(c;A) 6 NUp ‖c‖21 /A. This
upper bound being ≫ ‖c‖21 and the last expression between curly brackets being
≪ (2r)2r−1p3/2, we infer that

S2r ≪ N2r−1 ‖c‖2r1 Upp
3/2/A ≪ N2r−2 ‖c‖2r1 (2r)2r−1p(3r+1)/2r

Up

and so, there exists an absolute constant C0 such that

S

B ‖c‖1
6 C0N

1−1/rp(r+1)/4r2
U
1/2r
p .

Selecting C > 2C0 in (4.6) terminates the proof.

5 Proof of Theorem 1.4

Let p be a prime, and put q := ⌊
√

p/3⌋. For even character χ ∈ X+
p and

c ∈ (R+)q, we consider

(5.1) M(χ) =
∑

m6q

cmχ(m),

and the first mollified moment

(5.2) M1(p) :=
∑

χ∈X+
p

M(χ)ϑ(x;χ).

We further define

M0(p) :=
∣

∣

{

χ ∈ X+
p : ϑ(x;χ) 6= 0

}
∣

∣,

M2(p) :=
∑

χ∈X+
p

|ϑ(x;χ)|2, M4(p) :=
∑

χ∈X+
p

|M(χ)|4.

By Hölder’s inequality, we have

(5.3) M1(p) 6 M2(p)
1/2M4(p)

1/4M0(p)
1/4.

In [LM13b], the authors achieved an asymptotic formula for the fourth moment
of |ϑ(x;χ)| showing that, after expanding the fourth power, the main contribution
comes from the solutions to mn = m′n′. They actually obtained a precise asymptotic
formula for the related counting function:

∣

∣

{

m,m′, n, n′ : mn = m′n′,m2 + n2 +m′2 + n′2
6 x

}
∣

∣ ∼ 3
8x log x.

In order to improve on this result, we need to reduce the effect of the logarith-
mic factor. Using (5.3), we can relate the problem to a similar one involving the
weights cn. We recall the notation q := ⌊

√

p/3⌋ from above and E(c;N) from (1.3).

Lemma 5.1. For large prime p and any sequence c ∈ (R+)q, we have

(5.4) M0(p) ≫ ‖c‖41 /E(c; q).

In particular, M0(p) ≫ p/Eq.
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Proof. Recall the classical orthogonality relations for the subgroup X+
p of even

Dirichlet characters modulo p, viz.

∑

χ∈X+
p

χ(m)χ(n) =

{

1
2(p− 1) if m ≡ ±n (mod p) and p ∤ m,

0 otherwise.

Thus

(5.5)

M1(p) =
∑

χ∈X+
p

∑

m6q

cmχ(m)
∑

n>1

χ(n)e−πn2x/p

> 1
2(p− 1)

∑

m6q

cme−πm2x/p ≫ p ‖c‖1 .

Similarly, with the notation (1.3),

(5.6) M4(p) =
∑

m,m′,n,n′6q

cmcm′cncn′

∑

χ∈X+
p

χ(m′n′)χ(mn) = 1
2(p− 1)E(c; q)

and
M2(p) =

1
2(p− 1)

∑

m,n>1
m≡±n (mod p)

e−π(m2+n2)x/p ≪ p3/2.

Inserting these estimates back into (5.3) yields (5.4).

Combining Lemma 5.1 with Theorem 1.2 completes the proof of Theorem 1.4.

6 Proof of Theorem 1.5

We adopt techniques similar to those used in Section 5. Parallel to (5.1), given
c ∈ (R+)N , we define

M(N ;χ) =
∑

m6N

cmχ(m).

For r ∈]0, 4/3[, let u := r/(4− 2r), v := (4− 3r)/(4− 2r) so that u+ v = 1. Further
define s := 4 − 2r and t := (8 − 4r)/(4 − 3r) and note that 1/s + 1/t + 1/4 = 1.
Finally, let us put, for p > 2,

Sk(N) :=
1

p− 2

∑

χ 6=χ0

|S(N ;χ)|k (k > 0), M4(N) :=
1

p− 2

∑

χ 6=χ0

|M(N ;χ)|4.

Let us first assume N 6
√
p. Representing S(N ;χ) = S(N ;χ)uS(N ;χ)v and

applying Hölder’s inequality, we get

(6.1)
1

p− 2

∣

∣

∣

∣

∑

χ 6=χ0

S(N ;χ)M(N ;χ)

∣

∣

∣

∣

6 Sr(N)1/sS2(N)1/tM4(N)1/4,

Orthogonality relations, readily yield that S2(N) ≪ N . Similarly to (5.5), the
left-hand side of (6.1) is ≫ ‖c‖1, and M4(N) ≪ E(c;N) as in (5.6). Combining
these bounds, we deduce

Sr(N) ≫ ‖c‖s1 E(c;N)−s/4N−s/t ≫ N r/2/E
1−r/2
N ,

by choosing c optimally.
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In order to extend the range to
√
p < N 6

1
2p, we appeal to Pólya’s formula

(6.2)
∑

n6p/N

χ(n) =
τ(χ)

2πi

∑

0<|h|6H

χ(h)

h

(

1−e−2πih/N
)

+O
(

1+
p log p

H

)

(H > 1),

where τ(χ) is the usual Gauss sum of modulus
√
p. We select H :=

√
Np(log p)2.

Restricting to odd characters, we may replace the complex exponentials by cosines
and argue as in the first part with the h-sum.

7 Concluding remarks

Under the additional restriction c ∈ {0, 1}N , the first problem considered in
Section 1 is equivalent to constructing a set B ⊂ [1, N ] of high density such that
the associated Gál sum is small. In Section 1.1, we showed that a large subset B of
{n 6 N : Ω(n) = ⌊β log2 N⌋} with β ≈ 0.48155 verifies

V(1B;N) ≪ |B|(log |B|)o(1)

or, in another words, that the multiplicative energy verifies

E([1, N ],B) ≪ N |B|(logN)o(1).

Theorem 1.1 tells us that this is essentially the densest set with this property.
In the symmetric case, the question becomes: find the maximal β = βN ∈]0, 1] such

that there exists a set B ⊂ [1, N ] of density β satisfying E(B,B) ≪ |B|2(logN)o(1).
In Theorem 1.2, we proved that a large subset of {n 6 N : Ω(n) = ⌊(log2N)/ log 4⌋}
yields the optimal density (logN)−δ/2+o(1).

Acknowledgements

The authors express their gratitude to Kannan Soundararajan for drawing their
attention to [BS16], to Kevin Ford for pointing to his work [For07], thereby improving
the upper bounds in Theorems 1.1 and 1.2, and to Ping Xi for the observations quoted
after the statement of Theorem 1.5. The second author thanks Stéphane Louboutin
for valuables remarks, and Igor Shparlinski for indicating reference [KSY17] after a
first version of the draft was released. second author also acknowledges support of
the Austrian Science Fund (FWF), stand-alone project P 33043 “Character sums,
L- functions and applications” and START-project Y-901 “Probabilistic methods in
analysis and number theory”, headed by Christoph Aistleitner.

References

[ABS15] C. Aistleitner, I. Berkes, and K. Seip. GCD sums from Poisson integrals and
systems of dilated functions. J. Eur. Math. Soc. (JEMS) 17, no. 6 (2015), 1517–
1546.

[BM92] R. Balasubramanian and V. K. Murty. Zeros of Dirichlet L-functions. Ann. Sci.
École Norm. Sup. (4) 25, no. 5 (1992), 567–615.

[BSD63] B. J. Birch and H. P. F. Swinnerton-Dyer. Notes on elliptic curves. I. J. Reine
Angew. Math. 212 (1963), 7–25.

[BSD65] B. J. Birch and H. P. F. Swinnerton-Dyer. Notes on elliptic curves. II. J. Reine
Angew. Math. 218 (1965), 79–108.



R. de la Bretèche, M. Munsch & G.Tenenbaum 17

[BS16] A. Bondarenko and K. Seip. Helson’s problem for sums of a random multiplicative
function. Mathematika 62, no. 1 (2016), 101–110.

[BS17] A. Bondarenko and K. Seip. Large greatest common divisor sums and extreme
values of the Riemann zeta function. Duke Math. J. 166, no. 9 (2017), 1685–1701.

[BT18] R. de la Bretèche and G. Tenenbaum. Sommes de Gál et applications. Proc.
London Math. Soc. (3) 119, no. 1 (2019), 104–134.

[Bur62] D. A. Burgess. On character sums and L-series. Proc. London Math. Soc. (3) 12
(1962), 193–206.

[Bur63] D. A. Burgess. On character sums and L-series. II. Proc. London Math. Soc. (3)
13 (1963), 524–536.

[Cho65] S. Chowla. The Riemann hypothesis and Hilbert’s tenth problem, Mathematics
and its applications, vol. 4, Gordon and Breach Science Publishers, New York,
1965.

[CZ13] H. Cohen and D. Zagier. Vanishing and non-vanishing theta values. Ann. Math.
Qué. 37, no. 1 (2013), 45–61.

[For07] K. Ford, Generalized Smirnov statistics and the distribution of prime factors,
Funct. Approx. Comment. Math. 37, part 1 (2007), 119–129.

[For08] K. Ford. The distribution of integers with a divisor in a given interval. Ann. of
Math. (2) 168, no. 2 (2008), 367–433.

[FI93] J. Friedlander and H. Iwaniec. Estimates for character sums. Proc. Amer. Math.
Soc. 119, no. 2 (1993), 365–372.

[Gow98] W. T. Gowers. A new proof of Szemerédi’s theorem for arithmetic progressions
of length four. Geom. Funct. Anal. 8, no. 3 (1998), 529–551.

[HT88] R.R. Hall & G. Tenenbaum, Divisors, Cambridge tracts in mathematics, no. 90,
Cambridge University Press (1988).

[Har90] G. Harman. Some cases of the Duffin and Schaeffer conjecture. Quart. J. Math.
Oxford Ser. (2) 41, no. 164 (1990), 395–404.

[Har98] G. Harman. Metric number theory, London Mathematical Society Monographs.
New Series, vol. 18, The Clarendon Press, Oxford University Press, New York,
1998.

[Har18a] A. Harper. Moments of random multiplicative functions, I: Low moments, better
than squareroot cancellation, and critical multiplicative chaos, Forum Math. Pi
8 (2020), e1.

[HNR15] A. J. Harper, A. Nikeghbali, and M. Radziwill. A note on Helson’s conjecture
on moments of random multiplicative functions, in: Analytic number theory,
145–169, Springer, Cham, 2015.

[Hel06] H. Helson, Hankel forms and sums of random variables. Studia Math. 176 (2006),
85–92.

[Hil09] T. Hilberdink. An arithmetical mapping and applications to Ω-results for the
Riemann zeta function. Acta Arith. 139, no. 4 (2009), 341–367.

[IK04] H. Iwaniec and E. Kowalski. Analytic number theory, American Mathematical
Society Colloquium Publications, vol. 53, American Mathematical Society, Prov-
idence, RI, 2004.

[KSY17] B. Kerr, I. E. Shparlinski, and K. H. Yau. A refinement of the Burgess bound for
character sums. Michigan Math. J. 69, no. 2 (2020), 227–240.

[LR17] M. Lewko and M. Radziwill. Refinements of Gál’s theorem and applications. Adv.
Math. 305 (2017), 280–297.



18 Small Gál sums and applications

[Lou99] S. R. Louboutin. Sur le calcul numérique des constantes des équations fonction-
nelles des fonctions L associées aux caractères impairs. C. R. Acad. Sci. Paris
Sér. I Math. 329, no. 5 (1999), 347–350.

[Lou07] S. R. Louboutin. Efficient computation of root numbers and class numbers of
parametrized families of real abelian number fields. Math. Comp. 76, no. 257
(2007), 455–473.

[LM13a] S. R. Louboutin and M. Munsch. On positive real zeros of theta and L-functions
associated with real, even and primitive characters. Publ. Math. Debrecen 83, no.
4 (2013), 643–665.

[LM13b] S. R. Louboutin and M. Munsch. The second and fourth moments of theta
functions at their central point. J. Number Theory 133, no. 4 (2013), 1186–1193.

[Mun17] M. Munsch. Shifted moments of L-functions and moments of theta functions.
Mathematika 63, no. 1 (2017), 196–212.

[Mun18] M. Munsch. Non vanishing of theta functions and sets of small multiplicative
energy. Preprint, https://arxiv.org/abs/1810.05684.

[MS16] M. Munsch and I. E. Shparlinski. Upper and lower bounds for higher moments
of theta functions. Quart. J. Math. 67, no. 1 (2016), 53–73.

[Pol19] G. Pólya, Verschiedene Bemerkungen zur Zahlentheorie, Jahresber. Dtsch. Math.
Ver. 28 (1919), 31–40.

[Sou08] K. Soundararajan. Extreme values of zeta and L-functions. Math. Ann. 342, no.
2 (2008), 467–486.

[Tao08] T. Tao. Product set estimates for non-commutative groups. Combinatorica 28,
no. 5 (2008), 547–594.

[TV06] T. Tao and V. Vu. Additive combinatorics, Cambridge Studies in Advanced Math-
ematics, vol. 105, Cambridge University Press, Cambridge, 2006.

[Ten84] G. Tenenbaum. Sur la probabilité qu’un entier possède un diviseur dans un
intervalle donné. Compositio Math. 51, no. 2 (1984), 243–263.

[TW14] G. Tenenbaum, in collaboration with Jie Wu, Théorie analytique et probabiliste
des nombres, 307 exercices corrigés, coll. Échelles, Belin, 2014, 347 pp.

[Ten15] G. Tenenbaum. Introduction to analytic and probabilistic number theory, Grad-
uate Studies in Mathematics, vol. 163, American Mathematical Society, Provi-
dence, RI, third edition, 2015.

Régis de la Bretèche, IMJ-PRG, Université de Paris, Sorbonne Université,
CNRS UMR 7586, Case 7012, F-75013 Paris, France
E-mail address: regis.de-la-breteche@imj-prg.fr

Marc Munsch, Institut für Analysis und Zahlentheorie, 8010 Graz,
Steyrergasse 30, Graz, Austria
E-mail address: munsch@math.tugraz.at

Gérald Tenenbaum, Institut Élie Cartan de Lorraine,
Université de Lorraine, BP 70239, 54506 Vandœuvre-lès-Nancy Cedex, France

E-mail address: gerald.tenenbaum@univ-lorraine.fr


	1 Introduction and statements of results
	1.1 Gál sums
	1.2 Multiplicative energy
	1.3 Improvement of Burgess' bound
	1.4 Non vanishing of theta functions
	1.5 Lower bounds for low moments of character sums

	2 Proof of Theorem 1.1
	2.1 A lemma on the distribution of prime factors
	2.2 Completion of the proof

	3 Proof of Theorem 1.2
	4 Logarithmic improvement of Burgess' bound
	4.1 Preliminary results
	4.2 Proof of Theorem 1.3

	5 Proof of Theorem 1.4
	6 Proof of Theorem 1.5
	7 Concluding remarks

