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Isoperimetric and geometric inequalities in
quantitative form: Stein’s method approach

Jordan Serres ∗

October 24, 2024

Abstract

We adapt Stein’s method to isoperimetric and geometric inequalities. The
main challenge is the treatment of boundary terms. We address this by
using an elliptic PDE with an oblique boundary condition. We apply our
geometric formulation of Stein’s method to obtain stability of the Brock-
Weinstock inequality, stability of the isoperimetric inequality under a con-
straint on Steklov’s first non-zero eigenvalue, and stability for the combination
of weighted and unweighted perimeters. All stability results are formulated
with respect to the α-Zolotarev distance, α ∈ (0, 1], that we introduce to
interpolate between the Fraenkel asymmetry and the Kantorovich distance.

1 Introduction

1.1 Isoperimetric and geometric inequalities in quantitative form

In recent years, a great deal of research has gone into obtaining quantitative versions
of well-known geometric inequalities. These type of results, known as stability results
for functional and geometric inequalities, are examples of inverse problems. The general
form of these problems is as follows. We start with an inequality whose extremizers
are known, and ask whether the deficit term in the inequality can be bounded below
by a certain distance to the set of extremizers, see [14] for a more detailed presentation
of the topic. Stability results have been obtained for a large number of functional and
geometric inequalities, such as the Faber-Krahn and the Szegö-Weinberger inequalities
(see the survey [4]), the Poincaré inequality (see e.g. [12, 13, 32]), or the Sobolev inequality
(see e.g. [7, 27]) to name but a few. In this paper, we focus on the quantitative form
of the isoperimetric inequality and the Brock-Weinstock inequality. The isoperimetric
inequality is the famous result that among all possible shapes of a given volume, the one
with the smallest area is a ball. Expressed by a formula, this gives that for any sufficiently
smooth Ω ⊂ Rd, it holds that

|∂Ω|
|Ω| d−1

d

≥ |∂B|
|B| d−1

d

,

where B stands for a ball with same volume as Ω, and |∂ · | denotes the (d− 1)-Hausdorff
measure of the boundary of a set. The problem of the stability of the isoperimetric
inequality consists in showing that, when |Ω| = |B1| has the same volume as the standard
unit ball B1, the isoperimetric deficit |∂Ω| − |∂B1| controls a certain distance to B1. The
history of the stability of the isoperimetric inequality began with Fuglede’s perturbative
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result [16], followed by Hall’s result for sets of finite perimeter [21], which was refined with
a sharp exponent by Fusco, Maggi and Pratelli [19], based on a symmetrization method.
The same results were then derived using optimal transport techniques by Figalli, Maggi
and Pratelli [15], which were also used to prove quantitative anisotropic isoperimetric
inequalities. We refer the reader to Fusco’s survey [17] for a detailed overview on the
topic. The quantity used to measure the distance between Ω and the ball is the following
L1-distance between sets, known as the Fraenkel asymmetry

α(Ω) := min
x∈Rd

{
|Ω∆Br(x)|
|Br(x)|

; |Br(x)| = |Ω|
}
, (1)

where Br(x) stands for the ball centered at x of radius r > 0, and ∆ denotes the symmet-
ric difference of two sets. In particular, the quantitative isoperimetric inequality is the
following.

Theorem. ([19] Fusco-Maggi-Pratelli, 2008)
There exist a constant Cd depending only on the dimension d, such that for any measur-
able set Ω of finite measure and normalized such that |Ω| = |B1|,

|∂Ω| − |∂B1| ≥ Cd α(Ω)
2.

This result was also improved by Fusco and Julin [18], where they replaced the Fraenkel
asymmetry by the oscillation index, defined as

β(Ω) := min
y∈Rd

{(∫
∂E

|ν − νr,y(πy,r(x))|2 dHd−1(x)

)1/2
}

(2)

where ν denotes the unit outward-pointing normal vector of ∂Ω, νr,y denotes the unit
outward-pointing normal vector of ∂Br(y), πy,r(x) denotes the projection of x on the
boundary of Br(y), and Hd−1 stands for the (d− 1)-dimensional Hausdorff measure. The
isoperimetric inequality also admits weighted forms, were the usual perimeter is replaced
by some weighted perimeter

Perf (∂Ω) :=

∫
∂Ω

f(x) dHd−1(x)

for some weight function f : Rd → R+. In particular, f(x) = |x|2 gives the following
weighted isoperimetric inequality (see e.g. [2]), for all Ω normalized such that |Ω| = |B1|,

Per|x|2(∂Ω) ≥ Per|x|2(∂B1) (3)

Note also that in the case of the standard unit ball B1, the weighted and unweighted
perimeters coincide. Quantative forms for weighted isoperimetric inequalities were proved
by Brasco, De Philippis and Ruffini [5] under some type of convexity assumptions on the
weight function, which applies to the |x|2-perimeter, giving the following.

Theorem. ([5] Brasco-De Philippis-Ruffini, 2012)
There exist a constant Cd depending only on the dimension d, such that for any open
bounded Lipschitz set Ω normalized such that |Ω| = |B1|,∫

∂Ω

f(x) dHd−1(x) ≥
∫
∂B1

f(x) dHd−1(x)

[
1 + Cd

|Ω∆B1

|B1|

]
,

where ∆ denotes the symmetric difference of sets.

The Steklov spectral problem on a domain Ω ⊂ Rd is given by{
∆uk(x) = 0, x ∈ Ω
∇uk(x) · ν(x) = σk uk(x) x ∈ ∂Ω
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where ∆ is the Laplacian, the uk are the Steklov eigenfunctions of Ω, and the eigenvalues
(σk)k≥0 are its Steklov spetrum. We refer the reader to the recent survey [8] on the Steklov
problem. The first eigenvalue σ0 is zero and its eigenspace is formed by the constant
functions. Of greater importance is the first non-zero Stecklov eigenvalue σ1 > 0, which
is solution of the following variational principle

σ1 = min

{∫
Ω

|∇u(x)|2 dx :

∫
∂Ω

u(x)2dHd−1(x) = 1,

∫
∂Ω

u(x)dHd−1(x) = 0, u ∈ H1(Ω)

}
.

In particular, we recognize the Sobolev trace inequality

σ1

∫
∂Ω

u(x)2dHd−1(x) ≤
∫
Ω

|∇u(x)|2 dx,

which holds for all u ∈ H1(Ω) centered as
∫
∂Ω
u(x)dHd−1(x) = 0. Among all sufficiently

smooth domains Ω having the same volume as the standard unit ball B1, the one with
the largest first non-zero Steklov eigenvalue σ1 is the ball B1. This result is known as the
Brock-Weinstock inequality [2, 6], and, noting that σ1(B1) = 1, it can be written as

σ1(Ω) ≤ 1,

for all sufficiently smooth Ω such that |Ω| = |B1|. Furthermore, equality is attained if,
and only if Ω is a ball of radius 1. The stability of the Brock-Weinstock inequality has
been adressed by Brasco, De Philipis and Ruffini in [5], where they proved the following.

Theorem. ([5] Brasco-De Philippis-Ruffini, 2012)
There is a constant Cd depending only on the dimension d, such that for any open bounded
Lipschitz set Ω normalized such that |Ω| = |B1|,

1− σ1(Ω) ≥ Cd α(Ω),

where α denotes the Fraenkel asymmetry.

1.2 Stein’s method

Stein’s method is a set of techniques introduced by Stein [33] to give a quantitative
convergence rate in the central limit theorem, without any use of the Fourier transform.
Here we briefly present the use of the method in stability problems, and refer the reader
to Section 2.1 for a more technical introduction. The main idea of Stein’s method is
that we can control the distance between a probability distribution and the standard
normal distribution by means of a deficit in an integration-by-parts formula. Noting that
in the right cases, the Euler-Lagrange equation of a variational problem characterizes
the extremizers, Courtade and Fathi [9] pointed out that the almost extremizers should
almost satisfy the Euler-Lagrange equation, and so the stability problem of showing that
the deficit in the Euler-Lagrange equation controls some appropriate notion of distance to
the set of extremizers coincides exactly with the framework of Stein’s method. This line
of thought was original used to derive stability results for the Poincaré constant and the
logarithmic Sobolev constant of uniformly log-concave probability distributions [9], and
then was followed by stability results for the Poincaré constant of a probability distribution
under moment constraints in Rd [12], in the general setting of a Markov diffusion triple [32],
and under a curvature-dimension condition [13]. We can also mention the stability results
for the Poincaré-Korn inequality [11], for Klartag’s improved Lichnerowicz inequality [10],
or for the eigenvalues of any order of a one-dimensional diffusion [31]. Due to technical
problems with boundary terms, this method had never been implemented before this
work for functional and geometric inequalities involving shapes instead of probability
distributions.
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1.3 Main results

The goal of this paper is to develop Stein’s method for shapes. More precisely, we adapt
the usual Stein’s method in the case where probability distributions supported on the
whole space Rd are replaced by bounded domains Ω ⊂ Rd. The main technical challenge
is the presence of a boundary, and the fact that there is no standard method for extending
solutions with Neumann conditions from one general domain Ω to another. We address
this difficulty by replacing the Neumann condition with a more general condition known
in the PDE literature as the oblique boundary condition, see Problem (10) for a precise
statement. Intuitively, the idea is as follows. Suppose we want to compare two domains
Ω1 and Ω2. Firstly, we expect the set of functions on Ω1 satisfying the Neumann boundary
condition to characterize in some way the geometry of the domain Ω1, since by a classical
probabilistic representation formula, these functions are related to Brownian motion on
Ω1 reflected orthogonally on the boundary. Second, we transport the unit normal vector
from ∂Ω2 to the boundary of Ω1, and solve the oblique PDE problem where this new
boundary vector replaces the normal vector of Ω1. We expect the set of all functions on
Ω1 satisfying this new oblique condition to somehow represent Brownian motion on Ω2

reflected orthogonally on the boundary. The idea, then, is to use this set of functions as a
means of quantifying the difference between the two domains. In what follows, we focus
on the case where Ω1 is the standard unit ball because we are interested in applications
to isoperimetric problems, but we expect this strategy to work in broader cases, such as
anisotropic perimeters. Our first result is that in the case of a star-shaped domain Ω with
a Hölder continuous boundary, this strategy works and allows us to show the following.

Theorem 1. Let Ω be a S2,α
κ,Λ-domain and let ν denote its unit outward pointing normal

vector. Then for some constant Cd,α,κ,Λ > 0 depending only on the dimension d and
the regularity parameters α, κ and Λ, the α-Zolotarev distance between Ω and the ball is
bounded as

Zα(Ω, B1) ≤ Cd,α,κ,Λ

∫
∂Ω

∣∣∣∣ x|x| − ν

∣∣∣∣ .
The parameter κ characterizes the fact that Ω is uniformly star-shaped, and the param-
eters α ∈ (0, 1] and Λ characterize the regularity of the boundary, see Definition 1 for
details. The α-Zolotarev distance is a dual distance between the uniform probability dis-
tributions on B1 and on Ω, which interpolates between the total variation distance for
α = 0 and the 1-Wasserstein distance for α = 1, see Equation (14) for the precise defini-
tion. Note that the star-shaped assumption is needed in order for the oblique boundary
PDE to actually make sense, see Section 2.2. Note also the similarity between the quantity∫
∂Ω

|x/|x| − ν| and the oscillation index given in (2). Actually, this quantity represents
a type of barycentric L1-oscillation index, i.e. an L1-oscillation index which only looks
at the ball centered at the barycenter of Ω. In other words, Theorem 1 gives that the
oscillation index (2) controls the α-Zolotarev distances. Therefore, in combination with
Fusco-Julin’s classical results [18], Theorem 1 gives a quantitative isoperimetric inequality
with respect to the α-Zolotarev distances. Our second result is a kernel reformulation of
Stein’s method for shapes. We say that a matrix-valued function τΩ : Ω → Md(R) is a
Stein kernel for Ω (see Definition 2), when the following divergence-like formula∫

Ω

⟨τΩ, Du⟩HS =

∫
∂Ω

x · u(x),

holds for all C1 vector-valued functions u : Ω̄ → Rd, where ⟨, ⟩HS denotes the Hilbert-
Schmidt inner product for matrices. It is easy to see from the divergence theorem that
the constant matrix-valued function τB1 = Id, equals to the identity matrix, is a Stein
kernel for the standard unit ball B1. Our result is that in the case of a star-shaped domain
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Ω with a Hölder continuous boundary, the L1 distance between Id and any Stein kernel
of Ω controls the α-Zolotarev distance to the ball.

Theorem 2. Let Ω be a S2,α
κ,Λ-domain. Assume that it admits a Stein kernel τΩ : Ω̄ → Rd.

If Λ is small enough, then it exists a constant Cd,α,Λ > 0 depending only on the dimension
d and the regularity parameters α and Λ, such that

Zα(Ω, B1) ≤ Cd,α,Λ

∫
Ω

||Id − τΩ||HS.

Again, the parameters α and Λ characterize the regularity of the boundary, see Definition
1 for details, and note that contrary to Theorem 1, the dependence of the constant in the
parameter κ on the uniform star-shaped condition has been removed. As an application,
we get our third result, which is a quantitative form for the Brock-Weinstock inequality.

Theorem 3. If Λ is small enough, then it exists a constant C depending only on the
dimension d and the regularity parameters α and Λ, such that for any S2,α

κ,Λ-domain Ω
normalized such that |Ω| = |B1|,

1− σ1(Ω) ≥ C
σ1(Ω)

d|Ω|
Zα(Ω, B1)

2

where σ1 is the first non-zero Steklov eigenvalue.

Note that the assumption that Λ is small, which requires the Ω domain to be a small
perturbation of the ball, is necessary to guarantee that the oblique PDE (18) is elliptic.
For a broader statement, see Theorem 4. Our two others applications are a quantitative
isoperimetric inequality under a constraint on the first Steklov eigenvalue of the domain,
and a quantitative isoperimetric inequality involving the sum of the two deficits in the
weighted and unweighted isoperimetric inequalities.

Proposition. (see Proposition 1)
It exists a constant C > 0 depending only on the dimension d and the regularity parame-
ters α, κ and Λ of any S2,α

κ,Λ-domain Ω centered as
∫
∂Ω
x = 0, such that if the first non-zero

Steklov eigenvalue satisfies σ1(Ω) ≥ 1, then

|∂Ω| ≥ |∂Br|+ C Zα(Ω, B1),

where Br is a ball of the same volume as Ω.

Proposition. (see Proposition 2)
It exists a constant C > 0 depending only on the dimension d and the regularity pa-
rameters α, κ and Λ of any S2,α

κ,Λ-domain Ω with the volume constraint |Ω| = |B1|, such
that

δ(Ω) + δ|x|2(Ω) ≥ C Zα(Ω, B1),

where δ(Ω) = |∂Ω|−|∂B1| denotes the usual isoperimetric deficit, and δ|x|2(Ω) =
∫
∂Ω

|x|2−
|∂B1| denotes the isoperimetric deficit with the weight function |x|2.

It should be noted that these results appear to be new, even if they are no stronger
than the quantitative isoperimetric inequalities already known from other proof methods.

We conclude this section by some notations. In all the sequel, we denote by B1 the
standard unit ball, i.e. the ball with center 0 and radius 1. To lighten the notation,
we will omit to write the Hausdorff measure on integral on boundary, and therefore we
make the convention that an integral on a boundary without any precision is always with
respect to the (d− 1)-dimensional Hausdorff measure.
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2 Stein’s method for shapes

2.1 Fundamentals of Stein’s method

Let us start by recalling the basic idea behind Stein’s method, which comes from the field
of mathematical statistics. For a more complete introduction, we refer the reader to the
famous survey [29], from which we borrow the title of this section. In [33], Stein noted
that if a random variable W satisfies the following integration by parts formula for all
sufficiently smooth functions f : R → R,

E [f ′(W )−Wf(W )] = 0,

then W is distributed as the standard normal distribution γ, and moreover its distance
to the normal is bounded in the following way

W1 (L(W ), γ) ≤ sup
|f |,|f ′′|≤2
|f ′|≤

√
2/π

|E [f ′(W )−Wf(W )]| (4)

where W1 stands for the L1-Wasserstein distance and L(W ) denotes the distribution of
W . What is now commonly referred to as Stein’s method is the sum total of all the
techniques developed to bound the supremum in (4). The proof of (4) is based on the
dual Kantorovich formulation for W1,

W1 (µ, γ) = sup
|h′|≤1

∣∣∣∣∫ h dµ−
∫
h dγ

∣∣∣∣ (5)

and on the fact that for all Lipschitz h, the ODE

f ′(x)− xf(x) = h(x)−
∫
h dγ, x ∈ R (6)

admits a solution f satisfying |f |, |f ′′| ≤ 2|h′|∞ and |f ′| ≤
√
2/π|h′|∞. Hence, one can

write

W1 (µ, γ) = sup
|h′|≤1

∣∣∣∣∫ h dµ−
∫
h dγ

∣∣∣∣ = sup
f sol of(6)

∣∣∣∣∫ f ′ − xf dµ

∣∣∣∣ ≤ sup
|f |,|f ′′|≤2
|f ′|≤

√
2/π

∣∣∣∣∫ f ′ − xf dµ

∣∣∣∣
proving Stein’s inequality (4). Note that this method can easily be extended to higher
dimensions, and that it also admits an equivalent formulation by mean of the so-called
Stein kernels, see e.g. [28]. A matrix-valued map τ : Rd → Rd×d is said to be a Stein
kernel for the random variable W ∈ Rd if for all smooth enough vector-valued functions
f : Rd → Rd,

E [⟨τ(W ), Jacf⟩HS] = E [W · f(W )] ,

where ⟨, ⟩HS denotes the Hilbert-Schmidt inner product of matrices. It is easy to see that
if W is distributed as a standard normal distribution, then the constant function equals
to the identity matrix τ = Id is a Stein kernel. Then, up to a multiplicative constant, the
supremum in Inequality (6) can be reformulated as

inf
τ
E ||Id − τ(W )||HS (7)

where the infimum runs over all Stein kernels for W . This quantity is known as the
Stein discrependacy, and gives an upper bound for more classical distances between the
distribution of X and the Gaussian, such as Lp-Wasserstein distances. After adapting
Stein’s method for shapes in the next section, we will also give a kernel formulation in
Section 2.5.
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2.2 Stein’s method for shapes

Our aim is to import Stein’s method into a geometric context where probability distri-
butions are replaced by shapes. For this purpose, let α ∈ (0, 1], let Ω ⊂ Rd be a C2,α

domain, and let ν : ∂Ω → Sd−1 be the inner outward pointing normal of Ω. We assume
that Ω is star-shaped with respect to 0, so one can find some function R : Sd−1 → (0,∞)
such that

Ω = {0} ∪
{
x ∈ Rd \ {0} : 0 < |x| < R

(
x

|x|

)}
.

Note that the inversion x 7→ x/|x| is a C2,α one-to-one correspondence between ∂Ω and
Sd−1 whose inverse is given by θ ∈ Sd−1 7→ R(θ)θ ∈ ∂Ω. We can therefore define

νΩ : Sd−1 → Sd−1, νΩ(θ) := ν(R(θ)θ) (8)

which corresponds to the normal ν of ∂Ω transported on Sd−1.

Definition 1. We will say that a star-shaped domain Ω is in the regularity class S2,α
κ,Λ, or

is a S2,α
κ,Λ-domain, if it satisfies the following

• it is a C2,α domain for α ∈ (0, 1],

• it is κ-uniformly star-shaped with respect to 0 for some κ ∈ (0, 1], i.e.

∀x ∈ ∂Ω, ν · x
|x|

≥ κ.

• the radius function R is sufficiently close to 1, i.e. for some Λ > 0, it holds

||R− 1||C1,α(Sd−1) ≤ Λ.

Let us then define
ψ : B1 → Ω, ψ(x) = R

(
x

|x|

)
x (9)

which is a C1-diffeomorphism whose inverse is given by ψ−1(x) = 1
R(x/|x|)x. We will

denote by J its Jacobian J = | det(∇ψ)|. Note that ψ restricted to Sd−1 induces a
diffeomorphism from Sd−1 onto ∂Ω which is equal to the one mentioned above. Note also
that it follows from the third point of Definition 1 that ||J ||Cα(B1) ≤ Λ. Let then take a
function h ∈ Cα(Rd), and consider the following problem on the standard unit ball B1{

∆f(x) = h(x)− 1
|Ω|

∫
Ω
h, x ∈ B1

∇f(θ) · νΩ(θ) = 0, θ ∈ ∂B1
(10)

Equation (10) is a very particular instantiation of the more general theory of oblique PDEs,
for which we refer the reader to the book [24]. Note that the centering of h is necessary
since for Ω = B1 the problem boils down to the Neumann boundary problem on the
ball. The elliptic regularity theory ensures that (10) admits a solution f ∈ C2,α(B1), and
moreover, the following Schauder estimate holds for some constant Cd,α,κ,Λ > 0 depending
only on the dimension d and on the regularity parameters α, κ and Λ, (see Section 2.3)

||∇2f ||Cα(B1) ≤ Cd,α,κ,Λ ||h||Cα(B1) (11)

Defining the set
Hα =

{
h ∈ Cα(Rd), ||h||Cα(Rd) ≤ 1

}
(12)
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we can then write that

sup
h∈Hα

∣∣∣∣∫
B1

h dx− |B1|
|Ω|

∫
Ω

h dx

∣∣∣∣ = sup
f sol of(10)

∣∣∣∣∫
B1

∆f dx

∣∣∣∣
= sup

f sol of(10)

∣∣∣∣∫
Sd−1

∇f · θ dθ
∣∣∣∣

= sup
f sol of(10)

∣∣∣∣∫
Sd−1

J−1∇f · (θ −R(θ)νΩ(θ)) J

∣∣∣∣
≤ sup

f sol of(10)
||J−1||Cα||∇2f ||Cα(B1)

∫
Sd−1

|θ −R(θ)νΩ(θ)| J dθ

≤ Cd,α,κ,Λ sup
h∈Hα

||h||Cα(B1)

∫
Sd−1

|θ −R(θ)νΩ(θ)| J dθ

= C̃d,α,κ,Λ

∫
Sd−1

|θ −R(θ)νΩ(θ)| J dθ.

Therefore we have proved the following inequality,

Zα(Ω, B1) ≤ Cd,α,κ,Λ

∫
Sd−1

|θ −R(θ)νΩ(θ)| J dθ (13)

for some constant Cd,α,κ,Λ depending only on d, α, κ, and Λ, and where Zα stands for the
α-Zolotarev distance, α ∈ (0, 1], between Ω and the standard unit ball B1, defined by

Zα(Ω, B1) = sup
h∈Hα

∣∣∣∣∫
B1

h dx− |B1|
|Ω|

∫
Ω

h dx

∣∣∣∣ (14)

with Hα as defined in (12). The α-Zolotarev distance Zα has the form of an integral
probability metric, which is an usual type of dual distance between probability distribu-
tions. Note that for α = 0, Zα coincides with the total variation distance, which coincides
itself with the Fraenkel asymmetry (1), and for α = 1, it coincides with the Kantorovich
distance (5). Let us mention that the classic k-Zolotarev distance, k ∈ N∗, is defined
as an integral probability metric where the supremum is running over all functions with
Ck-norm bounded by 1, see e.g. [3]. We conclude this section by a few remarks.

Remark 1.

• Note that Theorem 1 is proved in the same way as Inequality (13) by only not writing
R(θ) at line 3 in the calculation above. We have chosen to not make R appear in
the statement of Theorem 1 for the ease of interpretation, but we used the presence
of R in the applications of Sections 3.2 and 3.3.

• Inequality (13) is to be compared by analogy with Stein’s inequality (4). In particular
the quantity

sup
∇f ·νΩ=0
on Sd−1

∣∣∣∣∫
B1

∆f dx

∣∣∣∣
is a divergence-like quantity for Ω with respect to the ball B1, in the spirit of the
supremum in Stein’s original lemma (4). Note moreover that when Ω = B1, it
follows from the divergence theorem and the fact that νB1 = νΩ = x is the unit
normal vector of ∂B1, that

sup
∇f ·νΩ=0
on Sd−1

∣∣∣∣∫
B1

∆f dx

∣∣∣∣ = sup
∇f ·νΩ=0
on Sd−1

∣∣∣∣∫
Sd−1

∇f · x
∣∣∣∣ = 0,

and so both terms of (13) are equal to zero if, and only if, Ω = B1.
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• Note that from Inequality (13) and the Cauchy-Schwarz inequality, it is easy to see
that, for another constant Cd,α,κ,Λ, we have

Zα(Ω, B1)
2 ≤ Cd,α,κ,Λ

∫
Sd−1

|θ −R(θ)νΩ(θ)|2 J dθ (15)

2.3 Oblique Schauder estimates

The goal of this section is to review some results about the oblique boundary PDE given
in (10). Let us recall it: {

∆f(x) = h(x)− 1
|Ω|

∫
Ω
h, x ∈ B1

∇f(θ) · νΩ(θ) = 0, θ ∈ ∂B1

where νΩ, defined by (8), is the normal vector of ∂Ω transported on Sd−1, and h is a
α-Hölder function defined on Rd. The domain Ω ⊂ Rd is assumed to be S2,α

κ,Λ-regular, see
Definition 1. Such a problem is said to be oblique when the vector field of the boundary
condition, here νΩ, points in the same direction as the outward normal vector of the
domain, here B1. In our case, this means that ∀θ ∈ Sd−1, θ · νΩ(θ) > 0, which is satisfied
since by assumption Ω is uniformly star-shaped. Note, however, that we are concerned
here with the case where the second-order elliptic operator is the Laplacian, which is a
very particular instantiation of the more general theory of oblique elliptic PDEs, for which
we refer the reader to the book [24]. Although uniqueness cannot be guaranteed for such a
problem since it is a generalization of a Neumann boundary problem, solvability is always
ensured through the Fredholm alternative, see [20, Theorem 6.31] and the remark that
follows. As far as Schauder estimates are concerned, the assumption on the S2,α

κ,Λ-regularity
of Ω, i.e. the Hölder regularity of the boundary, the uniform constant in the star-shaped
condition, and the control of the Hölder norm of the R-radius function, are exactly the
requirement of [20, Thm 6. 30] for the following oblique Schauder estimate to hold for a
constant Cd,α,κ,Λ depending only on the dimension d, and the regularity parameters α, κ
and Λ, and for any h ∈ Cα(B1),

||∇2f ||Cα(B1) ≤ Cd,α,κ,Λ

(
||f ||C0(B1) + ||h||Cα(B1)

)
(16)

Note that, in general, Schauder’s constant depends on the domain in a more complicated
way, which is why we only consider the problem on the standard unit ball. The proof
proceeds as in the case of the Dirichlet boundary condition, by first computing the har-
monic Green’s function when the coefficients are constant on Rd

+, and deducing interior
regularity estimates, second, generalizing it to variable coefficients by the technique of
freezing the coefficients, and third, generalizing it to curved boundaries by mean of local
straightening of the boundary to eventually get the global Schauder estimate (16). Let
us mention that the regularity assumption on the boundary ∂Ω ∈ C2,α can be relaxed
to ∂Ω ∈ C1,α, see [1]. We can now show how the oblique Schauder estimate (11) used
in Section 2.2 can be derived from the estimate (16). We are therefore going to prove
that for some constant Cd,α,κ,Λ depending only on the dimension d, and the regularity
parameters α, κ and Λ, and for any h ∈ Cα(B1),

||∇2f ||Cα(B1) ≤ Cd,α,κ,Λ ||h||Cα(B1) (17)

The proof can be performed from (16) exactly as in the case of the Neumann boundary
condition (see [26]), but let us sketch it for completeness. Arguing by contradiction, let
fk ∈ C2,α(B̄1) and hk ∈ Cα(B̄1) be two sequences normalized as∫

B1

fk = 0, ||fk||C2,α(B1) = 1,

9



and satisfying for all k ∈ N,{
∆fk = hk − 1

|B1|

∫
B1
hk, x ∈ B1

∇fk · νΩ = 0, x ∈ ∂B1

and
||fk||C2,α(B1) > k ||hk||Cα(B1).

It immediately follows that hk → 0 in Cα(B̄1). Moreover, using the Ascoli-Arzela theorem,
we can obtain a subsequence fkn → f̃ in C2(B̄1), and therefore deduce that f̃ ∈ C2(B̄1)
satisfies 

∆f̃ = 0, x ∈ B1

∇f̃ · νΩ = 0, x ∈ ∂B1∫
B1
f̃ = 0

so necessarily f̃ = 0, from which we get a contradiction by using (16) and the normaliza-
tion ||fk||C2,α(B1) = 1.

2.4 The probabilistic interpretation

Whereas the Poisson equation with Neumann boundary conditions on B1 can be repre-
sented as a Brownian particle moving in B1 which is orthogonaly reflected each time it
touches the boundary, the oblique Equation (10) can be represented as a Brownian par-
ticle which is reflected by the vector field νΩ on the boundary. The star-shaped condition
x · ν > 0 then guarantees that the particle remains in B1. Note that very close to a point
θ ∈ Sd−1, the oblique particle behaves as if it were a Brownian with an orthogonal re-
flection inside the dilation Ω1/R(θ) = {x ∈ Rd ; d(x,Ω) ≤ 1/R(θ)} whose boundary passes
through θ. In this viewpoint, solutions of (10) can be written

f(x) = −
∫ ∞

0

E [h(Xx
t )] dt,

where Xx
t solves the martingale problem

Xx
t = x+Bt − kt, kt =

∫ t

0

νΩ(Xs) d|k|s, |k|t =
∫ t

0

1Xt∈Sd−1 d|k|s

with Bt a standard Brownian motion on Rd. When Ω is a smooth and strictly star-shaped
domain, i.e. when ∀x ∈ ∂Ω, x · ν > 0, existence and uniqueness of (Xt, kt) are insured
by Lions-Sznitman’s result [25]. Note that the smoothness assumption can be relaxed by
[30], and existence holds also in case of Lipschitz domains, see [22]. Let us conclude this
section by mentioning that a probabilistic proof of Schauder’s oblique estimate (11) is not
known to the author, but seems to be an interesting avenue to explore in view of Stein’s
method for shapes.

2.5 The Stein kernel formulation

In this section, we state the kernel formulation of Stein’s method for shapes. To achieve
this, we need to make a few adjustments. Let Ω be a S2,α

κ,Λ-domain, and let J be the
Jacobian of the diffeomorphism ψ : B1 → Ω defined in (9) by ψ(x) = R(x/|x|)x. Let us
then take a function h ∈ Cα(Rd), and consider the following variant of Problem (10) on
the standard unit ball{

J(θ) ⟨Id,∇2f(θ)(Dψ)−1(θ)⟩HS = h(θ)− 1
|Ω|

∫
Ω
h, θ ∈ B1

∇f(θ) · ψ(θ) = 0, θ ∈ ∂B1
(18)

10



where (Dψ)−1 denotes the inverse of the Jacobian matrix of ψ, and ⟨ , ⟩HS denotes the
Hilbert-Schmidt inner product for matrices. If the radius function R is close enough
to 1 in C1-norm, i.e. if Λ is small enough in the notation of Definition 1, then the
diffeomorphism ψ is sufficiently close to the identity function in C1-norm to guarantee
that the symmetric part of the matrix Dψ is positive-definite, and therefore Problem (18)
is elliptic. Moreover, since for all θ ∈ Sd−1, ψ(θ) · θ = R(θ)|θ|2 = R(θ) > 0, it follows
that the boundary condition in Problem (18) is oblique. The regularity assumptions on Ω
imply that the following Schauder estimate holds for some constant Cd,α,Λ > 0 depending
only on the dimension d and on the regularity parameters α and Λ,

||∇2f ||Cα(B1) ≤ Cd,α,Λ ||h||Cα(B1) (19)

Note that the dependance in κ has been removed due to the change in boundary condition.
Now the Schauder constant depends on the uniform lower bound of θ · ψ(θ), θ ∈ Sd−1,
which is controlled by Λ, since θ·ψ(θ) = R(θ). The notion of Stein kernel can be translated
into the geometric framework as follows.

Definition 2. We will say that a matrix-valued function τΩ : Ω → Md(R) is a Stein
kernel for Ω, when for all C1 vector-valued functions u : Ω̄ → Rd, it holds that∫

Ω

⟨τΩ, Du⟩HS =

∫
∂Ω

x · u(x)

The divergence theorem immediately gives that the constant function τB1 = Id, equals to
the identity matrix, is a Stein kernel for the standard unit ball. Stein’s method can then
be translated into the claim that the difference between any Stein kernel for Ω and the
identity matrix Id should control some notion of distance between Ω and the ball. This
is made rigorous by taking f as a solution of (10) and computing∫

B1

h− |B1|
|Ω|

∫
Ω

h =

∫
B1

J(θ) ⟨Id,∇2f(θ)(Dψ)−1(θ)⟩HS

=

∫
B1

J(θ) ⟨Id,∇2f(θ)D(ψ−1)(ψ(θ))⟩HS −
∫
Sd−1

J(θ)∇f(θ) · ψ(θ)

=

∫
Ω

⟨Id,∇2f(ψ−1(x))D(ψ−1)(x)⟩HS −
∫
∂Ω

∇f(ψ−1(x)) · x

=

∫
Ω

⟨Id,∇2f(ψ−1(x))D(ψ−1)(x)⟩HS −
∫
Ω

⟨τΩ, D
(
∇f ◦ ψ−1(x)

)
⟩HS

≤
∫
Ω

||Id − τΩ||HS||∇2f(ψ−1(x))D(ψ−1)(x)||HS

≤ Cd,α,Λ ||h||Cα(B1)

∫
Ω

||Id − τΩ||HS

where we used the oblique boundary condition at line 2, the change of variable formula
with the diffeomorphism ψ at line 3, the definition of Stein kernel at line 4, the Cauchy-
Schwarz inequality for the first inequality and the oblique Schauder estimate (19) for
the second inequality. Recalling the definition (12) of the α-Zolotarev distance, we have
therefore proved the following inequality

Zα(Ω, B1) ≤ Cd,α,Λ

∫
Ω

||Id − τΩ||HS (20)

which is Theorem 2. We conclude this section by pointing out that the quantity

inf
τΩ

∫
Ω

||Id − τΩ||HS,

where the infimum runs over all Stein kernels for Ω, is the direct adaptation to the
geometric framework of the so-called Stein discrepancy presented in Section 2.1, see [23]
for its classical use with Gaussian distributions.
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3 Applications

3.1 Stability for the Brock-Weinstock inequality

In this section, we will show how the Stein kernel formulation from Section 2.5 can be
used to derive a stability result for the Brock-Weinstock inequality. We will consider the
Sobolev trace inequality for C1-vector-valued functions u : Ω̄ → Rd, on a domain Ω, which
states that ∫

∂Ω

||u− ū||22 ≤ C

∫
Ω

||Du||2HS (21)

where
ū :=

1

|∂Ω|

∫
∂Ω

u,

and || · ||2 denotes the Euclidean norm of vectors, and || · ||HS denotes the Hilbert-Schmidt
norm for matrices. We will denote by CBW (Ω) the best constant in (22), i.e. the smallest.
Note that, as mentioned in the introduction, 1/CBW (Ω) coincides with the first non-zero
Steklov eigenvalue σ1(Ω) > 0, and furthermore

CBW (Ω) ≥ 1 (22)

with equality attained if, and only if, Ω is a ball. We can now state our result, the proof
of which follows the line of thought introduced in [12] for the Poincaré constant of a
probability distribution under moment constraints.

Theorem 4. Let Ω be a S2,α
κ,Λ-domain, with Λ small enough to guarantee that the positive

part of Dψ is positive-definite, and let CBW (Ω) denote the inverse of its first non-zero
Steklov eigenvalue. Assume that Ω is normalized in the following way∫

∂Ω

x = 0, and

∫
∂Ω

|x|2 ≥ d|Ω| (23)

Then the following quantitative inequality holds for some constant C > 0 depending only
on the dimension d and the regularity parameters α and Λ,

CBW (Ω) ≥ CBW (B1) +
C

d|Ω|
Zα(Ω, B1)

2 (24)

where Zα denotes the α-Zolotarev distance given in (14).

It follows from the isoperimetric inequality with weight |x|2, that if Ω is centered and
satisfies |Ω| = |B1|, then the normalizing conditions (23) are satisfied, see [2]. Indeed,∫

∂Ω

|x|2 = Per|x|2(∂Ω) ≥
∫
Sd−1

|x|2 = |∂B1| = d|B1| = d|Ω|.

Consequently, we can deduce Theorem 3 stated in Section 1.3.

Corollary 1. Let Ω be a S2,α
κ,Λ-domain with Λ small enough, and let CBW (Ω) denote the

inverse of its first non-zero Steklov eigenvalue. Assume that Ω satisfies |Ω| = |B1|. Then
the following quantitative inequality holds for some constant C > 0 depending only on the
dimension d and the regularity parameters α and Λ,

CBW (Ω) ≥ CBW (B1) +
C

d|Ω|
Zα(Ω, B1)

2.
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Proof of Theorem 4. Let us consider the map

Φ : u 7→
∫
∂Ω

x · u(x).

The functional Φ is a linear form on the space

E :=

{
u : Ω̄ → Rd :

∫
∂Ω

u = 0 and

∫
Ω

|Du|2HS <∞
}
,

which is a Hilbert space equipped with the inner product ⟨f, g⟩E :=
∫
Ω
⟨Df,Dg⟩HS. By

using the Sobolev trace inequality (21) on Ω, we obtain that Φ is continuous on E. Indeed,

|Φ(u)| =
∣∣∣∣∫

∂Ω

x · u(x)
∣∣∣∣ ≤ (∫

∂Ω

|x|2
∫
∂Ω

|u|2
)1/2

≤
(∫

∂Ω

|x|2
)1/2(

CBW (Ω)

∫
Ω

||Du||2HS

)1/2

Moreover, we get that Φ has an operator norm satisfying

|||Φ|||op ≤
(
CBW (Ω)

∫
∂Ω

|x|2
)1/2

(25)

Hence, by using the Riesz representation theorem, one can find some g ∈ E such that

∀u ∈ E, Φ(u) =

∫
Ω

⟨Dg,Du⟩HS.

In other words, Dg is a Stein kernel for Ω in the sense of Definition 2, and moreover, its
norm is equal to the operator norm of Φ, and therefore by (25), we get that∫

B1

||Dg||2HS ≤ CBW (Ω)

∫
∂Ω

|x|2 (26)

We can therefore compute∫
Ω

||Id −Dg||2HS = d|Ω|+
∫
Ω

||Dg||2HS − 2

∫
Ω

⟨Id, Dg⟩HS

= d|Ω|+
∫
Ω

||Dg||2HS − 2

∫
∂Ω

|x|2HS

≤ d|Ω|+ (CBW (Ω)− 2)

∫
∂Ω

|x|2HS,

where we used the fact that g is a Stein kernel at line 2, and Inequality (26) at line 3. By
using the normalization conditions (23), we obtain∫

Ω

||Id −Dg||2HS ≤ (CBW (Ω)− 1) d|Ω|,

which, in combination with (20), gives

CBW (Ω) ≥ CBW (B1) +
Zα(Ω, B1)

2

d|Ω|C2
d,α,Λ

,

concluding the proof.
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3.2 Isoperimetric stability under a Steklov constraint

In the previous section, we have seen how Stein’s method for shapes can be used to prove
stability for the first non-zero Steklov eigenvalue σ1 = 1/CBW (Ω) under a volume con-
straint. In this section, we study the converse and show that a quantitative isoperimetric
inequality follows from a constraint on the first non-zero Steklov eigenvalue.

Proposition 1. Let Ω be a S2,α
κ,Λ-domain centered such that

∫
∂Ω
x = 0. If its first non-zero

Steklov eigenvalue satisfies σ1 ≥ 1, then the following quantitative isoperimetric inequality
holds for some constant C > 0 depending only on the dimension d and the regularity
parameters α, κ and Λ,

|∂Ω| ≥ |∂Br|+ C Zα(Ω, B1), (27)

where Zα denotes the α-Zolotarev distance given in (14), and Br is a ball of the same
volume as Ω.

Proof. Recalling the definition of J and νΩ from Section 2.2, one can see that∫
Sd−1

|θ −R(θ)νΩ(θ)|2 J dθ =
∫
∂Ω

∣∣∣∣ x|x| − |x|ν
∣∣∣∣2

=

∫
∂Ω

(
1− 2x · ν + |x|2

)
= |∂Ω| − 2

∫
Ω

∇ · x+
∫
∂Ω

|x|2

= |∂Ω| − 2d|Ω|+
∫
∂Ω

|x|2

≤ |∂Ω| − 2d|Ω|+ CBW (Ω)

∫
Ω

||Id||2HS

= |∂Ω|+ d|Ω| (CBW (Ω)− 2)

≤ |∂Ω| − d|Ω|,

where the Brock-Weinstock inequality (22) is used at line 5, and the constraint σ =
1/CBW (Ω) ≥ 1 is used at the last line. Inequality (27) follows then from Inequality (15),
and from the fact that d|Ω| = d|Br| = |∂Br|.

3.3 Stability for a combined weighted-unweighted isoperimetry

In this section, we show how Stein’s method for shapes immediately gives a quantitative
isoperimetric inequality with a trade-off between the usual perimeter and the perimeter
weighted by the squared norm |x|2.

Proposition 2. Let Ω be a S2,α
κ,Λ-domain, with the volume constraint |Ω| = |B1|. Then the

following quantitative combined weighted-unweighted isoperimetry holds for some constant
C > 0 depending only on the dimension d and the regularity parameters α, κ and Λ,

δ(Ω) + δ|x|2(Ω) ≥ C Zα(Ω, B1), (28)

where δ(Ω) = |∂Ω| − |∂B1| denotes the usual isoperimetric deficit, δ|x|2(Ω) =
∫
∂Ω

|x|2 −
|∂B1| denotes the isoperimetric deficit with weight function |x|2, and Zα denotes the α-
Zolotarev distance given in (14).
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Proof. By stoppping the calculation earlier in the proof of Proposition 1, we obtain∫
Sd−1

|θ −R(θ)νΩ(θ)|2 J dθ =
∫
∂Ω

∣∣∣∣ x|x| − |x|ν
∣∣∣∣2

=

∫
∂Ω

(
1− 2x · ν + |x|2

)
= (|∂Ω| − d|Ω|) +

(∫
∂Ω

|x|2 − d|Ω|
)
.

Now, if Ω is normalized by the volume constraint |Ω| = |B1|, one recognizes the term
|∂Ω|−d|Ω| as the usual isoperimetric deficit, and the term

∫
∂Ω

|x|2−d|Ω| as the weighted
isoperimetric deficit. We then immediately get the result from Inequality (15).

Remark 2. An immediate consequence of Proposition 2 is that it recovers a quantitative
isoperimetric inequality as soon as the unweighted perimeter is greater than the weighted
one. Recalling the definition of R in Section 2.2, we can perform a perturbative comparison
between those two perimeters. Write R = 1 + ε for some small function ε : Sd−1 → R+.
On the one hand, we have that∫

∂Ω

|x|2 =
∫
Sd−1

Rd+1

√
1 +

1

R2
|∇Sd−1R|2

=

∫
Sd−1

(
1 + (d+ 1)ε+

d(d+ 1)

2
ε2 +

1

2
|∇Sd−1ε|2

)
+ o(ε2, |∇ε|2),

and on the other hand,∫
∂Ω

1 =

∫
Sd−1

Rd−1

√
1 +

1

R2
|∇Sd−1R|2

=

∫
Sd−1

(
1 + (d− 1)ε+

(d− 1)(d− 2)

2
ε2 +

1

2
|∇Sd−1ε|2

)
+ o(ε2, |∇ε|2).

So at order 2, for
∫
Sd−1 ε = 0, we have

|∂Ω| ≤
∫
∂Ω

|x|2 + o(ε2, |∇ε|2).

However, as can be seen by continuing the development, the inequality is not preserved at
other orders, and for example the domain given by

Ω = {0} ∪
{
x ∈ Rd \ {0} : 0 < |x| < R

(
x

|x|

)}
,

with
R(θ) = sin(kθ) + 1, k = 10,

satisfies

|Ω| ≈ 33.6 > 31.3 ≈
∫
∂Ω

|x|2.
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