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Motivated by recent observations of rapid (interannual)

signals in the geomagnetic data, and by advances
in numerical simulations approaching the Earth’s
outer core conditions, we present a study on
the dynamics of hydromagnetic waves evolving
over a static base state. Under the assumption
of timescales separation between the rapid waves
and the slow convection, we linearise the classical
magneto-hydrodynamics equations over a steady
non-axisymmetric background magnetic field and
a zero velocity field. The initial perturbation is a
super-rotating pulse of the inner core, which sets
the amplitude and length-scales of the waves in
the system. The initial pulse triggers axisymmetric,
outward propagating torsional Alfvén waves, with
characteristic thickness scaling with the magnetic
Ekman number as Ek]l\f. Because the background
state is non-axisymmetric, the pulse also triggers
non-axisymmetric, quasi-geostrophic Alfvén waves.
As these latter waves propagate outwards, they
turn into quasi-geostrophic, magneto-Coriolis waves
(QG-MC) as the Coriolis force supersedes inertia in
the force balance. The period of the initial wave
packet is preserved across the shell but the QG-
MC wave front disperses and a westward drift is
observed after this transformation. Upon reaching
the core surface, the westward drift of the QG-MC
waves presents an estimated phase speed of about
1100 km/y. This analysis confirms the QG-MC nature
of the rapid magnetic signals observed in geomagnetic
field models near the equator.
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1. Introduction

Rapid variations of the Earth’s core magnetic field are a topic of active current investigation.
Rapid in this context refers to timescales that are much shorter than the overturn time of the
core, 7y =d/Uc ~ 125y — where d =2258.5km is the thickness of the Earth’s outer core and
Uc~20km/y is a typical convective velocity of the fluid it contains — and corresponds to
variations over a year up to several decades. One example is the recurrence of geomagnetic jerks,
first reported in 1969-1970 [1], and since regularly detected (e.g., [2-5]). With the improvement
of the observational geomagnetic field models (e.g., [6,7]), jerks have been associated with short
sequences of pulses of alternating polarities in the magnetic field’s second time-derivative [2]. The
nature of these pulses have frequently been interpreted as waves propagating in the Earth’s core,
such as magnetic Rossby waves [8,9]. More recently, the arrival of Alfvén waves packets [10] and
Quasi-Geostrophic Magneto-Coriolis waves [11] has been proposed as a source for the jerks [12],
while it has been shown that such waves with a suitable period could exist in the Earth’s outer
core [13].

Waves are fundamentally the result of a restoring force acting within a destabilised system.
They basically arise when the primary balance of a system is disturbed and returns to equilibrium
under the influence of a sub-dominant force. In the outer core of the Earth, it is widely
believed that a primary balance holds between the Coriolis force and the pressure, i.e. the
Quasi-Geostrophic balance (hereafter QG) [14]. Although this leading-order equilibrium is still
debated (see e.g., [15,16]), some of the most advanced Earth-like three-dimensional simulations
(e.g., [17,18]) yield a QG balance at leading order, supplemented by a secondary balance between
the Lorentz force, the buoyancy and the remaining of the Coriolis force. This force balance
comprising a Quasi-Geostrophic 0" order equilibrium and a 1% order balance between the
Magnetic, the Archimedean and the remaining of the Coriolis forces, has been termed a QG-MAC
balance (e.g., [19]). Inertia comes then at second order, and is the next force that can accommodate
deviations from the QG-MAC balance because viscosity comes even further below. Several types
of waves are then possible depending on the restoring balance. Axisymmetric torsional and
quasi-geostrophic Alfvén waves [10], evolving on annual to decadal timescales, are sustained
by a magneto-inertial balance. Magneto-Coriolis waves [13], evolving on multi-annual up to
millennial timescales, are sustained by a magneto-Coriolis balance. And 'slow’, quasi-geostrophic
Rossby waves [20,21], evolving on sub-annual timescales, are finally the result of a Coriolis-
inertial balance. Note that waves restored in part by buoyancy such as MAC waves [22] are only
possible with stabilising buoyancy, e.g. within a stratified layer [22].

Advanced three-dimensional simulations (see e.g., [23]), and improving satellite data [5,24]
have shown that there is a timescale separation between the fast (interannual) wave dynamics
and the slower (secular) convective processes of the dynamo. Understanding wave dynamics is
thus essential for understanding the rapid variations of the magnetic field from the Earth’s core. A
clear separation between the different dynamical timescales is then crucial: at times scales longer
than the core overturn time, the waves will be disrupted by the convection, and at timescales
shorter than the rotation period 7, =1/{2 — where (2 is the rotation period of the Earth —, the
effects of rotation are no longer dominant. Between these daily and centennial timescales, the
Alfvén time 74 = d \/p 1/ Bg — about ~ 2 years in the core [25], where Bg, is the rms value of the
Earth’s magnetic field, and p and p are respectively the density and the magnetic permeability of
the Earth’s core —is the fundamental timescale in the vicinity of which most of the wave dynamics
is expected to occur. This timescale is accessible with satellite geomagnetic observations [5]. In
particular, QG-MC waves [13,26] are accessible within the current temporal resolution of the
geomagnetic data and have been identified in core flows retrieved from geomagnetic variations
[27].

However, it is still difficult to clearly separate waves from the convection in three-dimensional
simulations, because the spectra around 7, and 74 — whose values are too close in simulations
far from the Earth’s core parameters — overlap. The rapid dynamics being nonetheless a deviation
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from the slower convective dynamo and involving the much weaker inertia in the core, it can
be seen as a small and linear perturbation about a static base state. Such small perturbation
then allows to linearise the magneto-hydro-dynamics equations around a static background
state, inducing a better separation of the different timescales. A similar strategy was previously
followed to study axisymmetric [28] and non-axisymmetric [29] perturbations. Here we follow
the same strategy to pursue the study and characterisation of rapid, non-axisymmetric waves in
the light of the recent understanding brought by [13,27].

The paper is organised as follows. The methodology is described in § 2, and the taxonomy of
waves that are expected in our setup is detailed in § 3. We then present and analyse our results in
§ 4, before discussing and proposing some perspectives of this work in § 5.

2. Methodology

(a) Linearised Magneto-hydrodynamic equations

We use a three-dimensional dynamical model to study an incompressible fluid in a thick spherical
shell. The spherical coordinates system (r, 6, ¢) with unit vectors (er, ey, e4) is used. Our model
solves for the velocity field U and magnetic field B of an electrically conducting rapidly rotating
spherical shell — assumed to be at a constant angular velocity £2 = {2e.. The shell has a thickness
d =1, — r; with an aspect ratio r; /7o = 0.35, suitable for a planetary core such as the Earth’s outer
core — where r; and 7, thus are respectively the radii of the inner core boundary (hereafter ICB)
and of the core mantle boundary (hereafter CMB). A solid inner core is present from r =0 to
r = r;. Electromagnetic conditions are conducting at » = r; and insulating at r = r,. Additionally,
the mechanical boundaries are stress-free at both r; and r, and the inner core can rotate freely
(the kinetic momentum will be conserved for the whole system).

We place ourselves in the setup of [28] and linearise our system around a chosen background
state magnetic field By and an arbitrary background velocity field Ug, i.e. U=Ug + u and
B=Bg+b - where u and b are respectively the velocity and magnetic perturbation fields.
The adimensioning of our set of equations is done using the shell thickness d as the reference
for length, the Alfvén timescale 74 =d \/p i/ By as the reference for time and the Elsasser unit
V/p pn 12 as the reference for magnetic field strength — with By the rms value of the background
magnetic field’s strength, and 7 the magnetic diffusivity of the fluid. The amplitude of the velocity
field is arbitrary. This system is controlled by three dimensionless parameters, the Lehnert A,
Lundquist S and magnetic Prandtl Pm numbers, which are respectively defined by

By dBg v
A Qdm’s nm,Pm ’ (2.1)
where v is the kinematic viscosity of the fluid. Note that each of these parameters can also be
thought of as a timescale ratio, i.e.

A="2 g_T1 pp=T0 2.2)
TA TA Tv
where 7, = d? /n is the magnetic diffusive timescale, 7, = d? /v is the viscous diffusive timescale,
and 7 =1/2 is the rotation timescale. For the Earth’s core, these parameters are estimated to
be approximately A ~ 1074, 5 ~ 10% and Pm ~ 1075 [25,30,31]. Additionally, an other important
dimensionless parameter for the Earth’s core dynamics is the Ekman number Ek =v/Qd* =
T /Tv, of which we also report the estimate for the Earth’s core Ek ~ 10715,

Focusing on the 15 order dynamics, we neglect the background flow U — which is thought
to be negligible compared to the Alfvén timescales in the Earth’s core [32,33] — and the Lorentz
force (V x Bg) x Bg that could drive a background flow — a standard choice in such studies
(e.g., [13,29]). The time evolution of the perturbation fields then reads

ou 2 1 Pm

_ Pm _o
E—kxezxu— Vp—kipm)\[(be)xBo—I—(VXBo)xb]—i— g Viu, (2.3)
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ob 1o
5p =V x (uxBo) + & Vb. 2.4)

The perturbations w and b are triggered by an initial perturbation of the inner core (following
[28]).

An important quantity in such a setup is the local Alfvén speed depending on the strength of
the z-averaged cylindrical radial component of the background magnetic field By s, such that

B2
Va(s, ¢) = <p°> : 2.5)

with s = rsin 0 the cylindrical radius, and where the angular brackets (x) in the above expression
refer to the axial average of any quantity z, such that

h
(z) = % th xdz, (2.6)

with z = r cos 6 the coordinate along the direction of the rotation axis, and h = v/ s2 — 52 the half-
height of a cylinder aligned with the rotation axis at a cylindrical radius s. s, is the cylindrical
radius of the outer core surface, i.e. so =7o. An axisymmetric Alfvén speed can also be defined as

—2
— By s
Vals)= <°> 2.7)
p 1
where the overbar = denotes the azimuthal average of any quantity z, i.e.
1 27
EE—J zde. 2.8)
2w 0

(b) Initial conditions

The system starts at rest with respect to the reference frame of rotation. The outer core fluid is
then accelerated by the Lorentz force after a super-rotating impulse of the inner core. This impulse
forcing follows [28,29] and approaches a Dirac, such that

2
—(—=-3
Qe=ARe <T ) (2.9)

’

where the duration of the forcing is a small fraction of the Aflvén time 7" = 7,y150/74 = 1.1 X
10~2 and remains constant within our set of simulations.

(c) Magnetic base state

Again following [28,29], our static background magnetic field Bg is chosen as to respect the
insulating condition at the outer boundary, and reads

Bo=V x (V x Wr), with (2.10)
W = [j1 (B117/70) — 0.3 1 (B127/70)] Y (0, ¢)
—0.273 (B317/70) Y(0, ) (2.11)

+0.3 43 (B317/70) Y33('9: ®) 5

where jy, is the ™ order spherical Bessel function of the first kind, and Bny is the pth root of
Jn—1(Br/ro). Y,™(0,¢) are the spherical harmonics into which both the velocity and magnetic
fields are decomposed with £ and m respectively the spherical harmonic degree and order of the
decomposition.

The radial component of By at the core mantle boundary, the fieldlines of the axisymmetric
poloidal magnetic field and an equatorial section of the radial component of this background
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Figure 1: Radial component of the background magnetic field at the CMB By ;|r=r, (a), fieldlines
of the axisymmetric poloidal background magnetic field (b), and radial component of the
background magnetic field in the equatorial plane Bo,r|g—r/2 (c). The trajectories along fast
longitudes (in light-blue) are additionally shown in the equatorial plane.

magnetic field are displayed in Figure 1. The Alfvén speed V4 depending on the strength of
the background magnetic field (see eq. 2.5), trajectories along fast longitudes — defined as where
[|Bol| is the largest — (in light-blue) are displayed for By , in the equatorial plane (Fig. 1 c). This
base state was first designed to aim at modelling torsional waves in the Earth’s outer core [28].
But the main characteristics that interest us in this study are: (i) it is non-axisymmetric, (i7) it has a
non-zero Bg,r component at the equator, and (iif) it matches a potential outer boundary condition.

(d) Numerical implementation

Our numerical implementation is derived from [34,35] and relies on a spectral spherical harmonic
decomposition of both the velocity and magnetic fields up to a maximum degree and order
fmax = Mmax in the horizontal direction while a discretisation using a second-order finite-
difference scheme up to a maximum of N, grid points is used in the radial direction. To handle
the spherical harmonic transforms, we use the open-source SHTns! library [36]. Parallelisation
of the code relies on the Message Passing Interface (MPI) library. A second-order, semi-implicit
scheme is used to time-step the equations of the system.

We follow [18,35] and we approximate our solutions using an hyperdiffusivity approach
applied to the small length-scales of the velocity field — the magnetic field remaining fully
resolved. The numerical implementation of this hyperdiffusivity is derived from [37] and takes
the form

Veff = I/qu_eH for £ >4y, (2.12)

with ¢g the cut-off degree above which the hyperdiffusion smoothly increases and affects the
small length-scales of the solution at a rate controlled by the parameter gzr. Here, we adopt values
for the hyperdiffusion parameters that have been used in previous studies showing a satisfying
convergence of the magnetic and kinetic energy spectra (e.g., [18]). Note that in order to test
the sensitivity of our results on the hyperdiffusion parameters we have computed several cases
varying the values of £ and ¢y without observing major changes in the average properties. More
details about the hyperdiffusion approach and its geophysical justifications can be found in [35].
Values of {max, Nr, £ and ggr used in our models are reported in Table 2.

(e) Diagnostics
We introduce in this section notations for various diagnostics. First, we define the dimensionless

kinetic energy as

By = %zﬁ , (2.13)

1https ://bitbucket.org/nschaeff/shtns
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Table 1: Summary of the various types of waves expected in our configuration with some of their n
properties like their corresponding force balance, their main direction of propagation, their period
relative to the Alfvén timescale 7.4 or the ratio of their kinetic to magnetic energies Ey;, /Emag.

Wave Type Balance = Axisymmetric Dispersive Propagation Period Eyi,/Emag
Slow Rossby QG-IC X v 1) <TA >1
QG-Magneto-CoriolisQG-MC X v 0] 2 TA < 1ltol
Torsional Aflvén QG-IM v X s ~TA 1
QG-Alfvén QG-IM X X s ~TA 1

as well as the dimensionless non-axisymmetric (non-zonal) and axisymmetric (zonal) kinetic
energies, respectively

~ 1.9 — 1_.
Eyin = 5“2 s Exin = 5“2 ) (2.14)

where the tilde Z stands for the non-axisymmetric component of any quantity z, such that

z

T—T. (2.15)
We similarly define the dimensionless magnetic energies as

1 1 .9 - 1 1 -9 — 1 1 -2
Emangib 7Emag:*7b 7Emag:§m b -

2 PmA\ 2 Pm A (2.16)
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3. Taxonomy of waves

We summarise here and in Table 1 the types of waves that can propagate in the configuration
defined in the previous section (see [38] for a more complete overview). An equilibrium
between inertia and the Lorentz perturbation (QG-IM) can produce either axisymmetric or
non-axisymmmetric waves. The axisymmetric wave is the torsional Alfvén wave [39] which
moves along co-axial cylinders parallel to the tangent cylinder, has an energetic equipartition
Eyin = Emag, is non-dispersive, and evolves on annual to decadal timescales comparable to 7 4.
The QG-Alfvén waves have the same characteristics as the torsional wave, i.e. have an energetic
equipartition Ey;, = Emag, are non-dispersive, and evolve on timescales comparable to 74, but
are non-axisymmetric. An equilibrium between inertia and the Coriolis perturbation (QG-IC)
yields the slow inertial waves or 'slow’ quasi-geostrophic Rossby waves [20,40] (hereafter simply
Rossby waves) which are non-axisymmetric, dispersive, have Ey;, > Fmag, and evolve on sub-
annual timescales faster than 74. And a QG-MC equilibrium can occur between the Lorentz
and Coriolis perturbations, producing the magneto-Coriolis waves [13,41,42] which are non-
axisymmetric, dispersive, have Ey;, < Emag, and evolve on multi-annual timescales comparable
to 7,4 up to millennial timescales much slower than 74.

Finally, note that all the aforementioned waves can be modified by dissipative effects —
affecting their decay or their reflection at the boundaries — but as this study focuses on the
transient dynamics, the dissipation of these waves will not be addressed in details.

4. Results

We have computed 23 simulations, between Ek =3 x 10~ and Ek =3 x 1010 covering a range
of Lundquist numbers 500 < S <8000 and Lehnert numbers 2.2 x 107* <A<35x1073 (see
§ (a) for comparison with the Earth’s core values). Parameter values are summarised in Table 2 in
the Appendix section.



(a) timet=0.35 time ¢t = 0.70 time ¢t = 1.06 time ¢t = 1.41 time ¢t = 1.76

A

—12.0-6.0 0.0 6.0 12.0
(b) time ¢t = 0.3 time ¢t = 0.70 time ¢t = 1.06 time ¢ = 1.41 time ¢t = 1.76

e
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Figure 2: Series of snapshots of the total azimuthal velocity field in the equatorial plane ug (6 =
equator) (a), of the non-axisymmetric azimuthal velocity field in the equatorial plane y(6 =
equator) (b), and of the radial perturbation magnetic field at the outer boundary b, (r =r,) (c)
for a case at Ek =107, Pm = 0.144 and S = 1596. The trajectories along fast longitudes (dotted
black lines) are additionally shown in the equatorial plane plots (panels a-b). Times are given in
terms of the Alfvén timescale 7 4.

(a) Temporal evolution

In Figure 2 (a), we can observe that a thick outward propagating axisymmetric wave, crossing the
shell in about ¢ ~ 1.76 7.4, appears to be the main feature in the total flow u.

Together with the axisymmetric wave, a series of non-axisymmetric waves localised in s
and ¢ are emitted after the initial impulse and appear to propagate outwards faster than the
axisymmetric wave (Fig. 2 b). At the beginning, these waves keep a comparable radial and
azimuthal wavelengths but they become broader in the ¢-direction and thinner in the s-direction
as they approach the outer boundary. Fainter azimuthally elongated waves also appear at the
outer boundary shortly after the start of the simulation, and propagate inwards.

Looking at b (ro) (Fig. 2 c) just after the start of the simulation, we can observe a signal close
to the poles with a clear m = 3 azimuthal symmetry. This signal slowly progresses towards the
equator and after ¢t = 1.06 7.4, we start observing signals with shorter spatial wavelengths in the
equatorial region. The equatorially localised wave front clearly displays a westward drift between
t=1.0674 and t =1.4174. At the end (at t=1.7674), only the strongest and slowest signal
remains, similarly to what is observed for the total azimuthal flow.

Given the typology of the waves that are expected in our setup (see § 3), we can deduce that
the strongest and slowest signal observed in ug and br (7o) (but not in i4) is the torsional Alfvén
wave emitted at the inner core and slowly moving towards the equator. The chosen magnetic
field background and initial impulse — a super-rotation of the inner core — mostly promote, by
construction, torsional oscillations that are carried by the azimuthal component of the velocity
field and are also clearly visible in the radial component of the magnetic field. We can also infer
that the faster signals with shorter spatial wavelengths, visible both in 74 and by, are the QG-
Alfvén and QG-Magneto-Coriolis waves. The signals closer to the equator, extended in ¢ and
displaying a westward drift should be the QG-MC waves. And we can deduce that the fastest
and fainter signal at the start of the simulation are the Rossby waves since they predominantly
carry a flow signature and the magnetic signature is subdominant.
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Figure 3: Temporal evolution of the axially averaged zonal flow (u) for a case at Ek = 1077,
Pm=0.144 and S = 1596 (a) and a case at Ek =3 x 107'°, Pm=7.9 x 1073 and S = 6825 (b).
The trajectories for the ¢-averaged Alfvén velocity V 4(s) (in black) is also shown — it has been
obtained by solving for the eikonal equation for a varying Alfvén velocity.

Interested in the identified QG-MC wave front — visible near the core surface and in the
equatorial region after t =1.06 74 in Fig. 2 (b,c) —, we investigate some of its properties. Based
on observations of the temporal evolution of the radial magnetic field in the equatorial plane at
the core surface br [g—r /2(r =70, ¢, ) (not shown), we find that the westward drift of the QG-MC
waves has a phase speed of Vj ~ 1100 km /y. Similarly, observing (@) (s, =0,t) (not shown),
we find that the QG-MC waves near the CMB propagate outward with a speed of Vs ~ 280 km /y.
Both estimates have been redimensionalised for the Earth’s core.

(b) Torsional wave

The complexity of our system identified in the previous section is better approached by examining
flows instead of the magnetic field (because they are QG) and in time-cylindrical radius diagrams.
Note that, in these diagrams, with our choice of adimensionalisation s; ~ 0.54 and s, ~ 1.54.

(i) Columnar zonal flow

In Figure 3, for both cases, we can observe a single wave departing from the inner core boundary
and reaching the outer boundary in less than two Alfvén times (around ¢~ 1.6 74). In both
cases, the signal appears to reflect at the boundary. Tests using a longer time window reveal that
the signal travels back and forth for at least several Alfvén times while slowly dissipating (not
shown). We can also see that the wave propagation is compatible with a wave packet travelling
at the ¢-averaged Alfvén velocity V 4 (black trace). This signal, triggered by the impulse of the
inner core and mostly carried by the zonal flow, is the torsional Alfvén wave and has already
been identified in Fig. 2 (a). We can see that the speed of the torsional wave is independent of
the parameters. Indeed, the time arrival of the torsional wave, once rescaled with the Alfvén
timescale, is the same in all our cases and the wave always reaches the outer boundary around
the same time ¢y _arrival =~ 1.657 4.

(i) Scaling law for torsional wave thickness

The width of the torsional wave is expected to depend on the parameters. [28] reported that the
width of the torsional wave should follow a power law of the form S ~1/4 This appears to be
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Figure 4: Scaling of the width of the torsional wave with respect to the Lundquist number S (a),
and with respect to the magnetic Ekman number Ek; (b) for all the cases computed in this study.
Dotted lines with the expected slope derived in [28] are also shown as a comparison.

the case in Fig. 3 as we can observe that the width of the signal is divided by ~ 1.5 between the
2 cases (compatible with S G 4). The scaling for the thickness of the torsional wave involves an
equatorial singularity and the shear layer at the inner boundary [28], and in this paper, the author
proposed several empirical and competing scaling laws which read

Srw ~ ST or Sprw ~ (Ekar) Y, 4.1)

where Ekj; = Ek/Pm=M\/S is the magnetic Ekman number. We evaluate in Figure 4 the
proposed scaling laws for the characteristic width of the torsional Alfvén wave dtw which is
arbitrarily defined at a given time (about ¢ ~ 17.4) as the distance along the s-direction between
the two sides of the torsional wave where its angular velocity reaches zero. The discrimination
between the two proposals, and the influence of the magnetic Prandtl number, had already been
questioned by [28] and the author favored then the Lundquist number scaling law. We can see
however that the scaling law as a function of the magnetic Ekman number clearly collapses all
the considered points better.

This indicates that the width of the torsional wave depends on rotation and magnetic
diffusivity and that its variations are better accounted for by the magnetic Ekman number Ek);,
following érw ~ (Ek M)l/ 4 As Eky =710 /Ty, we can understand the thickness of the torsional
waves as mostly invariant with respect to 74 and controlled by how many rotations can fit in a
diffusion time.

(c) Columnar force balance

In this section, we analyse the vorticity balance and examine the z-average and curl of the forces
of the problem. For the sake of simplicity however, we refer to the quantities from the vorticity
balance as the forces they correspond to in the momentum equation (eq. 2.3).

Looking at the evolution of the signal along the time axis in Figure 5, we can see that it is first
dominated by a balance between inertia and the Lorentz force which have the highest amplitudes
(bottom left corners of each plot). There, the propagation of the signal is compatible with a wave

2601202 ¥ 008 4 00id edsi/eunol/Bio-BuiysigndAiaoosieol



(a) (c)
1.6
6000
14
4000
1.2 B
./ 2000
o i o 10 ke 3
E £ E X £ 0
=Y = Fos 7
7 - /~/ S Em
0.6 " 3
'/ 3 4000
0.4 7 B
/4 \
A —6000
0.6 0.8 1.0 1.2 14 0.6 0.8 1.0 1.2 14 0.6 0.8 1.0 1.2 1.4
Cylindrical radius Cylindrical radius Cylindrical radius
(d) (©) )
1.6 1.6
30000
L4 14
20000
L e /
2 - 1.2
e J
22 . 10000
10 . LLo 7
£ . 7 3 E 74 0
0.8 e ] Fos 4
. % ] K7 10000
0.6 77 N | 0.6 R
3 7/
- W A | —20000
04 - \§ 0.4 7
N 72
N g —
‘).2/ § 0.2 30000
0.6 0.8 1.0 1.2 14 0.6 0.8 1.0 1.2 1.4 0.6 0.8 1.0 1.2 14
Cylindrical radiu: Cylindrical radius Cylindrical radius

Figure 5: Temporal evolution of the z-averaged and curled inertia (V x (9;u)) (panels a, d),
Lorentz force (V x (V x B x B)) /(Pm A) (panels b, e) and Coriolis force (V x (—2e. x u)) /A
(panels ¢, f) for a case at Ek= 10*7, Pm=0.144 and S=1596 (panels a—) and a case at
Ek=3x10"1, Pm=79x 103 and S =6825 (panels d—f). The force balance is taken at a
particular ‘fast’ longitude delineated in light blue in Fig. 1. Theoretical ray-tracing trajectories
at the Alfvén velocity corresponding to this longitude V4(s, #), and at the axisymmetrically-
averaged Alfvén velocity V 4(s) are respectively shown in dotted black and plain black lines —
they have been obtained by solving for the eikonal equation for the varying Alfvén velocities.

packet travelling at the local Alfvén velocity at this particular longitude V4 (s, ¢) (and not the
longitudinally-averaged Alfvén velocity). After about an Alfvén time (about ¢ ~ 0.77.4) and in the
middle of the bulk (at s ~ 1.1) the inertial term fades out while the Coriolis force takes over. The
signal is then dominated by a balance between the Lorentz and the Coriolis forces up to the outer
core boundary (top right corner of each plot), and propagation is slower under this force balance.
Therefore, the waves see their force balance and nature changing as they propagate outwards:
QG-Alfvén waves — characterised by a balance between the Lorentz force and inertia — are
emitted following the initial perturbation and transform into slower QG-Magneto-Coriolis
waves — characterised by a balance between the Lorentz force and the Coriolis force — while
approaching the core mantle boundary under the effect of the container curvature — increasing
the predominance of Coriolis. The decreasing velocity of the QG-MC wave front is consistent with
the fact that these waves are dispersive contrary to the QG-Alfvén waves (see Table 1). Moreover,
we can observe in both the top and bottom panels that the period (waves length-scale along the
time axis) remains mostly unchanged while the QG-Alfvén wave front becomes QG-MC.
Additionally in Fig. 5, Rossby waves — characterised by a balance between inertia and the
Coriolis force — are visible in inertia and the Coriolis force shortly after the impulse (rather faint
signal at the bottom of inertia and Coriolis plots). And we can also observe that inward waves are
re-emitted at the CMB after the Rossby waves have reached it. Some of the re-emitted waves
are characterised by a balance between the Lorentz force and inertia, indicating inward QG-
Alfvén waves, while other waves are characterised by a balance between the Coriolis force and
inertia, indicating inward Rossby waves. It appears that Rossby waves, triggered by the impulse
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at the start of the experiment, provoke the re-emission of inward Rossby and QG-Alfvén waves
— probably by non-linear wave-wave interactions — when they reach the CMB after a short delay
(about t ~ 0.0774), well before the arrival of the main wave front. This proposed scenario is also
compatible with what was observed in the equatorial cross-sections shown in Fig. 2 (a-b). Note
that we have observed no major differences for the waves and their dynamics when varying the
strength of the hyperdiffusivity for the case at Ek = 10~7 (not shown), indicating that the large
length-scales are converged and that the small length-scales probably do not play a significant
role during the morphing process.

The aforementioned sequence seems independent of the parameters. For both cases, we first
observe the emission of QG-Alfvén waves — when the signal is dominated by inertia and the
Lorentz force — that progressively become QG-Magneto-Coriolis waves during the crossing of the
shell — when the signal is dominated by the Coriolis and the Lorentz forces. And in both cases,
we see that the QG-Aflvén front starts following the local Alfvén speed while the subsequent QG-
Magneto-Coriolis front is slower (related to the dispersive nature of the latter signal) with similar
time arrivals. The only differences seem to be that the faint Rossby waves (at the start) followed
by the re-emitted inward Rossby and QG-Alfvén waves at the outer boundary appear slightly
dimer in the lower Ekman case (bottom panel). The tests conducted with a longer time window
also show that the waves of the system reflect at the boundaries and slowly dissipate, bouncing
back and forth for at least several Alfvén times (not shown).

Checking for both cases the rms force balance’s residuals — i.e. z-averaged Lorentz minus
Coriolis minus dw /dt, which should be an estimate of the viscous force although some departure
from the main equilibrium could remain in this quantity — (not shown), we find that the strongest
residuals are located along the ICB and the CMB and that they are mainly present at the start of
the simulation (following the super-rotation of the inner core). On the contrary, there are almost
no residuals in the bulk and after more than an Alfvén time near the ICB. Between the two
cases, these residuals are greatly reduced, especially near the CMB. This confirms that residuals
in our problem are viscous — the last remaining force of the system in the curled balance. This
additionally confirms that the balance between inertia, the Lorentz force and the Coriolis force
(observed in Fig. 5) is largely respected in the bulk while the viscous force only plays a marginal
role in the observed wave dynamics — and only weakening with decreasing Pm. These results are
characteristics of all our computations.

(d) Energy ratios

Magnetic to kinetic energy ratios are displayed for the case at Fk=10"', Pm=0.144 and
S =1596 in Figure 6, and we clearly retrieve in Fig. 6 (a) the torsional wave which presents an
energetic equipartition (Emag =~ Fiy,)- Note that contrary to u, b is not quasi-perfectly columnar
and a residual geometric factor 3 had to be used to properly scale the z-averaged energy ratios.
In Fig. 6 (b), we can track the evolution of the wave front (as can be seen in Fig. 5 b) with
QG-Alfvén waves associated with an energetic equipartition Emag =~ Fyj, at the start of the
computation (bottom-left), exhibiting an increasing dominance of the magnetic energy as the
wave front approaches s = s,, and with QG-MC waves associated with Emag > Fy;, at the end of
the simulation (top-right). As expected, the Rossby waves domain (bottom-right) is dominated by
the kinetic energy and we can also see the inward QG-Alfvén waves where the magnetic to kinetic
energy ratio is closer to 1. This is consistent with what could be concluded from the previous Fig. 5
and from the taxonomy of the waves expected in our system (see Table 1).

(e) Dispersion relation

To better quantify our results, we will now investigate in more details the dispersion relation
when the QG-Alfvén wave front transforms into the QG-Magneto-Coriolis wave front.
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Figure 6: Temporal evolution of the z-and-¢-averaged (zonal) magnetic to kinetic energy ratio
log ((3 Emag/Fxin)) (a) and of the z-averaged non-zonal magnetic to kinetic energy ratio

log (<3 Emag/Ekin>) (b) for a case at Ek=10"", Pm=0.144 and S = 1596. Theoretical ray-

tracing trajectories at the axisymmetrically-averaged Alfvén velocity V 4(s), and the Alfvén
velocity corresponding to this longitude V4 (s, ¢) are respectively shown with the plain black
(a) and dotted black lines (b) — they have been obtained by solving for the eikonal equation for
the varying Alfvén velocities. The colormaps for the energy levels are given in log-scales.

(i) Derivation

Under the plane wave ansatz, assuming that the radial length-scales are much shorter than the
horizontal length-scales, that the azimuthal magnetic field is not significantly larger than the
radial one, and that the radial wavelength of the perturbation is much shorter than the length-
scales over which the background fields evolve, while neglecting the magnetic dissipation, [27]
derived a dispersion relation for the mixed QG-Alfvén-Magneto-Coriolis wave:

2
= kJZ(Z)Q = \/(k;,?(f)g) + Val(s, ¢)%k2, 42)

where m and k are respectively the azimuthal and the cylindrically radial wave numbers. Note
that the theoretical ray-tracing trajectories (in e.g., Fig. 5) that are solutions for the eikonal equation
for varying Alfvén velocities can be related to this dispersion relation. They indicate that a wave
packet propagation is consistent with the prediction for a QG-Alfvén wave packet.

However, because of the short and non-periodic impulse we impose at the start, our setup
triggers a wave packet rather than plane waves and does not allow us to precisely control and
track specific wavenumbers. A wave packet and group velocity approach are therefore probably
better suited given the nature of our experiment.

w

(if) Group velocity

The group velocity can be derived from eq. (4.2), and the cylindrical radial component of the
group velocity then reads
Oow 2mi2

% = iVA(S7 (;b) -

Bh(s) 4.3)

In this expression, we can see that for small radial wavelengths away from the outer boundary
(large k, large h), the propagation speed should be close to the local Alfvén speed V4, promoting
QG-Alfvén waves. When approaching the outer boundary, under the increasing influence of the
Coriolis force due to the topographic 3-effect, the second term in (4.3) becomes larger (smaller and
smaller i) and the group speed decelerates. The wave would then slow down and transition from
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Figure 7: Series of snapshots of the columnar non-zonal azimuthal velocity (i) in the equatorial
plane (a), and of the same field where the ¢-axis has been transformed in the spectral space using
an FFT (b) for a case at Ek =10"7, Pm = 0.144 and S = 1596. Note that these plots have the same
s-axis and are plotted at the sames times. Times are given in terms of the Alfvén timescale 7 4.

a QG-Alfvén to a QG-Magneto-Coriolis wave while reaching the CMB. The dispersive nature of
the QG-MC wave under the influence of the second term of eq. (4.3) is revealed as small radial
length-scale (large k) and large azimuthal length-scale (small m) see their speed impeded the
least.

Looking at the non-zonal velocity field for a case at Ek=10"", Pm = 0.144 and S = 1596 in
Figure 7, we can first see that the columnar non-zonal velocity (Fig. 7 a) is very similar to the
velocity observed in the equatorial plane (see Fig. 2 b), which is compatible with the low Lehnert
numbers of our simulations ({(u) ~ u|equator). Then we retrieve the sequence already described in
§ (a) and § (c) where a wave packet, localised in s and ¢ and identified as QG-Alfvén waves,
slowly travels outward while a faster signal, azimuthally elongated and identified as Rossby
waves, rapidly reach the CMB. In the bulk, the system becomes more complex and the signals are
disturbed during the crossing. When the slower wave packet approaches the outer boundary; it
transforms into QG-MC waves, notably becoming azimuthally elongated. During this transition
from QG-Alfvén to QG-MC waves (that we can observe from times t =0.774 to t =1.4174 in
Fig. 7 a), the waves become thinner in the cylindrical radial direction (k increases) but wider
in the azimuthal direction (m decreases), suggesting that the period of the wave front remains
mostly unchanged (following eq. 4.3).

This sequence is consistent with what can be observed in the bottom panel (Fig. 7 b). At the
start of the simulation, most of the energy is contained in the azimuthal wavenumber m =6
at low radii but some energy can already be observed at the CMB (bottom right corner of the
plots), consistent with the observations of the top panel at the same time. As time advances,
the system is enriched with more and more azimuthal wavenumbers (see times ¢t =0.774 to
t =1.0674) and the energy becomes more distributed across various m while the energy maxima
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slowly progress outward. Note that we retrieve a dispersion of the signal as the higher m (smaller
azimuthal length-scales) seem slower than the smaller m on these snapshots. Toward the end
of the computation, as the energy maximum reaches the outer boundary, the complexity is
progressively lost and larger m fade out. Only a remnant signal can be observed around s ~ 0.8s,
(in both panels at the same time), which can be related to inward propagating QG-Alfvén waves
(see § (). Fig. 7 (b) shows that all the retrieved azimuthal wavenumbers seem to be multiples
of m = 6 (consistent with observations that could already be made in Fig. 2 b or Fig. 7 a). This is
because of the m = 3 background magnetic field symmetry as the waves depend on the geometry
of B2, implying that there are two fast directions per sub-domain (see Fig. 1), and thus promoting
the m = 6 family.

Overall, we retrieve here a system that can be understood as a packet of QG-Alfvén waves
which progressively becomes a packet of QG-Magneto-Coriolis waves under the increasing
influence of the Coriolis force while approaching the outer boundary. Rossby waves and inward
QG-Alfvén waves (that can also be spotted in Fig. 7 a) complete the system.

5. Summary and discussion

This work demonstrates that a complex system of QG waves develops over a non-axisymmetric
magnetic background following a rotational impulse of the inner core. After the initial impulse,
a packet of QG-Alfvén waves is one of the first type of waves to be emitted. This wave packet
evolves into QG-Magneto-Coriolis waves when approaching the outer core boundary under the
growing influence of the Coriolis force. Besides these two types of waves, a torsional Alfvén
wave and ‘slow” Rossby waves — both triggered by the initial impulse — are also observed. A
complex mixture of inward Rossby and QG-Aflvén waves — re-emitted at the CMB after the
arrival of the initial Rossby waves — complement the rich dynamics of this system. Residuals are
mainly viscous in nature and tend to disappear when lowering the Ekman and magnetic Prandtl
numbers. The analysis of the vorticity force balance, of the energy ratios and of the group velocity
have consolidated our interpretation of the system’s dynamics.

The torsional Alfvén wave retrieved here is produced by complex interactions in the shear
layer at the inner core boundary because of the nature of our impulse [28]. It is not clear whether
or not there are interactions between the torsional Alfvén wave and the QG-MC waves [26]
and the torsional wave remains mostly independent of the other signals in our configuration.
Nonetheless, we have revisited a previously proposed scaling law for the thickness of the
torsional Alfvén wave [28], and found here that its thickness scales as Ek]l\f.

Concerning the non-axisymmetric signals, we find that disruptions in the underlying 1
order balance first involve inertia and causes the initial propagation of QG-Alfvén waves —
under an equilibrium between inertia and the Lorentz force — as well as Rossby waves — under
an equilibrium between inertia and the Coriolis force. The QG-Alfvén waves then evolve into
QG-Magneto-Coriolis waves because of the growing predominance of the Coriolis force when
approaching the CMB. The QG-MC wave front mostly conserves its period but shrinks in the
radial direction and becomes azimuthally elongated as QG-MC waves are dispersive contrary to
QG-Alfvén waves. Similarly to [13], we found that QG-MC waves do not appear to be strongly
influenced by the diffusion, or at least if the timescale of the diffusion is sufficiently larger than
the other timescales (large value of S). This sequence is similar to what have been found in a
full 3D setup with time-dependent background magnetic field [11]. The QG-MC wave front is
visible near the core surface around 1 7.4, at the earliest, after the initial perturbation, that is about
~ 2y for the Earth. More or less independently of the parameters, we find that when reaching the
CMB, the QG-MC waves have an estimated outward propagation Vs ~ 280 km/y, and display a
clear westward drift with an estimated phase speed Vj ~ 1100 km /y. These values are compatible
with observation-based estimates of QG-MC velocities, with Vs ~ 200 km/y and V ~ 1500 km/y
reported by [27]. This confirms the QG-MC nature of the interannual magnetic signals observed
near the equator (in agreement with [11,13,27]).
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The limitations of our study are two folds. First, the role of small length-scales in the reported
dynamics can be questioned. Whilst the small length-scales are likely not instrumental during
the morphing process of the QG-Alfvén into QG-MC waves — as the large length-scales and
the waves dynamics remain unchanged even when substantially relaxing the hyperdiffusivity
— they probably affect the reflection of the waves at the boundaries. This is, however, considered
beyond the scope of this work as we focus here on the transient dynamics of the system. We
also reach sufficiently low Ekman numbers to think that the effect of the viscous boundary layers
and the velocity boundary conditions would not significantly impact the reported results. Then,
the influence of our particular configuration can be interrogated. Our background magnetic field
has no toroidal component and the imposed m = 3 symmetry only triggers waves with limited
azimuthal wavenumbers. In a recent study exploring the impact of the background magnetic
field on QG-MC modes - including poloidal and toroidal components —, it has been found
that ‘'geomagnetically relevant’” QG-MC modes do not seem strongly affected by the toroidal
component of the background magnetic field and that they are supported by a variety of magnetic
base states as long as those are non-axisymmetric [43]. Hence, we do not expect the geometry of
the background magnetic field to drastically change the morphing process of the QG-MC waves,
nor to impede their occurrence near the core surface, but it can certainly impact the geophysical
relevance of the retrieved QG-MC waves.

Finally, several avenues can be thought of in order to improve on the current analysis. Here, a
single rotational pulse of the inner core triggers the initial wave packets and the influence of the
forcing on the waves that are emitted remains to be analysed. For example, periodic or stochastic
impulses would generate a succession of waves that might make the study of a dispersion relation
easier. Different kinds of impulses could also be tested — e.g., a velocity burst in the bulk of the
fluid - to examine the dependence of the wave geometries on the nature of the forcing. More
diverse background magnetic fields, with higher azimuthal symmetries, or even departing from
simple azimuthal geometries — such as outputs from data assimilation [23] — could also be tested
to study the QG-wave dynamics in a more realistic setup. In this latter case, the effect of the
magnetic diffusion might be studied in more details as it has been suggested to have an impact
on transient QG-Alfvén waves in complex background magnetic fields [12].

The long-term goal remains to characterise QG-Alfvén and QG-MC waves in more complex
setups and to apply this knowledge to Earth’s geomagnetic observations. This reduced model
could also be used in the future as a basis for data-assimilation targeting wave-like pattern in the
geomagnetic signal.
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A. Results of numerical simulations

Table 2: Summary of the numerical simulations computed in this study using n=r;/ro =0.35 : %
as suited for the Earth’s core. Ek is the Ekman number, Pm is the magnetic Prandtl number, : §
Ekyr = Ek/Pm is the magnetic Ekman number, S is the Lundquist number, A is the Lehnert : o)
number, A is the Elsasser number of the background magnetic field, {5 is the cut-off harmonic 35
degree above which the hyperdiffusion has no effect, gg is the strength of the hyperdiffusion : &
applied to the simulation, dTvy is the width of the torsional wave, and (N;, max) are the grid-size : o
for each of the runs. 3
. O
Ek Pm Ekyy S A A Cu/ag Stw  (Nr, lmax®
3x10° " 2.5 x 1077 1.2x10°°% 1214 146 x 10°° 1.77 30/1.045 0.460 (370,133)2
2% 1077 144 %1070 139%x107% 798 111x107%  0.88 30/1.05 0.464 (450,133)3
2% 1077 144 %1070 139x107° 1129 157x107° 177 30/1.05 0.469 (450,133)
2x 1077 2.88x 1071 6.94x 1077 1596 1.11x 1072 1.77 30/1.05 0.422 (450,133)3
2x 1077 1.44x 1071 1.39x107% 1596 2.22x 1072  3.54 30/1.05 0.484 (450,133)
1x1077 144x 1072 6.94x 1079 505 350x 1073 177 30/1.05 0.561 (450,133)3
1x1077 72x107%  1.39x107° 1009 1.40x107%  0.88 30/1.05 0.464 (450,133)y
1x1077 72x107%  1.39x107% 1129 1.57x107°  1.77 30/1.05 0.471 (450,133),
1x1077 144 %1070 6.94%x 1077 1596 1.11x 1073  1.77 30/1.05 0.424 (450,133)3
1x1077 144 %1071 6.94%x 1077 1596 1.11x107%  1.77 30/1.025 0.424 (450,133)x
1x1077 144 x 107" 6.94x 1077 1596 1.11x107% 177 60/1.05 0.425 (450,133)
1x10°7 144 %1071 6.94x 1077 1596 1.11x 1073  1.77 100/1.03 0.424 (450,133)%
7x1078 1.0x107"  7.0x1077 1590 1.11x 1073 177 30/1.05 0.426 (450,133)%
5% 1078 144x 1070 347x 1077 1596 5.54x 1074 0.88 30/1.05 0.393 (450,133)"
5x1078 144 x 1071 347x 1077 2257 7.84x107% 177 30/1.05 0.398 (450,133)
5x1078 144 x 1071 347x1077 3192 1.11x107% 354 30/1.05 0.402 (450,133)
2x1078 144 x 1071 1.39x 1077 1596 2.22x107% 0.35 30/1.05 0.368 (450,133)
2x 1078 1.44x 1071 1.39x 1077 7980 1.11x 107 884 30/1.05 0.384 (450,133)
1x1078 46x1072  217x1077 2853 6.20x107*  1.77 30/1.06 0.369 (725,133)
6.3x1077  3.65x1072 1.73x 1077 3201 5.53x10"% 1.77 30/1.05 0.364 (450,133)
63x107% 3.65x1072 1.73x 1077 3201 5.53x10"%  1.77 30/1.06 0.363 (725,133)
6.3x107%  3.65x1072 1.73x 1077 3201 553x107* 177 30/1.07 0.360 (1025,133)
3x10710  79x107%  3.80x107% 6825 259x107* 177 30/1.09 0.301 (1298,170)
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