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LARGE GRAPH LIMITS OF LOCAL MATCHING ALGORITHMS ON UNIFORM RANDOM

GRAPHS

MOHAMED HABIB ALIOU DIALLO AOUDI, PASCAL MOYAL, AND VINCENT ROBIN

Abstract. In this work, we propose a large-graph limit estimate of the matching coverage for several
matching algorithms, on general graphs generated by the configuration model. For a wide class of local

matching algorithms, namely, algorithms that only use information on the immediate neighborhood of
the explored nodes, we propose a joint construction of the graph by the configuration model, and of

the resulting matching on the latter graph. This leads to a generalization in infinite dimension of the

differential equation method of Wormald: We keep track of the matching algorithm over time by a
measure-valued CTMC, for which we prove the convergence, to the large-graph limit, to a deterministic

hydrodynamic limit, identified as the unique solution of a system of ODE’s in the space of integer

measures. Then, the asymptotic proportion of nodes covered by the matching appears as a simple
function of that solution. We then make this solution explicit for three particular local algorithms: the

classical greedy algorithm, and then the uni-min and uni-max algorithms, two variants of the greedy

algorithm that select, as neighbor of any explored node, its neighbor having the least (respectively
largest) residual degree.

1. Introduction

A matching on a graph is a subgraph in which all nodes are of degree one, that is, have exactly one
neighbor. A matching is maximal, if no more node can be added to it without breaking this property. A
maximal matching is perfect, if it covers all the nodes of the graph. Providing conditions for the existence
of a perfect matching on a graph is a classical problem in graph theory. The problems of implementing
algorithms that are able to achieve this perfect matching if it exists, and if not, to maximize the so-called
matching coverage, namely, the proportion of nodes appearing in the resulting matching, have received an
increasing attention in various research communities, from discrete mathematics to theoretical computer
science, and discrete probability. Such problems have natural applications in a wide variety of fields, from
on-line advertisement to peer-to-peer interfaces, from job and housing allocations to organ transplants
and blood banks, online dating, and so on.

Necessary and sufficient conditions for the existence of a perfect matching were given in the classical
reference [23] for bipartite graphs, and then [37] for general (i.e., non-necessarily bipartite) graphs. Pro-
vided that these conditions hold, a flurry of algorithms were proposed to achieve this perfect matchings,
starting from the now classical blossom algorithm, see [18]. The naive matching algorithm consists of the
repetition of the following iteration: 1) An edge is added to the matching, and 2) Its neighboring edges
are blocked. Maximum matching algorithms would then proceed to progessively augment the resulting
maximal matching. In practice it is profitable, but algorithmically expensive, to allow the possibility of
backtracking during the construction, that is, to delete edges from the matching, if this allows to add
more edges to it later on, by following another path. This is the case in particular in blossom-type
algorithms. However, it may be imposed by practical constraints, and in particular by complexity costs,
as the size of the graph gets large, to forbid backtracking along the procedure, specifically: as soon as an
edge is included in the matching, it will remain so until the end of the procedure.

This is naturally the case in the so-called online-matching problem: Consider a bipartite graph G(U ∪
V, E), and suppose that the nodes of the“V-side”are known, but nodes of the“U-side”and their neighbors
on the “V-side”, are unveiled sequentially. Then, the matching algorithm just consists in performing
sequentially, upon the unveiling of each new node u ∈ U and its neighbors, the match of u with one
of its unmatched neighbors, if any, following a criterion that is fixed beforehand. The algorithm is said
to be greedy, if the match is chosen uniformly at random among the unmatched neighbors of u. See
e.g. [20, 29, 31, 30]. This online matching procedure, consisting of matching incoming item on the fly, is
particularly adapted to the contexts of online advertisement (in which V is the set of adds and U is the
set of users, that are interested by some adds but not all, and arrive sequentially) or organ transplants in
real time, for instance. For a given resulting bipartite graph, the competitive ratio of a given algorithm,
is then the proportion of nodes covered by the online matching, over the size of the largest maximal
matching that could have been achieved on that graph (offline matching). In [26], Karp et al. used the
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so-called adversarial order of arrivals as a worst case scenario for the matching completion, leading to
the well-known 1− 1/e bound for the competitive ratio.

In this work, in the same spirit we address a class of matching algorithms that prohibit any backtrack-
ing, and investigate the typical proportion of nodes covered by the matching, as the size of the graph grows
large. We are interested in simple matching algorithms, that only take information on the immediate
neighborhood of the explored nodes. They can be roughly defined as follows: at each step, 1) We chose a
given unmatched node, following a criterion that uses, at most, the sole knowledge of the degrees of the
unmatched nodes; 2) We chose the match of that node among its neighbors, if any, again on the basis of
the sole knowledge of the degrees of these nodes, and 3) We erase these two matched nodes, and reiterate
the procedure on the graph induced by the remaining nodes. We say that such matching algorithms are
local, in the sense that the choices (of the explored node and then, of its match) only use information on
the neighborhood of nodes at distance one. It is immediate that the aforementioned greedy algorithm is
local, in that sense. The motivation behind this assumption is mostly practical: in today’s huge networks
in Telecom, computer architectures, biological networks and social media, a precise view of the geometry
of the graph at hand is clearly out-of-reach, only the local characteristics of the graph are known. In
such contexts, it is a classical approach to suppose that the graph at hand is random, characterized by its
local characteristics (e.g., the degrees of its nodes), and generated by a random procedure. In this work,
we consider the classical so-called Configuration Model (CM), see e.g. [8, 38]. This random graph model
is known to be particularly simple and versatile, and relevant to represent a wide variety of networks,
from social networks to epidemiological and biological networks, for instance. By its very construction,
based on the procedure of so-called uniform pairing of half-edges (see below), it is the suitable model
to produce a typical realization of a random graph having a prescribed degree distribution. Specifically,
it can be shown that, conditionality of producing a simple graph, its distribution is uniform among all
simple graphs having this degree distribution (see Proposition 7.4 of [38]).

The matching problem on random graphs has an intense recent history, and has been investigate along
various aspects: among others, the number of matchings of a given size in Erdös-Rényi and regular random
graphs was characterized in [41] by the so-called cavity method, [21] provided performance bounds for
the ‘randomized’ greedy algorithm on regular random graphs. [9] characterizes the asymptotic optimal
matching size in the CM. Recently, [35] analyzed the performance of online and offline matchings on
geometric random graphs. [36] considers a stochastic block model (SBM), and provides a condition for
achieving a perfect matching infinitely often, as the size of the graph gets large, by using a com to the
stability problem of a related queueing system, the so-called Stochastic matching model introduced in
[28].

The closest contribution to the present work is [34], in which the performance of the greedy matching
algorithm is analyzed, on a bipartite configuration model graph. The asymptotic expected competitive
ratio is identified as the solution of a functional equation involving the generating function of the degree
distribution. In the present work, we complete and extend this result, by deriving the asymptotic matching
coverage, to the large graph limit, for a general (instead of bipartite) graph, generated by the CM in a
slightly different construction. Second, we propose a more exhaustive description of the construction,
through the measure-valued process keeping track of the number of open half-edges of the nodes along
the construction. Third, we extend our result to a wider class of local matching algorithms, in the sense
introduced above, including the so-called uni-min matching algorithm, similar in favor to the Degree-
greedy algorithm introduced in [5] for the construction of Maximal Independent Sets.

A remarkable feature of the CM is to allow for a joint (synchronized) construction of the graph by the
uniform pairing procedure, and of the maximal matching on the latter graph. Then the construction leads
to a simple point measure-valued process, as described above. We can then come back to the original
problem, by showing that the asymptotic matching coverage coincides, in some sense, to the one obtained
if we implement the same algorithm on a graph that was previously constructed by the CM, see Theorem
5.1 below. The asymptotic matching coverage can then be obtained as a simple function of the limiting
deterministic measure-valued process, obtained as the solution of a system of ODE. We thereby apply
an infinite-dimensional version of the so-called differential equation method of Wormald, see [40]. The
properties of measure-valued processes have been well understood since the pioneering monograph [12].
Further, tools have been developed, especially in the context of queueing systems and networks, to obtain
their fluid and diffusion limits, which are essential results to understand their asymptotic and/or mean
behavior, in particular as the size of the queue gets large and/or in time-space scaling of the queueing
system at hand, see e.g., along various kinds of queueing models, [17, 22, 14, 15, 27, 3].

In the present context, we show the convergence of the sequence of processes to a deterministic and
continuous measure-valued function, and thereby establish formally (and in the context of general graphs),
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the fluid approximation heuristics proposed in [2] for the greedy and the uni-min matching algorithms
on the (bipartite) Configuration Model. In the latter reference, the performance of greedy and uni-min
were then compared by solving numerically the limiting ODE in both cases. In the context of large-graph
limits of Markovian processes on large random graphs, a similar approach has been used to study the
large-graph behavior of a SIR epidemics (see [13]), Greedy or degree-greedy construction of Maximal
Independent sets on the CM, see [6, 5], and applications to CSMA-type algorithms on radio-mobile
networks in [4].

This paper is organized as follows. After some preliminary in Section 2, we describe our local matching
algorithm on a previously constructed graph in Section 3, and the corresponding joint construction of the
graph by the CM, and of the matching on that graph, in Section 4. In Section 5, we introduce the measure-
valued Markov chain of our joint construction. In Section 6 we introduce an auxiliary construction whose
large-graph limits will turn out to be easier to establish. Our main results, including the hydrodynamic
limits of the measure-valued CTMC and the large graph limit of the matching coverage for local matching
algorithms, is presented in Section 7. The proof of our main convergence result, using the latter auxiliary
construction, is developed in Section 8. The specialization of these results to the special cases of the
greedy, the uni-min and the uni-max algorithms, are presented in Sections 9, 10 and 11, respectively.

2. Preliminary

2.1. General notation. Let R, R+, N and N+ denote the sets of real numbers, non-negative numbers,
non-negative and positive integers, respectively. For any a ≤ b ∈ N, we denote by Ja, bK, the integer
interval

Ja, bK = {a, a+ 1, · · · , b− 1, b}.
In what follows, any finite set A of cardinality q ∈ N+ is naturally identified with the integer interval
J1, qK. For any real number x ∈ R, we let ⌊x⌋ denote the integer part of x.

We denote by Cb := Cb(N) (respectively, CK := CK(N)), the set of Borel bounded (resp., compact
supported) functions N to R. Let us denote by 1 : x 7−→ 1, the mapping on R constantly equal to 1. Let
χ : x 7−→ x be the identity function on R, and for any p ≥ 1, χp : x 7−→ xp be the p-power function on R.
For any f : N → R, we define the discrete gradient of f , as

∇fx 7−→ f(x)− f(x− 1), x ∈ N.

For two mappings f and g : N → R and n ∈ N, we write f(n) = o(g(n)) if

lim
n→∞

f(n)

g(n)
= 0.

Likewise, we write f(n) = O(g(n)) if

lim
n→∞

∣∣∣∣f(n)g(n)

∣∣∣∣ < C,

for some positive constant C.
The null measure is denoted by 0. For any measurable set E, we let MF (E) denote the space of

finite positive measures on E. We let MF := MF (N) be the space of finite positive measures on N, and
Mp ⊂ MF be the subset of counting measures on N. For any µ ∈ MF and i ∈ N, with some abuse we
set µ(i) = µ({i}). For any n ∈ N, we define M n as the subset of Mp whose elements µ have a total mass
less or equal to n, that is,

µ(N) =

∞∑
i=0

µ(i) = m ≤ n.

Note, that any such measure µ ∈ M n can thus be written as

µ =

m∑
i=1

δai ,

where ai ∈ N for all i ∈ J1,mK, and m ≤ n. For any n ∈ N+, we then define the set

M̄ n :=
1

n
M n =

{
1

n
µ : µ ∈ M n

}
.

Then, M̄ n is a subset of M̄ , the space of finite measures on N having total mass bounded by 1. For a
function f : N → R and a measure µ ∈ MF , we write

⟨µ, f⟩ =
∫

R
fdµ :=

∑
i∈N

f(i)µ(i).
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In particular, for any µ ∈ MF and p ≥ 1, ⟨µ,1⟩ and ⟨µ, χp⟩ respectively represent the total mass and the
p-th moment of the measure µ. The above measure spaces are endowed with their weak (resp. vague)
topology. In particular, the weak convergence of measures is denoted by

µn n→∞
====⇒ µ ⇐⇒ ⟨µn, f⟩ n→∞−−−−→ ⟨µ, f⟩ , for all f ∈ Cb.

Both Cb and CK are endowed with the topology induced by the sup norm

∥f∥ = sup
n∈N

|f(n)|, f ∈ Cb (resp., CK).

For a non-oriented graph G(V, E), V denotes the set of nodes and E , the set of edges, that is, a set of
subsets of V of cardinality 2. For any node v, we let E(v) be the set of neighbors of v, i.e., of nodes of V
that share an edge with v. The degree of v is then the cardinality of E(v).

Throughout, unless the contrary is explicitly mentioned, all random variables (r.v.’s, for short) are
defined on a common probability space (Ω,F ,P). For a Polish space E and T > 0 we denote by
D([0, T ], E), the space of RCLL (right-continuous with left-hand limits) E-valued processes, endowed
with the Skorokhod topology (see e.g. [32, 24]). We let C([0, T ], E) denote the space of continuous E-
valued processes. We use indifferently the notation “=⇒” for weak convergence of E-valued r.v.’s, and
for convergence of measures in the space (MF (E), w) endowed with the weak topology.

2.2. Matching criteria. The notions of choice functions and matching criteria will play a central role in
the constructions to come.

Definition 2.1. Let n ∈ N+. A choice function on (N+)
n is a (possibly random) mapping

Φn :

{
Nn −→ J1, nK;
x = (x(1), · · · , x(n)) 7−→ Φn(x).

Definition 2.2. A local matching criterion Φ on ∪n∈N+
(N+)

n, is a family of couples of choice functions

Φ = {(Φn,Φ
′
n) : n ∈ N+} .

Then, for any n ∈ N+ and any x = (x(1), · · · , x(n)) ∈ (N+)
n, we denote by

Φ(x) = (Φn(x),Φ
′
n(x)) ∈ J1, nK2.

In the constructions hereafter, a local matching criterion will typically be used to chose at each iteration,
first, a node in a graph following a first choice function Φ|A| on some suitable set of nodesA (identified with
J1, |A|K), characterized by their degrees; and second, its match, namely, a second node chosen following a
second choice function Φ′

|B| on some set of nodes B, that may possibly depend of the first chosen node.

Let us introduce the class of criteria that will be addressed in the constructions below.

Example 2.1. We say that the local matching criterionΦ is greedy, if for any n, for any x = (x(1), · · · , x(n)) ∈
(N+)

n, Φn(x) and Φ′
n(x) are samples of the uniform distribution on J1, nK, independent of everything else.

Example 2.2. For any n, for any x = (x(1), · · · , x(n)) ∈ (N+)
n, set xmin = min{x(i) : i ∈ J1, nK} the

minimal coordinate of x, and

argmin(x) = {i ∈ J1, nK : x(i) = xmin}.

We say that the local matching criterion Φ is uni-min, if for any n and any x ∈ (N+)
n, Φn(x) is a uniform

sample on J1, nK, and Φ′
n(x) is a uniform sample on argmin(x), both independent of everything else. We

say that the criterion Φ is min-min, if for any n ∈ N+ and any x ∈ (N+)
n, Φn(x) and Φ′

n(x) are two
uniform samples on argmin(x), independent of everything else.

Example 2.3. Similarly to Example 2.2, for any n ∈ N+ and any x ∈ (N+)
n, define argmax(x) similarly

to argmin(x) for maximal coordinates of x. Then, we say that the local matching criterion Φ is uni-
max if for all n and x as above, Φn(x) is a uniform sample on J1, nK and Φ′

n(x) is a uniform sample on
argmax(x), both independent of everything else. We also say that Φ is max-max if for all n and x,
Φn(x) and Φ′

n(x) are two uniform samples on argmax(x), independent of everything else.
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3. Local matching algorithm on a finite graph

Throughout this section, fix G̊(V̊, E̊), a (simple, non oriented) graph of size |V̊| = n, with vertex set

V̊ = {v1, · · · , vn} and edge set E̊ . When necessary, we identify the set V̊ of nodes of G̊ with J1, nK. For

any i ∈ J1, nK, we denote by d(i), the degree of node vi in G̊. We also fix a local matching criterion Φ on

V̊, denoted by

Φ = {(Φn,Φ
′
n) : n ∈ N+} .

We now construct a matching algorithm associated to Φ. At any iteration j, we are given two disjoint
subgraphs of G̊:

• G̊j = (Ůj , E̊j) is the undiscovered part of the graph for our procedure, at iteration j. The nodes

of Ůj are said to be available. Those are the nodes whose fate is still to be determined. We also

denote, for any v ∈ Ůj , by dj(v), the degree of node v in the graph G̊j .

• G̊′
j = (M̊j , E̊ ′

j) is the matching at iteration j. It is a subgraph of G̊ in which all nodes have degree
one.

We also define I̊j as the set of isolated nodes at iteration j, that is, nodes that do neither belong to Ůj ,

nor to M̊j , in a way that V̊ can be partionned into

V̊ = Ůj ∪ M̊j ∪ I̊j .

In the construction to come, isolated nodes will not be matched at all, because all of their neighbors have
already been matched.

At first, the whole graph is available to be matched, that is, we set

Ů0 = V̊, M̊0 = ∅ and I̊0 = ∅.

By construction, we also have d0(v) = d(v) for all v ∈ V̊. Let us also set E̊0 = E̊ and E̊ ′
0 = ∅, in a way

that G̊0 = G̊ and G̊′
0 = (∅, ∅). The matching algorithm on G̊ then proceeds as follows.

Figure 1. The graph G̊j at iteration j.

Step 0̊. If Ůj = ∅, go to Step 4̊. Else, go to Step 1̊.

Step 1̊. Let (or draw) I̊ = Φ|Ůj |((dj(v) : v ∈ Ůj)).

Step 2̊. Let (or draw) I̊ ′ = Φ′
|E̊j(I̊)|

((dj(v) : v ∈ E̊j(I̊))), and say that that node I̊ ′ is the match of I̊. The

edge {I̊ , I̊ ′} is added to the matching, and so we set
Ů−
j+1 = Ůj \ {I̊ , I̊ ′},

M̊j+1 = M̊j ∪ {I̊ , I̊ ′},
E̊ ′
j+1 = E̊ ′

j ∪ {{I̊ , I̊ ′}}.

Figure 2 illustrates two criteria: the edge added to the matching is represented in red for greedy
and uni-min respectively, with a common draw for the first node I̊.

Step 3̊. The matched nodes I̊ and I̊ ′, as well as their neighboring edges, have now been explored, and are
thus removed from the unexplored graph (in grey). The nodes of null degree in the remaining
graph are moved from the class of ‘Unexplored’ to the class of ‘Isolated’ nodes. Specifically, set

G̊j+1 = Induced subgraph of Ů−
j+1 in G̊j ,

I̊j+1 = I̊j ∪ {v ∈ G̊j+1 : dj+1(v) = 0},
Ůj+1 = Ů−

j+1 \ {v ∈ G̊j+1 : dj+1(v) = 0}.

Step 4̊. Set j := j + 1. If j = n, terminate the procedure. Else, go to Step 0̊.
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I̊

I̊ ′

(a) greedy criterion

I̊

I̊ ′

(b) uni-min criterion

Figure 2. Choice of an edge

(a) greedy: End of iteration (b) uni-min: End of iteration

Figure 3. Explored part of the graph after an iteration

At the terminating point n, all the nodes have necessarily been investigated, and all are either matched
or isolated. We get

|I̊n|+ |M̊n| = |V̊| = n.

The matching coverage M̊n
Φ(G̊) is then the proportion of initial nodes that ended up in the matching at

the termination time n. It can thus be expressed as a simple function of the resulting sets,

(1) M̊n
Φ(G̊) =

|M̊n|

n
= 1− |I̊n|

n
∈ [0, 1].

4. Local matching on the configuration model

In this section, we use the classical procedure of sequential uniform pairing, to produce a realization of
a multi-graph by the configuration model. We also transpose the local matching algorithm introduced in
Section 3 to the resulting multi-graph, by a simultaneous construction. For this, we let ξ be a probability
measure on N, and n be a positive integer. Let d := (d(1), ..., d(n)) be a n-sample of the probability
distribution ξ, called degree vector of the multi-graph. We assume that

∑n
i=1 is even (if not, we just

substract 1 to an arbitrary positive component of d). We let

µ :=
∑
i≤n

δd(i) ∈ M n,

be the corresponding degree measure. We let V = {v1, · · · , vn} be the set of nodes of the multi-graph to be
constructed. For all i ∈ J1, nK, d(i) will be interpreted as the degree of node vi in the latter multi-graph.
See Figure 4. For every i, the d(i) half-edges of vi are to be completed into edges by uniform pairing,
and we initially set a0(vi) = d(i).

Fix a local matching criterion Φ on V,

Φ = {(Φn,Φ
′
n) : n ∈ N+} .

We can now set the trackers for the number of available stubs (or half edges) of the nodes. Stubs are to
be paired sequentially and uniformly, into edges. At first, all stubs are available and the graph G0 has no
edges. The matching is initially empty, and all the edges have to be discovered. We define the following
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Figure 4. A running example: Initial state for d = (3, 2, 1, 4, 2, 2)

v1

v2

v3

v4

v5

v6

initial sets, 

U0 = {v ∈ V : a0(v) > 0} :=
{
v01 , · · · , v0p0

}
;

I0 = {v ∈ V : a0(v) = 0};
E0 = ∅;
M0 = ∅;
E ′
0 = ∅;

B0 = ∅.

In our running example, Figure 4, we have p0 = 6 and

a0(v1) = 3; a0(v2) = 2; a0(v3) = 1; a0(v4) = 4; a0(v5) = 2 and a0(v6) = 2.

We also let G′
0 = (∅, ∅) be the empty graph.

In a similar fashion to Section 3, we shall proceed by induction. At iteration j, we are given:

• A multi-graph Gj = (V, Ej) = (Mj ∪ Uj ∪ Ij , Ej), representing the partially constructed connec-
tions between elements of V, where we denote by:

– Mj the set of matched nodes at j, which are nodes that are fully attached to the multi-graph
at j (no available stubs), and belong to the matching at j;

– Uj the set of unexplored nodes at j, that is, nodes that do not belong to the matching at j,
but can still be attached to it since they have available stubs, which will become edges that
can possibly be added to the matching. The nodes of the set Uj are indexed as

Uj =
{
vj1 , · · · , vjpj

}
,

for some positive pj ≤ n. For any l ∈ J1, pjK, we denote by aj(vjl) > 0, the availability of
node vjl ∈ Uj , that is, the number of its available stubs. We then identify vjl with a ‘bunch’
of aj(vjl) stubs.

– Ij , the set of isolated nodes at j, that is, nodes that are already fully attached to the multi-
graph at j, have no more available stubs, but do not belong to the matching at j. These
nodes have been isolated because their last completed adjacent edge pointed to an already
matched node.

• A maximum matching G′
j = (Mj , E ′

j) on the induced subgraph of Mj in Gj . In particular, E ′
j is

a set of pairs of Mj of the form {vi, vi′} for vi, vi′ ∈ Mj , such that any element of Mj appears
in exactly one pair of E ′

j . By our very construction, all nodes of Mj (if any) will have degree at
least 1 in Gj .

• Bj , the set of blocked nodes at j: those are isolated nodes in the same sense as above, but whose
last completed adjacent edge was a self-loop. See case 2a) below.

Our joint construction of a multi-graph, and of a matching on it, goes as follows:

Step 0. We initially have the following alternative:
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0a) If Uj = ∅ (no more unexplored nodes at j), set

Uj+1 = Uj = ∅;
Ij+1 = Ij ;
aj+1(v) = aj(v) = 0, v ∈ Ij+1;

Ej+1 = Ej ;
Mj+1 = Mj ;

E ′
j+1 = E ′

j ;

Bj+1 = Bj ,

and go to Step 5.
0b) Else, go to Step 1.

Step 1. Let (or draw)

I = Φ|Uj |

(
aj(vj1), · · · , aj(vjpj )

)
,

and let K ≡ aj(I). Let q ∈ J1, pjK be such that I = vjq . We then apply the uniform pairing
procedure, to complete theK stubs of I into edges. More specifically, we draw, without repetition,
K half-edges H1, · · · , HK , uniformly at random among pj bunches of half-edges of respective sizes
aj (vjl), l ∈ J1, pjK, to be paired with the half-edges of I, to complete the emanating edges of node
I. Note that this operation may lead to parallel edges or self-loops, whenever several elements of
the same bunch of half-edges are chosen. Denote by I1, ..., IK̃ the indexes of the (possibly equal)
bunches to which the K half-edges H1, · · · , HK belong. Note that these indexes may include
repetitions in case of multiple edges and/or I itself in case of self-loops, and that K̃ ≤ K, with
an equality if I has no self-loop. Then we update the set of edges by setting

Ej+1− = Ej ∪
{
{I, I ′1}, ..., {I, I ′K̃}

}
,

where {I, I} is understood as a self-loop at I, and the repetition of the same edge {I, J} is
understood as a multiple edge between I and J . Then, we let

Nj(I) := {vji1 , ..., vjiℓ} ⊂
{
vj1 , ..., vjpj

}
,

for some ℓ ≡ ℓj ≤ K, be the set of the ℓ neighbors of I other than I itself, if any, i.e., the distinct
nodes different from I, appearing in the list (I ′1, ..., I

′
K̃
), if any. For all l ∈ J1, pjK \ {q}, we let

b(vjl) ≡ bj(vjl) be the number of edges shared by vjl with I, that is, the (possibly null) number
of elements in the bunch associated to vjl , that were chosen in the uniform pairing procedure. In
other words, b(vjl) is the number of repetitions of the node vjl in the list (I ′1, ..., I

′
K̃
). Go to Step

2.

v1

v2

v3

v4

v5

v6

Figure 5. Chosing I = v1 and discovering its neighbors.

In our running example (Figure 5), say that Φ is the random uniform choice over U0, and we
draw I = v1. Then we get K = ℓ = 3, N0(I) = {v2, v3, v6} and

b(v1) = 0; b(v2) = 1; b(v3) = 1; b(v4) = 0; b(v5) = 0 and b(v6) = 1.

Step 2. We have the following alternative:
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2a) If ℓ = 0, i.e., at iteration j, I has no other new neighbor than itself, and in particular we
get that b(vjl) = 0 for all l ∈ J1, pjK \ {q}. Then, we say that node I is blocked: it is now
fully attached to the graph (with at least one self-loop), but is not matched. We then set
b′(vjl) ≡ b′j(vjl) = 0 for all l ∈ J1, pjK, and then fix

(2) aj+1(vjl) = aj(vjl), l ∈ J1, pjK \ {q}

and 

Uj+1 = Uj \ {I};
Ij+1 = Ij ;
aj+1(v) = aj(v) = 0, v ∈ Ij+1;

Ej+1 = Ej+1− ;

Mj+1 = Mj ;

E ′
j+1 = E ′

j ;

Bj+1 = Bj .

Then go to Step 5.

2b) If ℓ > 0, I has other new neighbors than itself, and we pick the match I ′ of I within the set
{vji1 , ..., vjiℓ}. For this, let (or draw)

I ′ = Φ′
|Nj(I)|

(
aj(vji1 ), · · · , aj(vjiℓ )

)
,

and let K ′ = aj(I
′) be the availability of node I ′. Let also r ∈ J1, pjK be such that I ′ = vjr .

Henceforth, both nodes I and I ′ together with the edge {I, I ′} are added to the matching
G′
j , that is, we set 

Uj+1− = Uj \ {I, I ′};
Ij+1− = Ij ;
Mj+1 = Mj ∪ {I, I ′};
E ′
j+1 = E ′

j ∪
{
{I, I ′}

}
;

Bj+1 = Bj ,

and go to Step 3.

In the running example (Figure 6), we present two matching criteria for a common draw
I = v1: On the left-hand subfigure, Φ is greedy and we obtain I ′ = v2 and K ′ = 2. On
the right-hand, Φ is uni-min and we get I ′ = v3 and K ′ = 1.

v1

v2

v3

v4

v5

v6

(a) greedy chooses the match uniformly

v1

v2

v3

v4

v5

v6

(b) uni-min only has one choice

Figure 6. Matching I with I ′.

Step 3. We determine the edges adjacent to node I ′. We have the following alternative:
3a) If K ′ = b(I ′), then I ′ has no more open half-edges to complete. In this case we do not do

anything, and just set

Ej+1 = Ej+1− .

This is the case in the right-hand subfigure of Figure 7.
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3b) If K ′ > b(I ′), I ′ still has K ′ − b(I ′) incomplete half-edges. To complete them into edges,
we reiterate the same procedure of uniform pairing as in Step 1, to determine the indexes
(I1, · · · , IK̃′) of the endpoints of all edges emanating from I ′, other than the already drawn
{I, I ′} edge. The neighborhood of node I ′ is now complete, and we set

Ej+1 = Ej+1− ∪
{
{I ′, I1}, ..., {I ′, IK̃′}

}
,

using the same notational convention as at Step 1. We let{
vjs1 , ..., vjsm

}
⊂
{
vj1 , ..., vjpj

}
\ {vjq},

for m ≤ aj (I
′) − b(I ′), be the set of the m neighbors of I ′ other than I and I ′ itself, i.e.,

the distinct nodes different from I and I ′, appearing in the list (I1, ..., IK̃′), if any. In the

left-hand subfigure of Figure 7, we then have K̃ ′ = 1 and I1 = vjs1 = v5.

v1

v2

v3

v4

v5

v6

(a) greedy: I ′ = v2 has another neighbor

v1

v2

v3

v4

v5

v6

(b) uni-min: no other operation at this step

Figure 7. Completing the neighborhood of I ′.

Go to Step 4.

Step 4. For all l ∈ J1, pjK \ {q, r}, let b′(vjl) ≡ b′j(vjl) be the number of edges shared by vjl with I ′. This
number is 0 in case 3a), and in case 3b), it is given by the (possibly null) number of elements in
the bunch associated to vjl that were chosen in the uniform pairing procedure. We then update
the availabilities of all nodes of Uj , by setting

(3) aj+1(vjl) = aj(vjl)− b(vjl)− b′(vjl), l ∈ J1, pjK \ {q, r}.

Finally, the set Uj+1 of unexplored nodes at step k + 1 is obtained from Uj by deleting I and I ′

(which are now elements of Mj+1), together with all elements of Uj whose availability is null at
step k + 1, if any, since these nodes become isolated. In other words, set

Uj+1 = Uj+1− \ {vjl : aj+1(vjl) = 0, l ∈ J1, pjK \ {q, r}} ;
Ij+1 = Ij+1− ∪ {vjl : aj+1(vjl) = 0, l ∈ J1, pjK \ {q, r}} ;
aj+1(v) = aj(v) = 0, v ∈ Ij+1.

We then re-index the set Uj+1 as

Uj+1 :=
{
v(j+1)1 , · · · , v(j+1)pj+1

}
,

for some pj+1 ≤ pj . Note that, by the very procedure of uniform pairing, the total sum of
availabilities

∑pj+1

l=1 aj+1(v(j+1)l) at iteration j + 1 is even, because it has the same parity as the

sum of availabilities
∑pj

l=1 aj(vjl) at iteration j. Now go to Step 5.

In the left-hand subfigure of Figure 7, we then have

b′(v1) = 1; b′(v2) = 0; b′(v3) = 0; b′(v4) = 0; b′(v5) = 1 and b′(v6) = 0,

while in the right-hand subfigure of Figure 7, where we obtain N0(I
′) = {I} and

b′(v1) = 1 and b′(v2) = b′(v3) = b′(v4) = b′(v5) = b′(v6) = 0.
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In our running example, in the case of greedy we end up at step 1 with
U1 = {v4, v5, v6}, with a1(v4) = 4, a1(v5) = 1, and a1(v6) = 1,

M1 = {v1, v2},
I1 = {v3}.

Regarding uni-min, we obtain
U1 = {v2, v4, v5, v6}, with a1(v2) = 1, a1(v4) = 4, a1(v5) = 2, and a1(v6) = 1,

M1 = {v1, v2},
I1 = ∅.

Step 5. Set k := k + 1. If k = n, terminate the procedure. Else, go to Step 0.

As in Section 3, the procedure terminates at step n, where we necessarily have Un = ∅. At that time,
we end up with a multi-graph G := Gn := (V, En), since all stubs have been completed. Moreover all the
nodes are either matched or isolated. The matching coverage is re-expressed similarly to (1):

(4) Mn
Φ(G) =

|Mn|
n

= 1− |In|
n

− |Bn|
n

∈ [0, 1].

5. Measure-valued representation and Markov dynamics

We first address a comparison between the matching algorithms respectively defined in Sections 3 and
4. We let, for all j ∈ J0, nK,

• µ̊j be the empirical degree distribution of all unexplored nodes at time j in the remaining graph

G̊j associated to the construction of Section 3, that is,

(5) µ̊j =
∑

v∈Ůj∪I̊j

δdj(v) ∈ M |Ůj |+|I̊j |;

• µj be the analogous empirical distribution representing the availabilities of all unexplored nodes
at j, in the construction of Section 4. Specifically,

(6) µj =
∑

v∈Uj∪Ij

δaj(v) ∈ M |Ůj |+|I̊j |.

Let us also observe the following immediate representation of the matching coverage,

Proposition 5.1. In the construction of Section 4, the associated matching coverage can be rewritten as

(7) MΦ(µ0) = 1− µn({0})
n

− Bn

n
,

where Bn is the final number of blocked nodes in the construction.

Proof. At each iteration, the Dirac masses δj and (in case 2b), whenever a matching does occur) δK′

are removed from the degree measure, while the masses associated to their neighboring nodes lose mass
according to (2) and (3). Eventually, at step n, when all the edges in the resulting multi-graph have been
created, the only remaining Dirac masses in µn are those associated to isolated nodes with no availability.
In other words, the final set of unmatched nodes consists of all nodes having availability 0 at iteration n,
and the nodes that have been blocked in case 2a) of Step 2. Then (7) follows from (4). ■

The following result establishes a connection between the two constructions. It is a formalization of
the intuitive fact, that the matching criteria behave similarly whenever they are ran on a pre-constructed
graph, and on a graph sampled from the CM of same degree distribution.

Theorem 5.1. Let G̊(V̊, E̊) be a (simple) graph of size n and degree vector d, and let (µ̊j , j ∈ J0, nK) be the
measure-valued random sequence defined by (5), with initial value

µ̊0 =

n∑
i=1

δd(i).

Let G(V, E) be the resulting multi-graph of the construction of Section 4, corresponding to n nodes and

an initial degree vector d. Suppose that V = V̊, and fix a common local matching criterion Φ on V = V̊.
Then, for any j ∈ J0, nK and any measure ν ∈ Mn

F we get that

P
[
µj = ν | G = G̊

]
= P [̊µj = ν] .
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Proof. Suppose that G = G̊, that is, the final result of the second construction produces the graph G̊
on which the first construction is deployed. We then index the nodes of V = V̊ consistently in the two
constructions. By assumption, we initially have that

Ů0 = U0 = V;
a0(v) = d0(v) = d(v), for all v in Ů0 = U0;

M̊0 = ∅ = M0;

E̊(v) ∩ M̊0 = ∅ = E0(v), for all v in Ů0 = U0;

I̊0 = ∅ = I0;
B0 = ∅.

The result is then obtained by induction on j. Suppose that, at some time j ∈ J0, n− 1K we have

(8)



Ůj = Uj

aj(v) = dj(v), for all v in Ůj = Uj ,

M̊j = Mj ;

E̊(v) ∩ M̊j = Ej(v), for all v in Ůj = Uj ;

I̊j = Ij ;
Bj = ∅,

meaning that at iteration j: (i) The sets of unexplored nodes are the same in the two constructions;
(ii) For any such unexplored node, the degree in the remaining graph of the first construction equals its
availability in the second construction; (iii) The matched nodes are the same in the two constructions;
(iv) For any unexplored node, the neighboring nodes amongst the already matched nodes in the first
construction coincide with the neighbors in the already constructed graph in the second construction; (v)
The sets of isolated nodes are the same in the two constructions and (vi) There are no blocked nodes in
the second construction.

First, in view of (8) note that, if Ůj = Uj = ∅ (case 0a)) then we keep everything unchanged at

iteration j + 1 in both algorithms, so (8) remains valid. Then, in case 0b), at Step 1̊ and 1 respectively
we can set a common realization of

ΦŮj
((dj(v) : v ∈ Ůj)) and ΦUj

((aj(v) : v ∈ Uj)),

leading to the same values for I̊ and I. Now, as G = G̊, node I has the same neighborhood in G̊ and
G. But from (8), the neighbors of I amongst the matched nodes in the first construction are exactly the
already connected neighbors of I in the graph Gj in the second. Therefore, the uniform pairing procedure
at Step 2 necessarily leads to the same set of additional neighbors for I as the set of remaining neighbors
of I in G̊j , namely

E̊j(I̊) = Nj(I) = {vji1 , ..., vjiℓ }.

Then, as G̊ is a graph, at Step 2, case 2a) cannot occur. So I necessarily has neighbors in Gj , and so

Bj+1 = ∅.

We can again set a common realization of

Φ′
E̊j(I̊)

((dj(v) : v ∈ E̊j(I̊))) and Φ′
Nj(I)

((aj(v) : v ∈ Nj(I))),

leading to I̊ ′ = I ′. We then deduce that{
Ůj+1 = Ůj \ {I̊ , I̊ ′} = Uj \ {I, I ′} = Uj+1;

M̊j+1 = M̊j ∪ {I̊ , I̊ ′} = Mj ∪ {I, I ′} = Mj+1.

From the same argument as above, the uniform pairing procedure leads again to the same set of additional
neighbors for I ′ as the set of remaining neighbors of I̊ ′ in G̊j , namely

E̊j(I̊ ′) = {vjs1 , ..., vjsm } ∪ {vjq}.

Therefore, for any v ∈ Ůj+1 = Uj+1 we are in the following alternative:
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• If v ∈ Nj(I) ∩ Nj(I), v was chosen as a common neighbor of I and I ′ at step j, implying, as

G̊ = G, that it is a common neighbor of I̊ and I̊ ′ in G. Then from (8) we get

Ej+1(v) = Ej(v) ∪ {I, I ′} = (E̊(v) ∩ M̊j) ∪ {I̊ , I̊ ′} = E̊(v) ∩ M̊j+1.

Also, as G̊ is a (simple) graph, v loses exactly 2 neighbors at iteration j+1 of the first algorithm,
and we also have that b(v) = b′(v) = 1 in the second one. Thus (3) implies

aj+1(v) = aj(v)− 2 = dj(v)− 2 = dj+1(v).

• Likewise, if v ∈ Nj(I) ∩Nj(I)
c, then v shares an edge with I̊ and not with I̊ ′ in G̊, and so

Ej+1(v) = Ej(v) ∪ {I} = (E̊(v) ∩ M̊j) ∪ {I̊} = E̊(v) ∩ M̊j+1.

Moreover, v loses exactly one neighbor at iteration j + 1 of the first algorithm, and so

aj+1(v) = aj(v)− 1 = dj(v)− 1 = dj+1(v).

• Similarly, if v ∈ Nj(I)
c ∩Nj(I), we get

Ej+1(v) = Ej(v) ∪ {I ′} = (E̊(v) ∩ M̊j) ∪ {I̊ ′} = E̊(v) ∩ M̊j+1;

aj+1(v) = aj(v)− 1 = dj(v)− 1 = dj+1(v).

• Finally, if v ∈ Nj(I)
c ∩Nj(I)

c, we readily obtain that

Ej+1(v) = Ej(v) = (E̊(v) ∩ M̊j) = E̊(v) ∩ M̊j+1;

aj+1(v) = aj(v) = dj(v) = dj+1(v).

In particular, the nodes that become isolated (because their degree / their availability becomes null) at
iteration j + 1 are the same in the two constructions, in other words

I̊j+1 \ I̊j = Ij+1 \ Ij ,

which implies in turn that I̊j+1 = Ij+1. As a conclusion, assertion (8) holds at iteration j + 1.
Thus we can conclude that there exists a coupling of the two systems, such that (8) holds for all

j ∈ J0, nK. Finally, (5) and (6) imply in particular that µ̊j = µj for all j ∈ J0, nK, concluding the proof.
■

The latter result establishes that, whenever the configuration model produces a given graph, the local
matching algorithm simply behaves like an exploration algorithm on the prescribed graph. Therefore, to
capture the asymptotic properties of the latter, it is sufficient to study the dynamics of the former. In
the following Proposition, we write any point measure µ ∈ M n as

(9) µ :=

µ(N+)∑
l=1

δal(µ) + µ(0)δ0,

where a sum over an empty set is fixed to zero, and where the al(µ), l ∈ J1, µ (N+)K, are the non-zero
atoms of µ, if any, indexed arbitrarily.

Proposition 5.2. For any local matching criterion Φ, the sequence (µj , j ∈ J0, nK) defined by (6), is an
homogeneous DTMC having transition kernel

(10) LF (µ) := Eµ

(
F (µ0 + ϑ(µ0))− F (µ0)

)
,

for µ ∈ M n, F a bounded continuous function: M n → R, and for ϑ(µ) defined as

(11) ϑ(µ) = −

δKΦ(µ) +

δK′
Φ(µ) +

µ(N+)∑
l=1

(
δal(µ) − δal(µ)−bΦ,l(µ)−b′Φ,l(µ)

)1E (µ)

1{⟨µ,χ⟩>0},

where E (µ) is an event independent of everything else and KΦ, K
′
Φ, bΦ,l and b′Φ,l, l ∈ N+, are mappings

that depend only on draws independent of everything else, to be specified in the proof below.

Proof. Recall the construction of Section 4, and fix µ ∈ M n, written as in (9). Fix also j ∈ J0, n − 1K.
First observe that if µj = µ such that µ(N+) = 0, then there are no more unexplored nodes at j (case
0a)), and we get µj+1 = µj and thereby ϑ(µ) = 0.

Otherwise , we are in case 0b) and we have that pj = |Uj | = µ(N+). We can then re-index the nodes
of Uj in a way that al(µ) = aj(vjl) for all l ∈ J1, pjK = J1, µ(N+)K. Then, at Step 1 we have that

I = vjq = Φ|Uj |

(
aj(vj1), · · · , aj(vjpj )

)
= Φµ(N+) (aµ(1), · · · , aµ(µ (N+))) .
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Thus we can set

(12) K = aj(I) = aj(vjq ) = aµ(q) =: KΦ(µ),

where KΦ is a mapping : M n → N, depending only on Φ on a draws that are independent of everything
else.

Now, observe that the number ℓ of neighbors of I in the uniform pairing procedure can also be written
as ℓ = ℓ(µ), where ℓ(.) is a random mapping that depends only on KΦ(µ), and on draws that are
independent of everything else. Thus, given that µj = µ, the event

(13) E (µ) := {node I has new neighbors different from I itself at iteration j}

is indeed independent of k, and indeed depends only on µ and on independent draws. We have the
following alternative:

• On the event {µj = µ} ∩ E (µ)c, we are in case 2a), i.e., ℓ(µ) = 0. Then node I is blocked, we let
K ′

Φ(µ) ≡ 0, and in view of (2) we obtain that

µj+1 = µ− δK = µ− δKΦ(µ).

• On the event {µj = µ} ∩ E (µ), we are in case 2b). For all l = 1, ..., ℓ(µ), the index jil of the l-th
neighbor of I obtained by uniform pairing, is just a function of µ and of independent draws. It can
thus be written as jil =: jil(µ), where il(.) is also a mapping that depends only on independent
draws. Thus, at Step 2 we get that

I ′ = vjr = Φ′
|Nj(I)|

(
aj(vji1 ), · · · , aj(vjiℓ )

)
= Φ′

ℓ(µ)

(
aµ(i1(µ)), · · · , aµ(iℓ(µ)(µ))

)
,

and we can set

(14) K ′ = aj(I
′) = aj(vjr ) = aµ(r) =: K ′

Φ(µ),

where K ′
Φ is another mapping depending only on Φ and on independent draws. Then the two

nodes I and I ′ are matched, and the corresponding Dirac masses at j and K ′ are substracted
from µ. Also, for any l ∈ J1, pjK \ {q, r}, the number of edges b(vjl) (resp., b

′(vjl)) shared by vjl
with I (resp., I ′) after the procedure of uniform pairing of Step 1 (resp. Step 3b), is a quantity
bΦ,l(µ) (resp., b

′
Φ,l(µ)) that depend only on µ and of independent draws. Therefore, from (3) we

get that

µj+1 = µj − δj − δK′ = µ− δKΦ(µ) − δK′
Φ(µ) −

µ(N+)∑
l=1

(
δal(µ) − δal(µ)−bΦ,l(µ)−b′Φ,l(µ)

)
,

with the convention bΦ,q(µ) = bΦ,r(µ) = b′Φ,q(µ) = b′Φ,r(µ) = 0.

This completes the proof. ■

For any µ ∈ M n, let us denote by KΦ(µ) the distribution on N+ of the r.v. KΦ(µ) defined by (12),
that is,

(15) KΦ(µ)(k) = P [KΦ(µ) = k] , k ∈ N+.

Also, for all k ∈ N+ we let K′
Φ(µ, k) be the distribution on N of the r.v. K ′

Φ(µ) defined by (14),
conditionnal on {KΦ(µ) = k}, namely,

(16) K′
Φ(µ, k)(k

′) = P (K ′
Φ(µ) = k′ | jΦ(µ) = k) , k′ ∈ N,

observing that we have by definition

K′
Φ(µ, k)(0) = P (E (µ)c | jΦ(µ) = k) , k ∈ N+.

To conclude this section, observe that the DTMC (µj , j ∈ J0, nK) looses mass over time, since the
availabilities of the nodes decrease as they loose half-edges. We formalize this intuitive fact as follows,

Proposition 5.3. Let f : N → R be a nonnegative and increasing function. Then we have that

⟨µj , f⟩ ≥ ⟨µj+1, f⟩ , j ∈ J0, n− 1K.
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Proof. For all such j and f , in view of Proposition 5.2 we get that

⟨µj+1, f⟩ − ⟨µj , f⟩ = ⟨ϑ(µj), f⟩ , j ∈ J0, n− 1K.

But if follows from (11) that for all µ,

⟨ϑ(µ), f⟩

= −

f(KΦ(µ)) +

f(K ′
Φ(µ)) +

µ(N+)∑
l=1

(
f (al(µ))− f

(
al(µ)− bΦ,l(µ)− b′Φ,l(µ)

) )1E (µ)

1{⟨µ,χ⟩>0},

a quantity that is non-positive since f is non-negative and non-decreasing. ■

6. Approximated dynamics

6.1. An alternative construction. To identify the large-graph limiting behavior of the DTMC (µj , j ∈ J0, nK)
defined in Section 5, it is convenient to couple the construction of Section 4 to an alternative one, that
is defined as follows. Fix a counting measure µ ∈ Mp such that p :=

〈
µ,1N+

〉
> 0, denoted as in (9). To

each i ∈ N+ are associated µ(i) non-empty buckets of i items. (Buckets and items correspond to nodes
and half-edges in the original construction.) So there are p buckets and a total of M = ⟨µ, χ⟩ items. We
label the buckets arbitrarily, as B1, ..., Bp. For any l = 1, ..., p, we set the cardinality of bucket Bl as
al := al(µ). We also label the items from 1 to M as follows: items 1 to a1 are the elements of bucket B1

labeled arbitrarily, items a1 + 1, ..., a1 + a2 are the elements of bucket B2, and so on.
We perform the following random experiment, which mimics the dynamics of Section 4 at any given

step, but when the sampling is performed with (rather than without) replacement:

(i) We draw

J = Φp(a1, ..., ap) ∈ J1, pK,

and set Î := BJ , the corresponding bucket. We denote by K̂ = aJ , its cardinality. Observe that,

by identifying buckets with nodes and items with half-edges, K̂ follows the very distribution
KΦ(µ) defined by (15).

(ii) Then we draw uniformly at random, and with replacement, K̂ (possibly equal) items among M ,

denoted by Ĥ1, ..., ĤK̂ . For all l ∈ J1, K̂K we denote by Bjl , the bucket Ĥl belongs to. Note, that
various indexes jl may be equal to one another and/or equal to j. Then we distinguish two cases:
(iia) On the event

Ê (µ)c :=
{
All indexes jl, l ∈ J1, K̂K, are equal to J

}
,

we set K̂ ′ := 0, and terminate the procedure.

(iib) Else, on Ê (µ), we let ℓ be the number of distinct buckets, and distinct from Î, that were
chosen at step (i), and denote by Bs1 , ..., Bsℓ , these distinct buckets. We draw

J ′ = Φ′
ℓ(as1 , ..., asℓ) ∈ J1, ℓK,

and set Î ′ := Bj′ , the corresponding bucket. Note that we have J ′ = js for some s ∈ J1, K̂K.
We denote by K̂ ′ = aJ′ the cardinality of Î ′, and go to step (iii).

For all k ∈ N+, we let K̂′
Φ(µ, k) be the distribution of K̂ ′ on N conditionnal on {K̂ = k}, namely,

(17) Pµ

(
K̂ ′ = k′ | K̂ = k

)
= K̂′

Φ(µ, k)(k
′), k′ ∈ N,

and by definition we have that

K̂′
Φ(µ, k)(0) = Pµ

(
Ê (µ)c | K̂ = k

)
, for all k.

However, as the choices are made with replacement, for any k the distribution K̂′
Φ(µ, k) does not

coincide in general with K′
Φ(µ, k) defined by (16).

(iii) We are in the following alternative:

(iiia) If K̂ ′ = 1, we terminate the procedure;

(iiib) If K̂ ′ > 1, we draw uniformly at random, and with replacement, K̂ ′ − 1 items among M ,

denoted by i′1, ..., i
′
K̂′−1

. Then, for all l ∈ J1, K̂ ′− 1K we denote by Bj′l
, the bucket i′l belongs

to, and terminate the procedure.
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Let us denote, for all y ∈ N+, byN̂µ(y) = Card
{
l ∈ J1, K̂K \ {s} : ajl = y

}
;

N̂ ′
µ(y) = Card

{
l ∈ J1, K̂ ′ − 1K : aj′l = y

}
1K̂′>1,

the number of (possibly equal) items drawn at step (ii) other than is (respectively, at step (iii)) and
belonging to a bucket of size y, and define

(18) ϑ̂(µ) = −

(
δK̂ +

(
δK̂′ +

∞∑
y=1

(
N̂µ(y) + N̂ ′

µ(y)
)
(δy − δy−1)

)
1Ê(µ)

)
1⟨µ,χ⟩>0.

For all f ∈ Cb, define the operator L̂f on M n by

L̂f (µ) = Eµ

[〈
ϑ̂(µ), f

〉]
, µ ∈ M n.

Observe the following result,

Lemma 6.1. For all µ ∈ M n such that ⟨µ, χ⟩ > 0, for all f ∈ Cb we have that

(19) L̂f (µ) = −
〈
KΦ(µ), f +

〈
K̂′

Φ(µ, .), f
〉〉

− ⟨µ, χ∇f⟩
⟨µ, χ⟩

〈
KΦ(µ), χ− 1 +

〈
K̂′

Φ(µ, .), χ− 1
〉〉

,

where the measures KΦ(µ) and K̂′
Φ(µ, k), k ∈ N+, are defined respectively by (15) and (17).

Proof. From (18), we immediately get that

(20) L̂f (µ) = −Eµ

[
f
(
K̂
)]

− Eµ

[
f
(
K̂ ′
)]

−
∞∑
y=1

Eµ

[
N̂µ(y) + N̂ ′

µ(y)
]
∇f(y).

Now observe, first, that

Eµ

[
f
(
K̂
)]

= ⟨KΦ(µ), f⟩ ,

and second,

Eµ

[
f
(
K̂ ′
)]

=
∑
k∈N+

∑
k′∈N+

f(k′)K̂′
Φ(µ, k)(k

′)KΦ(µ)(k) =
〈
KΦ(µ),

〈
K̂′

Φ(µ, .), f
〉〉

.

Also, given that K̂Φ(µ) = k ∈ N+, at step (ii), for any l ∈ J1, kK, the size ajl of the bucket to which item
is belongs follows, independently of everything else, the size-biased distribution associated to µ, namely
for all y ∈ N+,

Pµ(ajl = y) =
yµ(y)

⟨µ, χ⟩
·

Consequently, for every y ∈ N+, N̂µ(y) follows the Binomial distribution with parameters k−1 and yµ(y)
⟨µ,χ⟩ ,

understood as 0 a.s. if k = 1. Likewise, given that ĵΦ(µ) = k ∈ N+ and K̂ ′
Φ(µ) = k′ ∈ N+, for every

y ∈ N+, N̂µ(y) follows the Binomial distribution with parameters k′ − 1 (understood as 0 a.s. if k′ = 1)

and yµ(y)
⟨µ,χ⟩ . All in all, (20) implies that

Eµ

[〈
ϑ̂(µ), f

〉]
= −⟨KΦ(µ), f⟩ −

〈
KΦ(µ),

〈
K̂′

Φ(µ, .), f
〉〉

−
∞∑
y=1

∇f(y)
∑
k∈N+

(k − 1)
yµ(y)

⟨µ, χ⟩
+
∑

k′∈N+

(k′ − 1)
yµ(y)

⟨µ, χ⟩
K̂′

Φ(µ, k)(k
′)

KΦ(µ)(k)

= −⟨KΦ(µ), f⟩−
〈
KΦ(µ),

〈
K̂′

Φ(µ, .), f
〉〉

− ⟨µ, χ∇f⟩
⟨µ, χ⟩

{
⟨KΦ(µ), χ− 1⟩+

〈
KΦ(µ),

〈
K̂′

Φ(µ, .), χ− 1
〉〉}

= −
〈
KΦ(µ), f +

〈
K̂′

Φ(µ, .), f
〉〉

− ⟨µ, χ∇f⟩
⟨µ, χ⟩

{〈
KΦ(µ), χ− 1 +

〈
K̂′

Φ(µ, .), χ− 1
〉〉}

,

as desired. ■
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Now let us define the following event,

(21) T̂ (µ) =
{
The buckets Î , Bj1 , ..., Bj

K̂
, Bj′1

, ..., Bj′
K̂′−1

are all distinct
}
,

with an obvious meaning if K̂ ′ = 1. Observe that we clearly have T̂ (µ) ⊂ Ê (µ). We have the following
result,

Lemma 6.2. For all µ ∈ Mp having positive first moment and finite third moment, the event defined by
(21) satisfies

Pµ

(
T̂ (µ)c

)
≤
〈
µ, χ2

〉
⟨µ, χ⟩2

〈
KΦ(µ), χ

2 +
〈
K̂′

Φ(µ, .), χ
2
〉
+ (1 + 2χ)

〈
K̂′

Φ(µ, .), χ
〉〉

+

〈
KΦ(µ), χ

2
〉

⟨µ, χ⟩
·

Proof. Plainly,

Pµ

(
T̂ (µ)c

)
≤ Pµ

(
Bjs = Bjl for some s ̸= l ∈ J1, K̂K

)
+ Pµ

(
Bj′s

= Bj′l
for some s ̸= l ∈ J1, K̂ ′ − 1K

)
+ Pµ

(
Bj′s

∈ {Î , Bj1 , ..., Bj
K̂
} for some s ∈ J1, K̂ ′ − 1K

)
+ Pµ

(
B̂js = Î for some s ∈ J1, K̂K

)
≤

∞∑
k=2

∑
s ̸=l∈J1,kK

Pµ

(
Bjs = Bjl | K̂ = k

)
Pµ

(
K̂ = k

)
+

∞∑
k=1

∑
s∈J1,kK

Pµ

(
Bjs = Î | K̂ = k

)
Pµ

(
K̂ = k

)

+

∞∑
k=1

∞∑
k′=3

∑
s ̸=l∈J1,k′−1K

Pµ

(
Bj′s

= Bj′s
| K̂ = k, K̂ ′ = k′

)
Pµ

(
K̂ = k, K̂ ′ = k′

)

+

∞∑
k=2

∞∑
k′=2

k′−1∑
s=1

Pµ

(
Bj′s

∈ {Î , Bj1 , ..., Bj
K̂
} | K̂ = k, K̂ ′ = k′

)
Pµ

(
K̂ = k, K̂ ′ = k′

)
.

By the symmetry of uniform draws, we deduce that

(22) Pµ

(
T̂ (µ)c

)
≤

∞∑
k=2

(
k

2

)
Pµ

(
Bj1 = Bj2 | K̂ = k

)
KΦ(µ)(k) +

∞∑
k=1

kPµ

(
Bj1 = Î | K̂ = k

)
KΦ(µ)(k)

+

∞∑
k=1

∞∑
k′=3

(
k′ − 1

2

)
Pµ

(
Bj′1

= Bj′2
| K̂ = k, K̂ ′ = k′

)
K̂′

Φ(µ, k)(k
′)KΦ(µ)(k)

+

∞∑
k=2

∞∑
k′=2

(k′ − 1)Pµ

(
Bj′1

∈ {Î , Bj1 , ..., Bj
K̂
} | K̂ = k, K̂ ′ = k′

)
K̂′

Φ(µ, k)(k
′)KΦ(µ)(k)·

But, for all k ≥ 2, recalling that the size of Bj1 is size-biased we obtain that

Pµ

(
Bj1 = Bj2 | K̂ = k

)
=

∞∑
y=1

Pµ

(
Bj1 = Bj2 | K̂ = k, aj1(µ) = y

)
Pµ

(
aj1(µ) = y | K̂ = k

)
=

∞∑
y=1

y

⟨µ, χ⟩
yµ(y)

⟨µ, χ⟩
=

〈
µ, χ2

〉
⟨µ, χ⟩2

·(23)

Likewise, for all k ≥ 1 we have

(24) Pµ

(
Bj1 = Î | K̂ = k

)
=

k

⟨µ, χ⟩
·

and for all k ≥ 1 and k′ ≥ 3 we obtain that

(25) Pµ

(
Bj′1

= Bj′2
| K̂ = k, K̂ ′ = k′

)
=

〈
µ, χ2

〉
⟨µ, χ⟩2

·

Regarding the final term, denote

D̂ =

ℓ∑
i=1

asi(µ)− aJ′(µ),
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the sum of the sizes of all distinct buckets chosen at step (i) other than Î ′, if any. Then, for all k ≥ 2, k′ ≥ 2
and d ≥ 1 we get that

Pµ

(
Bj′1

∈ {Î , Bj1 , ..., Bj
K̂
} | K̂ = k, K̂ ′ = k′

)
=

∞∑
d=0

Pµ(Bj′1
∈ {Î , Bj1 , ..., Bj

K̂
} | K̂ = k, K̂ ′ = k′, D̂ = d)Pµ

(
D̂ = d | K̂ = k, K̂ ′ = k′

)

≤
∞∑
d=0

k + k′ + d

⟨µ, χ⟩
Pµ

(
D̂ = d | K̂ = k, K̂ ′ = k′

)
=

k + k′ + Eµ

[
D̂ | K̂ = k, K̂ ′ = k′

]
⟨µ, χ⟩

·

But given that {K̂ = k} we have ℓ ≤ k a.s., and thus by symmetry we obtain that

Eµ

[
D̂ | K̂ = k, K̂ ′ = k′

]
≤ (k − 1)Eµ

[
as1(µ) | K̂ = k, K̂ ′ = k′

]
.

As as1(µ) follows the size-biased distribution associated to µ, we conclude that

Pµ

(
Bj′1

∈ {Î , Bj1 , ..., Bj
K̂
} | K̂ = k, K̂ ′ = k′

)
≤

k + k′ + (k − 1)
⟨µ,χ2⟩
⟨µ,χ⟩

⟨µ, χ⟩
≤
〈
µ, χ2

〉
⟨µ, χ⟩2

(2k + k′) ,

because
⟨µ,χ2⟩
⟨µ,χ⟩ ≥ 1. This, combined with (23), (24) and (25) in (22), yields that

Pµ

(
T̂ (µ)c

)
≤
〈
µ, χ2

〉
⟨µ, χ⟩2

〈
KΦ(µ), χ

2
〉
+

〈
KΦ(µ), χ

2
〉

⟨µ, χ⟩
+

〈
µ, χ2

〉
⟨µ, χ⟩2

∞∑
k=1

〈
K̂′

Φ(µ, k), χ
2
〉
KΦ(µ)(k)

+

〈
µ, χ2

〉
⟨µ, χ⟩2

∞∑
k=2

∞∑
k′=2

(k′ − 1) (2k + k′) K̂′
Φ(µ, k)(k

′)KΦ(µ)(k)

≤
〈
µ, χ2

〉
⟨µ, χ⟩2

〈
KΦ(µ), χ

2 +
〈
K̂′

Φ(µ, .), χ
2
〉
+ (1 + 2χ)

〈
K̂′

Φ(µ, .), χ
〉〉

+

〈
KΦ(µ), χ

2
〉

⟨µ, χ⟩
,

concluding the proof. ■

6.2. Generator approximation. We now show that the operator L̂ defined in (19) is indeed an approxi-
mation of the original generator.

Proposition 6.1. Let µ a counting measure of M n such that ⟨µ, χ⟩ > 0, and let f ∈ Cb. Then, for some
constant C > 0,∣∣∣L̂f (µ)− LΠf (µ)

∣∣∣
≤ C∥f∥

(〈
µ, χ2

〉
⟨µ, χ⟩2

〈
KΦ(µ), χ

2 +
〈
K̂′

Φ(µ, .), χ
2
〉
+ (1 + 2χ)

〈
K̂′

Φ(µ, .), χ
〉〉

+

〈
KΦ(µ), χ

2
〉

⟨µ, χ⟩

)1/2

×
(
2 +

〈
KΦ(µ), 2χ

2 +
〈
K̂′

Φ(µ, .), χ
2
〉
+
〈
K′

Φ(µ, .), χ
2
〉〉)1/2

,

where the operators L and L̂f are respectively defined by (10) and (19).

Proof. Fix a point measure µ, and at any iteration j of the construction of Section 4, denote the event

T (µ) =
{
I and I ′ do not have any self-loops/multiple edges,

and do not share any common neighbor, given that the degree measure is µ
}
,

and observe that we also have T (µ) ⊂ E (µ), for the event defined by (13). Throughout this proof, for

notational simplicity we skip the dependence in µ of ϑ, ϑ̂, T and T̂ .

Recall (11) and (18). First observe that a uniform sampling with replacement and conditioned on not
drawing twice the same element, has the same distribution as a uniform sampling without replacement.
Therefore, as we use the same local matching criterion in both constructions, the distribution of K ′

Φ(µ)

conditional on T (µ) coincides with that of K̂ ′
Φ conditional on T̂ (µ). Second, on T (µ), in (11) the

quantities bΦ,l(µ) and bΦ,l(µ), l ∈ J1, µ(N+)K are all 0 or 1, and moreover the indexes l for which
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bΦ,l(µ) ̸= 0 and those for which b′Φ,l(µ) ̸= 0 form two disjoint subsets of J1, µ(N+)K. So we get that for
any point measure ν,

(26) Pµ

(
ϑ̂ = ν | T̂

)
= Pµ (ϑ = ν |T ) .

Also, it is immediate to observe that self-loops and multiple edges occur with a larger probability if draws
of half-edges are performed with replacement, with respect to draws without replacement. Thus we get

that Pµ (T ) ≥ Pµ

(
T̂
)
, and set

qµ :=
Pµ (T )− Pµ

(
T̂
)

1− Pµ

(
T̂
) ∈ (0, 1).

Let the Mp-valued r.v. ϑ̆ be drawn from the distribution Pµ (ϑ = . |T ) with probability qµ, and inde-
pendently, from the distribution Pµ (ϑ = . |T c) with probability 1− qµ, and let us set

ϑ̃ = ϑ̂1l
T̂

+ ϑ̆1l
T̂ c .

So defined, ϑ̃ is a Mp-valued r.v. that coincides with ϑ̂ on T̂ , and that has the same distribution as ϑ.
To see this, observe that for all v ∈ Mp,

Pµ

(
ϑ̃ = v

)
= Pµ

(
ϑ̃ = v | T̂

)
Pµ

(
T̂
)
+ Pµ

(
ϑ̃ | T̂ c

)
Pµ

(
T̂ c
)

= Pµ

(
ϑ̂ = v | T̂

)
Pµ

(
T̂
)
+

(
Pµ (ϑ = v |T ) qµ + Pµ (ϑ = v |T c) (1− qµ)

)
Pµ

(
T̂ c
)

= Pµ (ϑ = v |T )Pµ

(
T̂
)
+ Pµ (ϑ = v |T )

(
Pµ (T )− Pµ

(
T̂
))

+ Pµ (ϑ = v |T c)Pµ (T
c)

= Pµ (ϑ = v) ,

where we used (26) in the third equality. Therefore, as T̂ ⊂ {ϑ̂ = ϑ̃}, we obtain that∣∣∣L̂f (µ)− LΠf (µ)
∣∣∣ = ∣∣∣Eµ

[〈
ϑ̂, f

〉]
− Eµ [⟨ϑ, f⟩]

∣∣∣
=
∣∣∣Eµ

[〈
ϑ̂, f

〉]
− Eµ

[〈
ϑ̃, f

〉]∣∣∣
=
∣∣∣Eµ

[〈
ϑ̂− ϑ̃, f

〉
1l

T̂ c

]∣∣∣
≤ Eµ

[〈
ϑ̂− ϑ̃, f

〉2]1/2
Pµ

(
T̂ c
)1/2

≤
(
2Eµ

[〈
ϑ̂, f

〉2]
+ 2Eµ

[〈
ϑ̃, f

〉2])1/2

Pµ

(
T̂ c
)1/2

=

(
2Eµ

[〈
ϑ̂, f

〉2]
+ 2Eµ

[
⟨ϑ, f⟩2

])1/2

Pµ

(
T̂ c
)1/2

.(27)

But, first, observe that the sum in (18) has at most K̂ − 1 + K̂ ′ − 1 non-zero terms, hence

Eµ

[〈
ϑ̂, f

〉2]
≤∥ f ∥2 Eµ

[(
2 + 2(K̂ + K̂ ′)

)2]
≤ 12 ∥ f ∥2

(
1 + Eµ

[
K̂2
]
+ Eµ

[
(K̂ ′)2

])
= 12 ∥ f ∥2

(
1 +

〈
KΦ(µ), χ

2 +
〈
K̂′

Φ(µ, .), χ
2
〉〉)

and by the exact same argument,

Eµ

[
⟨ϑ, f⟩2

]
≤ 12 ∥ f ∥2

(
1 +

〈
KΦ(µ), χ

2 +
〈
K′

Φ(µ, .), χ
2
〉〉)

which concludes the proof using (27) and Lemma 6.2. ■

Let us now define the following sets of measures: for any n ∈ N+, β > 0 and M > 0,

(28) M n
β,M =

{
µ ∈ M n :

〈
µ, χ3

〉
≤ nM and

〈
µ,1N+

〉
≥ nβ

}
.

(29) M̄β,M =
{
µ̄ ∈ M̄ :

〈
µ̄, χ3

〉
≤ M and

〈
µ̄,1N+

〉
≥ β

}
,

and observe that for any n and µ ∈ M n
β,M , the measure 1

nµ is an element of M̄β,M . To prepare the way for
our generator approximations, we need to impose some moment assumptions on the degree distributions
of the matched nodes, defined respectively by (15) and (17).
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Definition 6.1. The local matching criterion Φ is said to preserve moments (up to order 2) if, for all
β > 0 and M > 0, there exists a positive constant C ′(β,M) such that, for every large enough n,

sup
µ∈Mn

β,M

max

{〈
KΦ(µ), χ

2
〉
, sup
k∈N+

〈
K̂′

Φ(µ, k), χ
2
〉}

≤ C ′(β,M).

As the choices of K ′ and K̂ ′ correspond to the same random draw, respectively without and with
replacement, it is natural that the distributions of these r.v.’s, respectively given by (16) and (17), become
somewhat close, as the size n of the graph (resp. the number of n of buckets) goes large. However, the
accuracy of this approximation in function of n clearly depends on the matching criterion. Hence the
following definition, which means that the L2 distance between the two distributions is asymptotically of
order 1.

Definition 6.2. The local matching criterion Φ is said to be well behaved if, for all β > 0 and M > 0,
there exists a positive constant C ′(β,M) such that, for every large enough n,

sup
µ∈Mn

β,M

sup
k∈N+

∣∣∣〈K′
Φ(µ, k), χ

2
〉
−
〈
K̂′

Φ(µ, k), χ
2
〉∣∣∣ ≤ C ′′(β,M).

Observe the following immediate bound,

Proposition 6.2. If the local matching criterion Φ is moment preserving and well-behaved, then for all
β > 0 and M > 0, for every large enough n we get that

sup
µ∈Mn

β,M

{
E
[
(KΦ(µ))

2
]
∨ E

[
(K ′

Φ(µ))
2
]}

≤ C ′(β,M) + C ′′(β,M),

for the constants C ′(β,M) and C ′′(β,M) of Definitions 6.1 and 6.2.

Proof. Fix n large enough in Definitions 6.1 and 6.2, and µ ∈ M n
β,M . Then by the very Definition 6.1 we

readily get that

E
[
(KΦ(µ))

2
]
= E

[〈
KΦ(µ), χ

2
〉]

≤ C ′(β,M).

Further, we also have that

E
[
(K ′

Φ(µ))
2
]
= E

[〈
KΦ(µ),

〈
K′

Φ(µ, .), χ
2
〉〉]

= E
[〈

KΦ(µ),
〈
K̂′

Φ(µ, .), χ
2
〉〉]

+ E
[〈

KΦ(µ),
〈
K′

Φ(µ, .), χ
2
〉
−
〈
K̂′

Φ(µ, .), χ
2
〉〉]

≤ C ′(β,M) + C ′′(β,M),

concluding the proof. ■

Recall the operators defined by (10) and (19). We obtain the following large graph approximation,

Corollary 6.1. Let Φ be a well-behaved and moment preserving local criterion. Then, for all f ∈ Cb and
β,M > 0, there exists a constant C ′′′(β,M, f) > 0 such that for every large enough n,

sup
µ∈Mn

β,M

∣∣∣L̂f (µ)− LΠf (µ)
∣∣∣ ≤ C ′′′(β,M, f)√

n
·

Proof. Fix β, M , f and n satisfying Proposition 6.2. Let µ ∈ M n
β,M . Then Proposition 6.1 together with

the well-behavedness of Φ yield that∣∣∣L̂f (µ)− LΠf (µ)
∣∣∣

≤ C∥f∥√
n

(〈
1
nµ, χ

2
〉〈

1
nµ, χ

〉2 〈KΦ(µ), χ
2 +

〈
K̂′

Φ(µ, .), χ
2
〉
+ (1 + 2χ)

〈
K̂′

Φ(µ, .), χ
〉〉

+

〈
KΦ(µ), χ

2
〉〈

1
nµ, χ

〉 )1/2

×
(
2 +

〈
KΦ(µ), 2χ

2 + 2
〈
K̂′

Φ(µ, .), χ
2
〉
+ C ′′(β,M)1

〉)1/2
.
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But as Φ is moment preserving, we obtain that∣∣∣L̂f (µ)− LΠf (µ)
∣∣∣

≤ C∥f∥√
n

(
M

β2

〈
KΦ(µ), χ

2 + C ′(β,M)(21 + 2χ)
〉
+

M

β

)1/2

×
(
2 +

〈
KΦ(µ), 2χ

2 + 2C ′(β,M)1 + C ′′(β,M)1
〉)1/2

≤ C∥f∥√
n

(
M

β2

(
C ′(β,M) + 4C ′(β,M)2

)
+

M

β

)1/2

×
(
2 + 2C ′(β,M) + 2C ′(β,M)2 + C ′′(β,M)C ′(β,M)

)1/2
=:

C ′′′(β,M, f)√
n

,

which concludes the proof. ■

7. Hydrodynamic limits

In this Section, we introduce our main result. We extend the measure-valued DTMC introduced in
Section 5 for the construction of Section 4, to a continuous-time measure-valued process, which we scale in
turn, so as to obtain a large graph approximation by a deterministic, continuous measure-valued function.

Throughout this section, we fix the size n of the multi-graph produced by the CM, and append a
superscript n to all the corresponding variables. We first need to make specific assumptions on the initial
conditions of the process at hand.

Assumption 7.1. For some ν ∈ MF such that〈
ν, 1N+

〉
> 0,〈

ν, χ3.5+ε
〉
< ∞, for some ε > 0.

the sequence of initial measures
(
1
nµ

n
0 , n ∈ N+

)
satisfies〈

1

n
µn
0 , f

〉
(n,P)−−−→ ⟨ν, f⟩ , for all f ∈ Cb.

Remark 7.1. Having a finite moment of order 3.5 + η for the limiting initial distribution is a technical
assumption that will be useful to prove uniqueness of the solution of a given system of ODE’s, see Section
9 below. However, the interest of a bound at least for the third moment of ν, is not limited to this
technical aspect. The average number of neighbors at distance 2 of a typical node in the configuration
model CM(ν) is shown to be close to

〈
ν, χ2

〉
− ⟨ν, χ⟩ (see [33, 38, 1]), and each of those second neighbors

has a degree that follows again the size-biased degree distribution associated to ν. Satisfying Assumption
7.1 guarantees a control of the number of such neighbors. Thus one can define dynamics on the considered
graph, that depend at most on the second neighbors of a given node, such as the local matching algorithms
that are introduced here. This assumption also allows to control the number of loops and multiple edges,
since the number of such edges then converges to Poisson r.v.’s of order 1 (see e.g. Proposition 7.9 in [38],
or [1]), implying that their influence on the proportion of matched nodes vanishes as n goes to infinity.

To show the convergence of a scaled version of the DTMC
(
µn
j , j ∈ J0, nK

)
, we first extend this random

sequence onto a RCLL process of the Skorokhod space D([0, 1],MF ), as follows: For any 0 ≤ t ≤ 1, denote

µ̄n
t =

1

n
µn
⌊nt⌋.

One immediate downside of that extension is that for any n, the piecewise constant process

µ̄n := (µ̄n
t , t ∈ [0, 1])

is clearly not Markov on D([0, 1],MF ). On the other hand, from (7), the matching coverage of the
construction of Section 4 conveniently becomes

(30) Mn
Φ(µ

n
0 ) = 1− µ̄n

1 ({0})−
Bn

n
·
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Definition 7.1. A local matching criterion Φ is said to be continuous on M̄ if, for any µ̄ ∈ M̄ , for any

sequence (µ̄n, n ∈ N+) of M̄ such that µ̄n ∈ M̄ n for all n, and such that µ̄n n
=⇒ µ̄ for some measure

µ̄ ∈ M̄ satisfying
〈
µ̄,1N+

〉
> 0, there exist measures K̄Φ(µ̄) and K̄′

Φ(µ̄, k), k ∈ N+, of MF (N+), and
such that, in the weak topology,

KΦ(nµ̄
n)

n
=⇒ K̄Φ(µ̄);(31)

K̂′
Φ(nµ̄

n, k)
n
=⇒ K̄′

Φ(µ̄, k), for all k ∈ N+.(32)

We are now in a position to state our main convergence results: Under suitable assumptions, the
sequence of measure-valued stochastic processes ((µ̄n

t , t ∈ [0, 1]) , n ∈ N+) associated to the local algo-
rithm under consideration converges to a deterministic measure-valued function. And by extension, the
corresponding matching coverages converge to a deterministic value.

Theorem 7.1. Let Φ be a local matching criterion that is moment preserving, well-behaved and continuous.
Define the linear operator L̄ as follows: For all f ∈ Cb, for all µ̄ ∈ M̄ ,

(33) L̄f (µ̄)

= −
{〈

K̄Φ(µ̄), f +
〈
K̄′

Φ(µ̄, .), f
〉〉

+
⟨µ̄, χ∇f⟩
⟨µ̄, χ⟩

〈
K̄Φ(µ̄), χ− 1 +

〈
K̄′

Φ(µ̄, .), χ− 1
〉〉}

1{⟨µ̄,1N+⟩>0},

for K̄Φ(µ̄) and K̄′
Φ(µ̄, .) respectively defined by (31) and (32). Suppose that the sequence of initial condi-

tions (µ̄n
0 , n ∈ N+) satisfies Assumption 7.1 for some measure ν, and that the system of integral equations

(34) ⟨ηt, f⟩ = ⟨ν, f⟩+
∫ t

0

L̄f (ηs) ds, f ∈ Cb(R), t ∈ [0, 1]

admits at most one solution in D
(
[0, 1], M̄

)
. Then, the system (34) admits a unique solution (µ̄∗

t , t ∈ [0, 1])

in C
(
[0, 1], M̄

)
, and the following convergence holds:

(35) sup
t≤1

| ⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩ |
(n,P)−−−→ 0.

Corollary 7.1 (Convergence of the matching coverage). Under the above assumptions, for any ν ∈ M̄ we
get

(36) Mn
Φ(ν)

(n,P)−−−→ MΦ(ν) := 1− µ̄∗
1({0}).

Proof. First observe that for all n, the number Bn
n of blocked nodes at the end of the procedure in the

n-th system is upper bounded by the number, say Sn
n , of self-loops at the end of the procedure, in the

resulting graph Gn. But it follows from Proposition 7.9 in [38] that the sequence (Sn
n , n ∈ N+) converges

weakly to a Poisson r.v. of order 1. Therefore,

Bn
n

n
≤ Sn

n

n

(n,P)−−−→ 0.

The result then follows by taking the limit in probability in Equation (30), applying Theorem 7.1 and
the Continuous Mapping Theorem (see e.g. [7]). ■

This result is to be related to the heuristic hydrodynamic approximations obtained in (21) and (22)
of [2], respectively in the case where Φ = greedy and Φ = uni-min, in the related (but not identical
case) where the resulting graph is bipartite, and produced by the bipartite CM, as in [10]. Theorem
7.1 gives a mathematical justification of the large-graph convergence of the suitably normalized process
under consideration to the hydrodynamic limit, for general (instead of bipartite) graphs.

As in Section 7 of [2], Corollary 7.1 can then be used to provide a large graph approximation of the
matching coverage for various degree distribution, by solving numerically the corresponding differential
system.

8. Proof of Theorem 7.1

Throughout the proof, we fix a local matching criterion Φ satisfying the assumptions of Theorem 7.1.
Our strategy of proof is as follows: we first extend the sequence of (non-Markov) processes (µ̄n, n ∈ N+)
to a sequence of CTMC’s (µ̃n, n ∈ N+), that approximate their dynamics. Then, we follow a standard
compactness-uniqueness approach: First, we show that the law of (µ̃n, n ∈ N+) is tight, and thus relatively
compact, in the Skorokhod topology. Then we show that (µ̃n, n ∈ N+) is asymtotically driven by a
deterministic equation controlled by its generator. Finally, we show that the large graph generator of
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(µ̃n, n ∈ N+) is approximated by the operator L̄ defined in Theorem 7.1. In particular, any subsequential
limit of (µ̃n, n ∈ N+) is driven by L̄. And since L̄ characterizes a unique process µ̄, all the subsequential
limits are in fact equal to µ̄.

First, observe that, in view of Assumption 7.1, there exist M > 0 and an arbitrary small β > 0, that
are such that 〈

ν, 1N+

〉
> β,(37) 〈

ν, χ3
〉
< M.

Both are fixed until the end of the section.

8.1. Continuous time Markov chain. Fix again n ∈ N+, and a matching criterion Φ. To extend the
DTMC µn onto a CTMC, we let {θi}i∈N be a sequence of independent identically distributed exponential
random variables with parameter 1, independent of µ̄n. Define the sequence {τi}i∈N of random times, by

τ0 = 0 and τi :=

i∑
j=1

θj
n
, i ∈ N.

We then define the process µ̃n of D(R+,MF ), by

(38) µ̃n
t = µ̄n

l/n =
1

n
µn
l 1[0,1](t), for τl ≤ t < τl+1, l ∈ N.

Throughout, we append a“tilde”to all variables related to the process µ̃n. Observe that, as
(
µn
j , j ∈ J0, nK

)
is a DTMC, the process µ̃n is itself clearly a CTMC. Its generator is specified hereafter,

Proposition 8.1. For all n ∈ N+, µ̃
n is a Feller Markov process with generator L̃n defined by

(39) L̃nF (µ̄) := nEµ̄

(
F

(
µ̄+

1

n
ϑ(nµ̄)

)
− F (µ̄)

)
, F ∈ Cb(M̄

n), µ̄ ∈ M̄ n,

for ϑ defined by (11). In particular, for all f ∈ Cb(N) we get that

(40) L̃nΠf (µ̄) = Eµ̄ ⟨ϑ(nµ̄), f⟩ = LnΠf (nµ̄), µ̄ ∈ M̄ n.

Proof. Fix n ∈ N+. Since µ̃n is a pure jump markov process with bounded intensities, it is Feller
continuous (see Theorem 12.18 of [25], or [19] p. 163). Thus it admits a strongly defined generator: For
all F ∈ Cb(M̄ n) and µ̄ ∈ M̄ n, for all h > 0,

Eµ̄(F (µ̃n
h)− F (µ̃n

0 )) =P(τ1 < h, τ2 > h)Eµ̃n
0
(F (µ̃n

τ1)− F (µ̃n
0 ) | τ1 < h, τ2 > h)

+ P(τ1 < h, τ2 < h)Eµ̃n
0
(F (µ̃n

h)− F (µ̃n
0 ) | τ1 < h, τ2 < h).

Notice that
P(τ1 < h, τ2 > h) = P(θ1/n < h, θ1/n+ θ2/n > h) = hn+ o(nh)

and likewise
P(τ1 < h, τ2 < h) = o(nh),

implying that

Eµ̄ (F (µ̃n
h)− F (µ̃n

0 )) = nhEµ̄

(
F (µ̃n

τ1)− F (µ̃n
0 ) | τ1 < h, τ2 > h

)
+ o(nh)

= nhEµ̄ (F (µ̄n
0 + (1/n)ϑ(nµ̄n

0 ))− F (µ̄n
0 )) + o(nh),

proving that the generator of the Feller process µ̃n reads as

lim
h→0

1

h
Eµ̄(F (µ̃n

h)− F (µ̃n
0 )) = L̃nF (µ̄), F ∈ Cb(M̄

n), µ̄ ∈ M̄n.

■

We have just proven that for all n, µ̃n is a Feller process having generator L̃n. Posing the associated
martingale problem yields the following result:

Proposition 8.2. For any f ∈ Cb and n ≥ 1, the process defined for all t ∈ [0, 1], by

(41) Mf,n
t = ⟨µ̃n

t , f⟩ − ⟨µ̃n
0 , f⟩ −

∫ t

0

L̃nΠf (µ̃
n
s ) ds

is a square integrable martingale. Moreover, its predictable quadratic variation is given by

(42)
〈〈
Mf,n

〉〉
t
=

1

n

∫ t

0

Eµ̃n
s
⟨ϑ(nµ̃n

s ), f⟩
2
ds, t ∈ [0, 1],

for ϑ defined by (11).
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Proof. Fix n and f . Then it is a classical fact that the process Mf,n is a local martingale (see e.g. Section
5.1.2 in [12]; Chapter 4 of [19]). Applying Theorem 7.15 in [16], its quadratic variation is given by the
process

t 7−→
〈〈
Mf,n

〉〉
t
=

∫ t

0

(
L̃nΠ2

f (µ̃
n
s )− 2 ⟨µ̃n

s , f⟩ L̃nΠf (µ̃
n
s )
)
ds.(43)

But for all µ̄ ∈ M̄ n, we get

L̃nΠ2
f (µ̄) = nEµ̄

(
Π2

f

(
µ̄+

1

n
ϑ(nµ̄)

)
−Π2

f (µ̄)

)
= nEµ̄

(
⟨µ̄, f⟩2 + 2

n
⟨ϑ(nµ̄), f⟩ ⟨µ̄, f⟩+ 1

n2
⟨ϑ(nµ̄), f⟩2 − ⟨µ̄, f⟩2

)
= Eµ̄

(
2 ⟨ϑ(nµ̄), f⟩ ⟨µ̄, f⟩+ 1

n
⟨ϑ(nµ̄), f⟩2

)
which, together with (40) and (43), implies (42). To conclude, recalling (11) we get that a.s. for all
t ∈ [0, 1],

(44)
〈〈
Mf,n

〉〉
t
=

1

n

∫ t

0

Eµ̃n
s
(⟨ϑ(nµ̃n

s ), f⟩
2
)ds

=
1

n

∫ t

0

Eµ̃n
s

{
1{µ̃n

s (N+)>0}

(
f(KΦ(nµ̃

n
s ))

+

f(K ′
Φ(nµ̃

n
s )) +

nµ̃n
s (N+)∑
l=1

(
f (al (nµ̃

n
s ))− f

(
al (nµ̃

n
s )− bΦ,l (nµ̃

n
s )− b′Φ,l (nµ̃

n
s )
) ) 1E (nµ̃n

s )

2
ds.

The above is clearly bounded by 1
n∥f∥

2(2 + 2n)2, implying that Mf,n is indeed a square integrable
martingale. ■

8.2. Tightness. Define the sequence of stopping times

(45) τnβ = inf {t ≥ 0 : ⟨µ̄n
t , χ⟩ < β} , n ∈ N+,

and for any càdlàg process X over D ([0, 1], E), for E a Polish space, denote for all n ∈ N+ and β > 0,

t 7−→ X
τn
β

t = Xt∧τn
β
, t ∈ [0, 1],

the process X stopped at time τnβ .

We first prove the relative compactness of the laws of the processes
(
µ̃n,τn

β , n ∈ N+

)
in D([0, 1], (M, τv)),

where τv denotes the vague topology. Then we extend this result to the weak topology.

Lemma 8.1. Under the conditions of Theorem 7.1, the sequence
(
µ̃n,τn

β , n ∈ N+

)
is C-tight in the space

D([0, 1], (M, τv)), that is, it is tight in D([0, 1], (M, τv)) and any subsequential limit is an element of
C([0, 1], (M, τv)).

Proof. Méléard and Roelly ([32]) show that for
(
µ̃n,τn

β , n ∈ N+

)
to be tight in D([0, 1], (M, τv)), it is

enough that, for any f ∈ CK , the sequence of processes
(〈

µ̃n,τn
β

. , f
〉
, n ∈ N+

)
be tight in D([0, 1],R). To

show the latter, we fix n and f ∈ CK , and recall the semi-martingale decomposition (41): For t ∈ [0, 1],〈
µ̃
n,τn

β

t , f
〉
can be rewritten as〈

µ̃
n,τn

β

t , f
〉
= Mf,n,τn

β

t + V
f,n,τn

β

t = Mf,n
t∧τn

β
+ V f,n

t∧τn
β
,

where the finite variation part is given by

t 7−→ V f,n
t = ⟨µ̃n

0 , f⟩+
∫ t

0

L̃nΠf (µ̃
n
s ) ds, t ∈ [0, 1].

Then, we use Roelly’s tightness criterion [11], which states that the following conditions are sufficient for

the tightness of
(〈

µ̃n,τn
β

. , f
〉
, n ∈ N+

)
in D([0, 1],R):

• For all t,
(〈

µ̃
n,τn

β

t , f
〉
, n ∈ N+

)
is tight;
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• For all ϵ > 0 and η > 0, there exists δ > 0 such that if ((Sn, Tn), n ∈ N+) is a sequence of stopping
times with 0 ≤ Sn ≤ Tn ≤ (Sn + δ) ∧ 1, there exists n0 such that

sup
n≥n0

P

[∣∣∣∣〈〈Mf,n,τn
β

〉〉
Tn

−
〈〈

Mf,n,τn
β

〉〉
Sn

∣∣∣∣ > ϵ

]
≤ η;(46)

sup
n≥n0

P
[∣∣∣V f,n,τn

β

Tn
− V

f,n,τn
β

Sn

∣∣∣ > ϵ
]
≤ η.(47)

.

To show the first assertion, for all t ≥ 0 it suffices to write that for all n,

∣∣∣〈µ̃n,τn
β

t , f
〉∣∣∣ ≤ ∥f∥

∣∣∣〈µ̃n,τn
β

t ,1
〉∣∣∣ ≤ ∥f∥.

Hence the sequence
(〈

µ̃
n,τn

β

t , f
〉
, n ∈ N+

)
is tight since it is bounded. Now, regarding the second as-

sertion, fix ϵ > 0 and η > 0. First, fix δ > 0, n ≥ 1, and two stopping times Sn and Tn such that
Sn ≤ Tn ≤ Sn + δ. On the one hand, using the Markov inequality we have

(48) P

[∣∣∣∣〈〈Mf,n,τn
β

〉〉
Tn

−
〈〈

Mf,n,τn
β

〉〉
Sn

∣∣∣∣ > ϵ

]
≤ P

[{∣∣∣∣〈〈Mf,n,τn
β

〉〉
Tn

−
〈〈

Mf,n,τn
β

〉〉
Sn

∣∣∣∣ > ϵ

}
∩
{
µn
0 ∈ M n

β,M

}]
+ P

[
µn
0 ̸∈ M n

β,M

]
= P

[{∣∣∣〈〈Mf,n
〉〉

Tn∧τn
β

−
〈〈
Mf,n

〉〉
Sn∧τn

β

∣∣∣ > ϵ
}
∩
{
µn
0 ∈ M n

β,M

}]
+ P

[
µn
0 ̸∈ M n

β,M

]
≤ 1

ϵ
E
[∣∣∣〈〈Mf,n

〉〉
Tn∧τn

β

−
〈〈
Mf,n

〉〉
Sn∧τn

β

∣∣∣ 1{µn
0 ∈Mn

β,M}

]
+ P

[
µn
0 ̸∈ M n

β,M

]
.

But let us first observe that

(49) P
[
µn
0 ̸∈ M n

β,M

]
≤ P

[〈
µ̄n
0 ,1N+

〉
< β

]
+ P

[〈
µ̄n
0 , χ

3
〉
> M

]
≤ P

[〈
µ̄n
0 ,1N+

〉
<
〈
ν,1N+

〉
−
〈
ν, 1N+

〉
− β

2

]
+ P

[〈
µ̄n
0 , χ

3
〉
>
〈
ν, χ3

〉
+

M −
〈
ν, χ3

〉
2

]
n−−→ 0,
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in view of Assumption 7.1. Second, recalling (52) we have that

(50)
∣∣∣〈〈Mf,n

〉〉
Tn∧τn

β

−
〈〈
Mf,n

〉〉
Sn∧τn

β

∣∣∣ = 1

n

∣∣∣∣∣
∫ Tn∧τn

β

Sn∧τn
β

Eµ̃n
s
⟨ϑ(nµ̃n

s ), f⟩
2
ds

∣∣∣∣∣
≤ 2

n

∫ Tn∧τn
β

Sn∧τn
β

Eµ̃n
s

[
1{µ̃n

s (N+)>0}f(KΦ(nµ̃
n
s ))

2
]
ds

+
2

n

∫ Tn∧τn
β

Sn∧τn
β

Eµ̃n
s

[
1{µ̃n

s (N+)>0}∩E (nµ̃n
s )

(
f(K ′

Φ(nµ̃
n
s ))

+

nµ̃n
s (N+)∑
l=1

(
f (al (nµ̃

n
s ))− f

(
al (nµ̃

n
s )− bΦ,l (nµ̃

n
s )− b′Φ,l (nµ̃

n
s )
) ))2

ds

≤ 2

n

∫ Tn∧τn
β

Sn∧τn
β

Eµ̃n
s

[
1{µ̃n

s (N+)>0}f(KΦ(nµ̃
n
s ))

2
]
ds

+
2

n

∫ Tn∧τn
β

Sn∧τn
β

Eµ̃n
s

[
1{µ̃n

s (N+)>0}∩E (nµ̃n
s )

(KΦ(nµ̃
n
s ) +K ′

Φ(nµ̃
n
s )− 1)

×

f(K ′
Φ(nµ̃

n
s ))

2 +

nµ̃n
s (N+)∑
l=1

(
f (al (nµ̃

n
s ))− f

(
al (nµ̃

n
s )− bΦ,l (nµ̃

n
s )− b′Φ,l (nµ̃

n
s )
) )2

]
ds

≤ 2

n

∫ Tn∧τn
β

Sn∧τn
β

∥ f ∥2 ds

+
2

n

∫ Tn∧τn
β

Sn∧τn
β

Eµ̃n
s

[
(KΦ(nµ̃

n
s ) +K ′

Φ(nµ̃
n
s )− 1)

{
∥ f ∥2 (1 + 2 (KΦ(nµ̃

n
s ) +K ′

Φ(nµ̃
n
s )− 2))

}]
ds

≤ 2 ∥ f ∥2

n

∫ Tn∧τn
β

Sn∧τn
β

(
1 + Eµ̃n

s

[
(KΦ(nµ̃

n
s ) +K ′

Φ(nµ̃
n
s )) (2KΦ(nµ̃

n
s ) + 2K ′

Φ(nµ̃
n
s ))

])
ds,

where, in the first two inequalities we use again the fact that for all s, bΦ,l (nµ̃
n
s ) + b′Φ,l (nµ̃

n
s ) is non-zero

for at most KΦ(nµ̃
n
s )+K ′

Φ(nµ̃
n
s )−2 indexes l. But, as the process s 7→

〈
µ̃n
s , χ

3
〉
is a.s. non-decreasing, on

the event {µn
0 ∈ M n

β,M} the process
(
µ̃n
s , s ∈ [0, τnβ ]

)
takes values in M̄ n

β,M . Therefore, as Φ is moment

preserving and well-behaved, applying Proposition 6.2 and Cauchy-Schwarz inequality to the right-hand
side of (50), we obtain that

(51) E
[∣∣∣〈〈Mf,n

〉〉
Tn∧τn

β

−
〈〈
Mf,n

〉〉
Sn∧τn

β

∣∣∣ 1{µn
0 ∈Mn

β,M}

]
≤ 2δ ∥ f ∥2

n
(1 + C) ,

where C is a constant that depends only on β and M . Injecting this together with (49) in (48), shows
that (46) holds for a small enough δ and a large enough n0.

Reasoning similarly, fixing again δ > 0, n ≥ 1, and two stopping times Sn and Tn such that Sn ≤ Tn ≤
Sn + δ, we get

(52)
∣∣∣V f,n

Tn∧τn
β
− V f,n

Sn∧,τn
β

∣∣∣ = ∣∣∣∣∣
∫ Tn∧τn

β

Sn∧τn
β

Eµ̃n
s
⟨ϑ(nµ̃n

s ), f⟩ds

∣∣∣∣∣
≤
∫ Tn∧τn

β

Sn∧τn
β

Eµ̃n
s

[
1{µ̃n

s (N+)>0} |f(KΦ(nµ̃
n
s ))|

]
ds

+

∫ Tn∧τn
β

Sn∧τn
β

Eµ̃n
s

[
1{µ̃n

s (N+)>0}∩E (nµ̃n
s )

(
|f(K ′

Φ(nµ̃
n
s ))|

+

nµ̃n
s (N+)∑
l=1

∣∣f (al (nµ̃
n
s ))− f

(
al (nµ̃

n
s )− bΦ,l (nµ̃

n
s )− b′Φ,l (nµ̃

n
s )
)∣∣)ds

≤
∫ Tn∧τn

β

Sn∧τn
β

∥ f ∥
(
2 + 2Eµ̃n

s
[KΦ(nµ̃

n
s ) +K ′

Φ(nµ̃
n
s )− 2]

)
ds ≤ 4δ ∥ f ∥ C ′,
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for some constant C ′ that also depends only on β and M . We can then conclude, as above, that (47)
holds for a small enough δ and a large enough n0. This completes the proof of tighness of (µ̃n, n ∈ N+)
in D([0, 1], (M, τv)).

To prove that the sequence is C-tight, we need to show additionally that for any f ∈ CK the sequence of

processes
(〈

µ̃n,τn
β

. , f
〉
, n ∈ N+

)
is C-tight in D([0, 1],R). For this, for all n and t ∈ [0, 1] we let δ

〈
µ̃
n,τn

β

t , f
〉

be the jump of ⟨µ̃n
t , f⟩ at time t. Then, we get that δ

〈
µ̃
n,τn

β

t , f
〉
is either 0 or 1

n

〈
ϑ
(
nµ̃

n,τn
β

t

)〉
, and

1

n

∣∣∣〈ϑ(nµ̃n,τn
β

t

)
, f
〉∣∣∣ ≤ 1

n
∥f∥(2 + 4o(

√
(n))),

which shows that δ
〈
µ̃
n,τn

β

t , f
〉

n−−→ 0 a.s. for all t, proving that (vague) subsequential limits indeed have

continuous paths. ■

We can deduce the tightness of
(
µ̃n,τn

β , n ∈ N+

)
in D([0, 1], (M, τw)) for any β > 0, where τw denotes

the weak topology. We stress that weak tightness is indeed needed, since the matching coverage depends
on non-compactly supported functions, such as 10.

Corollary 8.1. The sequence of processes
(
µ̃n,τn

β , n ∈ N+

)
is C-tight in D([0, 1], (M, τw)).

Proof. Following [32],
(
µ̃n,τn

β , n ∈ N+

)
is weakly C-tight, if it is vaguely C-tight and the mass process(〈

µ̃n,τn
β

. ,1
〉
, n ∈ N+

)
is tight in D([0, 1],R). So we have yet to show the tightness of

(〈
µ̃n,τn

β
. ,1

〉
, n ∈ N+

)
in D([0, 1],R). The proof of the latter is exactly the same as in the proof of Lemma 8.1, for f ≡ 1. ■

8.3. Convergence to the unique solution. The above result shows the existence of subsequential limits

for the sequence of stopped processes
(
µ̃n,τn

β , n ∈ N+

)
. To show that this implies the convergence of

the sequence (µ̃n,, n ∈ N+) in a suitable sense, we will need to control the martingale term in the semi-
martingale decomposition (41).

Lemma 8.2. For any f ∈ Cb, the sequence of processes
((

Mf,n
t∧τn

β
, t ∈ [0, 1]

)
, n ∈ N+

)
defined by (41),

converges in probability to 0 uniformly over [0, 1].

Proof. For all n and t, reasonning as in (51) we immediately get that

E

[(
Mf,n

t∧τn
β

)2]
= E

[〈
Mf,n

〉
t∧τn

β

]
≤ 2t ∥ f ∥2

n
(1 + C) ,

and we conclude using Doob’s inequality. ■

We deduce the following result.

Proposition 8.3. Under the assumptions of Theorem 7.1, there exists a deterministic time 0 < t∗2β ≤ 1

such that a unique solution µ̄∗ to (34) exists on [0, t∗2β ], and such that

sup
t∈[0,t∗2β ]

|⟨µ̃n
t , f⟩ − ⟨µ̄∗

t , f⟩|
(n,P)−−−→ 0.

Proof. The argument are related, in another context, to those of Proposition 4.6 in [6]. From Corollary

8.1, the sequence
(
µ̃n,τn

β , n ∈ N+

)
is C-tight for the weak topology. Therefore, from Prohorov’s Lemma

(see [19], p.104), it converges weakly (at least along a subsequence) to a subsequential limit µ̄†. By the

very Assumption 7.1, we therefore have that µ̄†
0 = ν, and let us set the (possibly random) time

τ †2β = inf
{
0 ≤ t ≤ 1 :

〈
µ̄†
t ,1N+

〉
≤ 2β

}
∧ 1.

Fix f ∈ Cb. For all n ∈ N+ and t ∈ [0, 1], we have the following identity,

(53)

∫ t∧τn
β ∧τ†

2β

0

L̄f

(
µ̃
n,τn

β
s

)
ds

=

(∫ t∧τ†
2β

0

L̄f

(
µ̃
n,τn

β
s

)
ds

)
1{τn

β >τ†
2β}

+

(∫ t∧τn
β

0

L̄f

(
µ̃
n,τn

β
s

)
ds

)
1{τn

β ≤τ†
2β}

.
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Now, it follows from Lemma A.5 in [13] that the map{
D
(
[0, 1], M̄β,M

)
−→ D ([0, 1],R+)

µ̄. 7−→
〈
µ̄.,1N+

〉
is continuous for the Skorokhod topology. Therefore, as the map{

D ([0, 1],R) −→ R

x. 7−→ inft∈[0,1] xt

is also continuous, it follows from the Continuous Mapping Theorem that, along the above subsequence,
the following convergence in distribution holds:

inf
t∈[0,1]

〈
µ̃
n,τn

β

t∧τ†
2β

,1N+

〉
=⇒ inf

t∈[0,1]

〈
µ̄†
t∧τ†

2β

,1N+

〉
,

and Fatou’s Lemma thus implies that

(54) lim
n→∞

P
[
τnβ > τ †2β

]
≥ lim

n→∞
P

[
inf

t∈[0,1]

〈
µ̃
n,τn

β

t∧τ†
2β

,1N+

〉
> β

]
≥ P

[
inf

t∈[0,1]

〈
µ̄†
t∧τ†

2β

,1N+

〉
> β

]
= 1,

thereby implying that the second term on the right-hand side of (56) converges in probability to 0. We
now investigate the left-hand term of (56). For this, let us observe, again in view of Lemma A.5 in [13],
that the mappings 

D
(
[0, 1], M̄β,M

)
−→ D ([0, 1],R)

µ̄. 7−→ ⟨µ̄., f⟩
7−→ ⟨µ̄., χ⟩
7−→ ⟨µ̄., χ− 1⟩
7−→ ⟨µ̄., χ∇f⟩

are continuous for the Skorokhod topology, as well as{
D ([0, 1],R × R∗) −→ D ([0, 1],R)

(x., y.) 7−→ x.

y.
·

Moreover, it follows from the continuity assumption on Φ (recall Definition 7.1), that the mappings K̄Φ

and K̄′
Φ(., k), k ∈ N+, respectively defined by (31) and (32), are continuous from M̄β,M to MF (N+).

Therefore the mappings 

M̄β,M −→ R

µ̄ 7−→
〈
K̄Φ(µ̄), f

〉
;

7−→
〈
K̄′

Φ(µ̄, k), f
〉
, k ∈ N+;

7−→
〈
K̄Φ(µ̄), χ− 1

〉
;

7−→
〈
K̄′

Φ(µ̄, k), χ− 1
〉
, k ∈ N+

are also continuous, which implies in turn, as Φ is moment preserving, and by dominated convergence,
that the mappings 

M̄β,M −→ R

µ̄ 7−→
〈
K̄Φ(µ̄),

〈
K̄′

Φ(µ̄, .), f
〉〉

;

7−→
〈
K̄Φ(µ̄),

〈
K̄′

Φ(µ̄, .), χ− 1
〉〉

are also continuous. It can then finally be deduced exactly as in Lemma A.5 in [13] that the mappings

D
(
[0, 1], M̄β,M

)
−→ D ([0, 1],R)

µ̄. 7−→
〈
K̄Φ(µ̄.), f

〉
;

7−→
〈
K̄Φ(µ̄.),

〈
K̄′

Φ(µ̄., .), f
〉〉

;

7−→
〈
K̄Φ(µ̄.), χ− 1

〉
;

7−→
〈
K̄Φ(µ̄.),

〈
K̄′

Φ(µ̄., .), χ− 1
〉〉

are also continuous for the Skorokhod topology. All in all, as the mappingD ([0, 1],R) −→ C ([0, 1],R)

x. 7−→
∫ .

0

xs ds
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is also continuous, we deduce from (56), the above remark and the Continuous Mapping Theorem that,
along the same sub-sequence, the following weak convergence holds in C ([0, 1],R):

(55)

∫ .∧τn
β ∧τ†

2β

0

L̄f

(
µ̃
n,τn

β
s

)
ds

n
=⇒

∫ .∧τ†
2β

0

L̄f

(
µ̄†
s

)
ds.

Now, recalling (40) and (41) we get that a.s. for all n ∈ N+ and t ∈ [0, 1],

(56)

〈
µ̃
n,τn

β

t∧τ†
2β

, f

〉
= ⟨µ̃n

0 , f⟩+
∫ t∧τn

β ∧τ†
2β

0

L̃nΠf (µ̃
n
s ) ds+Mf,n

t∧τn
β ∧τ†

2β

= ⟨µ̃n
0 , f⟩+

∫ t∧τn
β ∧τ†

2β

0

LnΠf (nµ̃
n
s ) ds+Mf,n

t∧τn
β ∧τ†

2β

= ⟨µ̃n
0 , f⟩+

(∫ t∧τn
β ∧τ†

2β

0

LnΠf (nµ̃
n
s ) ds

)
1{µn

0 ∈Mn
β,M}

+

(∫ t∧τn
β ∧τ†

2β

0

LnΠf (nµ̃
n
s ) ds

)
1{µn

0 ̸∈Mn
β,M} +Mf,n

t∧τn
β ∧τ†

2β

.

But (49) implies in particular that for all n, t and η > 0,

(57) P

[(∫ t∧τn
β ∧τ†

2β

0

LnΠf (nµ̃
n
s ) ds

)
1{µn

0 ̸∈Mn
β,M} > η

]
≤ P

[
µn
0 ̸∈ M n

β,M

] n−−→ 0.

Second, it is immediate, as the mapping s 7→
〈
nµ̃n

s , χ
3
〉
is clearly a.s. non-increasing, that on the event

{µn
0 ∈ M n

β,M} the measure nµ̃n
s is an element of M n

β,M for any s ≤ t∧τnβ ∧τ †2β . Therefore, from Corollary

6.1 there exists a process ϵn,β that vanishes in probability and uniformly over compact sets, and such
that a.s. for all n ∈ N+ and t ∈ [0, 1],(∫ t∧τn

β ∧τ†
2β

0

LnΠf (nµ̃
n
s ) ds

)
1{µn

0 ∈Mn
β,M} =

(∫ t∧τn
β ∧τ†

2β

0

L̂f (nµ̃
n
s ) ds+ ϵn,βt

)
1{µn

0 ∈Mn
β,M}

=

(∫ t∧τn
β ∧τ†

2β

0

L̂f

(
nµ̃

n,τn
β

s

)
ds+ ϵn,βt

)
1{µn

0 ∈Mn
β,M}

=

(∫ t∧τn
β ∧τ†

2β

0

L̄f

(
µ̃
n,τn

β
s

)
ds+ ϵn,βt

)
1{µn

0 ∈Mn
β,M},(58)

where the third equality is obtained by comparing (19) to (33), and recalling the definitions (31) and
(32). Therefore, in view of (55) and (49) we obtain the following weak convergence in D ([0, 1],R), along
the above subsequence,(∫ .∧τn

β ∧τ†
2β

0

LnΠf (nµ̃
n
s ) ds

)
1{µn

0 ∈Mn
β,M}

n
=⇒
∫ .∧τ†

2β

0

L̄f

(
µ̄†
s

)
ds.

Gathering this with (57), Assumption 7.1 and Lemma 8.2, we obtain that the process on the right-hand
side of (56) converges weakly in D ([0, 1],R), along the same subsequence, to

⟨ν, f⟩+
∫ .∧τ†

2β

0

L̄f

(
µ̄†
s

)
ds.

Thus, in view of Skorokhod Representation Theorem, we obtain that on some probability space, a.s.〈
µ̄†
t∧τ†

2β

, f

〉
= ⟨ν, f⟩+

∫ t∧τ†
2β

0

L̄f

(
µ̄†
s

)
ds.

Therefore the process
(
µ̄†
t , t ∈ [0, 1]

)
is a.s. an element of C

(
[0, 1], M̄

)
having deterministic initial value

ν, and solving the system (34) on the interval [0, τ †2β ]. But as the latter system has at most one solution in

D
(
[0, 1], M̄

)
, we conclude, first, that τ †2β is deterministic and second, that there exists a unique solution

µ̄∗ to (34) on [0, τ †2β ], and that this solution coincides a.s. with
(
µ̄†
t , t ≥ 0

)
on [0, τ †2β ]. In turn, we obtain

that τ †2β = t∗2β , where

t∗2β := inf
{
0 ≤ t ≤ 1 :

〈
µ̄∗
t ,1N+

〉
≤ 2β

}
∧ 1,
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which is strictly positive in view of the continuity of the paths of µ̄∗. We can then replicate the arguments
that led to (55), to obtain that for all f ∈ Cb, the following weak convergence holds in C ([0, 1],R),∫ .∧τn

β ∧t∗2β

0

L̄f

(
µ̃
n,τn

β
s

)
ds

n
=⇒

∫ .∧t∗2β

0

L̄f (µ̄
∗
s) ds.

Applying again Skorokhod Representation Theorem together with the fact that the Skorokhod topology
and the topology of uniform convergence coincide on C ([0, 1],R) (see e.g. [7], p.112), we deduce, on some
probability space, the a.s. convergence

sup
t∈[0,1]

∣∣∣∣∣
∫ t∧τn

β ∧t∗2β

0

L̄f

(
µ̃
n,τn

β
s

)
ds−

∫ t∧t∗2β

0

L̄f (µ̄
∗
s) ds

∣∣∣∣∣ n−−→ 0 a.s.,

implying in turn the convergence in probability

(59) sup
t∈[0,t∗2β ]

∣∣∣∣∣
∫ t∧τn

β

0

L̄f

(
µ̃
n,τn

β
s

)
ds−

∫ t

0

L̄f (µ̄
∗
s) ds

∣∣∣∣∣ (n,P)−−−→ 0.

To conclude, it follows from (41), (56) and (58) that for all f ∈ Cb, and all η > 0,

P

[
sup

t∈[0,t∗2β ]

|⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩| > η

]

≤ P

[{
sup

t∈[0,t∗2β ]

∣∣∣∣∣
∫ t∧τn

β

0

L̄f

(
µ̃
n,τn

β
s

)
ds−

∫ t

0

L̄f (µ̄
∗
s) ds

∣∣∣∣∣ > η/4

}
∩
{
τnβ > t∗2β

}]

+ P [|⟨µ̃n
0 , f⟩ − ⟨ν, f⟩| > η/4] + P

[
sup

t∈[0,t∗2β ]

∣∣∣ϵn,βt

∣∣∣ > η/4

]

+ P

[{
sup

t∈[0,t∗2β ]

∣∣∣Mf,n
t∧τn

β

∣∣∣ > η/4

}
∩
{
τnβ > t∗2β

}]
+ P

[
τnβ ≤ t∗2β

]
n−−→ 0,

applying (59), and again Assumption 7.1, Lemma 8.2 and (54). This concludes the proof. ■

We now quantity the error made in the approximation of (µ̄n
t , t ∈ [0, 1]) by the CTMC (µ̃n

t , t ∈ [0, 1]) on
the interval [0, t∗2β ]. We have the following result.

Proposition 8.4. Under the conditions of Theorem 7.1, for all f ∈ Cb and ϵ > 0 we have that

P

[
sup

t∈[0,t∗2β ]

|⟨µ̄n
t , f⟩ − ⟨µ̃n

t , f⟩| > ϵ

]
n−−→ 0.

Proof. Fix t ∈ [0, 1] and n ∈ N+. By setting γn
t = τ⌊nt⌋, we obtain that µ̄n

t = µ̃n
γn
t
, and thereby from (41),

that

⟨µ̄n
t , f⟩ = ⟨µ̄n

0 , f⟩+
∫ γn

t

0

L̃nΠf (µ̃
n
s ) ds+Mf,n

γn
t
,

implying in turn that

(60)
(〈

µ̄
n,τn

β

t , f
〉
−
〈
µ̃
n,τn

β

t , f
〉)2

≤ 2

(∫ γn
t ∧τn

β

t∧τn
β

Eµ̃n
s
⟨ϑ(nµ̃n

s ), f⟩ds

)2

+ 2
(
Mf,n

γn
t

−Mf,n
t

)2
,

But, first, reasoning as in (52) we get that

(61) E

(∫ γn
t ∧τn

β

t∧τn
β

Eµ̃n
s
⟨ϑ(nµ̃n

s ), f⟩ds

)2

1{µn
0 ∈Mn

β,M}

 ≤ 16E
[
(γn

t − t)2
]
∥ f ∥2 (C ′)2.



LOCAL MATCHING ON UNIFORM RANDOM GRAPHS 31

On another hand, setting (Fn
t , t ∈ [0, 1]), the natural filtration associated to (µn

t , t ∈ [0, 1]),

E

[(
Mf,n

γn
t

−Mf,n
t

)2
1{µn

0 ∈Mn
β,M}

]
= E

[
E

[(
Mf,n

γn
t

−Mf,n
t

)2
1{µn

0 ∈Mn
β,M} | Fn

γn
t ∧t

]]
= E

[
1{µn

0 ∈Mn
β,M}E

[(
Mf,n

γn
t ∨t −Mf,n

γn
t ∧t

)2
| Fn

γn
t ∧t

]]
= E

[
1{µn

0 ∈Mn
β,M}E

[(
Mf,n

γn
t ∨t

)2
−
(
Mf,n

γn
t ∧t

)2
| Fn

γn
t ∧t

]]
= E

[
1{µn

0 ∈Mn
β,M}E

[〈〈
Mf,n

〉〉
γn
t ∨t

−
〈〈
Mf,n

〉〉
γn
t ∧t

| Fn
γn
t ∧t

]]
= E

[∣∣∣〈〈Mf,n
〉〉

γn
t
−
〈〈
Mf,n

〉〉
t

∣∣∣1{µn
0 ∈Mn

β,M}

]
≤ 2E [|γn

t − t|] ∥ f ∥2 (1 + C)

n
,

where we apply the same argument as in (50). This, together with (61) in (60), yields to

(62) E

[(〈
µ̄
n,τn

β

t , f
〉
−
〈
µ̃
n,τn

β

t , f
〉)2

1{µn
0 ∈Mn

β,M}

]
≤ 32E

[
(γn

t − t)2
]
∥ f ∥2 (C ′)2 +

4E [|γn
t − t|] ∥ f ∥2 (1 + C)

n
·

But

E [|γn
t − t|] = E

[∣∣∣∣γn
t − ⌊nt⌋

n
− nt− ⌊nt⌋

n

∣∣∣∣]

≤ E

∣∣∣∣∣∣
⌊nt⌋∑
i=1

θi − 1

n

∣∣∣∣∣∣
+

1

n

≤ E


√√√√⌊nt⌋∑

i=1

θi − 1

n

⌊nt⌋∑
j=1

θj − 1

n

+
1

n
≤

⌊nt⌋∑
i=1

1

n2

1/2

+
1

n
≤
(
1

n

)1/2

+
1

n
,(63)

using Jensen’s inequality and the fact that the θi’s are IID with second moment E
[
θ2i
]
= 2 for all i.

Likewise, we get

E
[
(γn

t − t)2
]
≤ 2E


⌊nt⌋∑

i=1

θi − 1

n

2
+

2

n2

≤
⌊nt⌋∑
i=1

2

n2
+

2

n2
≤ 2

n
+

2

n2
·(64)

Finally, applying Bienaymé-Cebicev inequality,

P

[
sup

t∈[0,t∗2β ]

|⟨µ̄n
t , f⟩ − ⟨µ̃n

t , f⟩| > ϵ

]

≤ P

[
sup

t∈[0,t∗2β ]

∣∣∣〈µ̄n,τn
β

t , f
〉
−
〈
µ̃
n,τn

β

t , f
〉∣∣∣ > ϵ

]
+ P

[
τnβ ≤ t∗2β

]
≤ P

[
sup

t∈[0,t∗2β ]

∣∣∣〈µ̄n,τn
β

t , f
〉
−
〈
µ̃
n,τn

β

t , f
〉∣∣∣1{µn

0 ∈Mn
β,M} > ϵ/2

]
+ P

[
µn
0 ̸∈ M n

β,M

]
+ P

[
τnβ ≤ t∗2β

]
≤ 4

ϵ2
E

[
sup

t∈[0,t∗2β ]

(〈
µ̄
n,τn

β

t , f
〉
−
〈
µ̃
n,τn

β

t , f
〉)2

1{µn
0 ∈Mn

β,M}

]
+ P

[
µn
0 ̸∈ M n

β,M

]
+ P

[
τnβ ≤ t∗2β

] n−−→ 0,

gathering (63) with (64) in (62) and applying Fatou’s Lemma regarding the first term, and from (49) and
(54) regarding the other two. This completes the proof. ■

We are now in a position to prove Theorem 7.1.
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Proof of Theorem 7.1. In the proof of Proposition 8.3, we have shown the existence of a unique solution
µ̄∗ to (34) on [0, t∗2β ]. As this solution has continuous paths, by letting β vanish to 0, the solution can be
extended until t∗0, defined by

t∗0 := inf
{
0 ≤ t ≤ 1 :

〈
µ̄∗
t ,1N+

〉
≤ 0
}
∧ 1.

Then, it trivially follows from (33), that it necessary and sufficient to extend the latter process by just
setting µ̄∗

t = µ̄∗
t∗0
, for all t ≥ t∗0, to solve the equation (34) on [0, 1]. This shows the existence and

uniqueness of the solution (µ̄∗
t , t ∈ [0, 1]) on [0, 1].

We now turn to the proof of convergence to this solution. Fix f ∈ Cb and ϵ > 0. The parameter β in
(37) and a positive number η can be chosen in a way that

(65) ∥ f ∥ (8β + 2η) ≤ ϵ.

Then, first, if t∗2β ≥ 1 we immediately deduce from Proposition 8.3 and Proposition 8.4, that

P

[
sup

t∈[0,1]

|⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩| > ϵ

]

≤ P

[
sup

t∈[0,1]

|⟨µ̄n
t , f⟩ − ⟨µ̃∗

n, f⟩| >
ϵ

2

]
+ P

[
sup

t∈[0,1]

|⟨µ̃n
t , f⟩ − ⟨µ̄∗

t , f⟩| >
ϵ

2

]
n−−→ 0.

Let us now address the case where t∗2β < 1. We have

(66) P

[
sup

t∈[0,1]

|⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩| > ϵ

]

≤ P

[
sup

t∈[0,t∗2β ]

|⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩| > ϵ

]
+ P

[
sup

t∈[t∗2β ,1]

|⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩| > ϵ

]

≤ P

[
sup

t∈[0,t∗2β ]

|⟨µ̄n
t , f⟩ − ⟨µ̃n

t , f⟩| >
ϵ

2

]
+ P

[
sup

t∈[0,t∗2β ]

|⟨µ̃n
t , f⟩ − ⟨µ̄∗

t , f⟩| >
ϵ

2

]

+ P

[
sup

t∈[t∗2β ,1]

|f(0)| |µ̄n
t (0)− µ̄∗

t (0)| >
ϵ

2

]
+ P

[
sup

t∈[t∗2β ,1]

∣∣〈µ̄n
t , f1N+

〉
−
〈
µ̄∗
t , f1N+

〉∣∣ > ϵ

2

]
.

Let us first address the third term on the right-hand side of (66). For this, first observe that for any
s ≤ 1, 〈

µ̄∗
s, χ∇1N+

〉
=

+∞∑
i=0

(χ∇1N+
)(i)µ̄∗

s(i) =

+∞∑
i=1

i(1N+
(i)− 1N+

(i− 1))µ̄∗
s(i) = µ̄∗

s(1).

Thus, applying (34) to f ≡ 1N+ , for all t ∈ [t∗2β , 1] we obtain that

〈
µ̄∗
t ,1N+

〉
=
〈
µ̄∗
t∗2β

,1N+

〉
−
∫ t∧t0

t∗2β

〈
K̄Φ(µ̄

∗
s),1N+

〉
ds−

∫ t∧t0

t∗2β

〈
K̄Φ(µ̄

∗
s),
〈
K̄′

Φ(µ̄
∗
s, .),1N+

〉〉
ds

−
∫ t∧t0

t∗2β

〈
µ̄∗
s, χ∇1N+

〉
⟨µ̄∗

s, χ⟩
〈
K̄Φ(µ̄

∗
s), χ− 1 +

〈
K̄′

Φ(µ̄
∗
s, .), χ− 1

〉〉
ds

=
〈
µ̄∗
t∗2β

,1N+

〉
− 2

∫ t∧t0

t∗2β

1 ds−
∫ t∧t0

t∗2β

µ̄∗
s(1)

⟨µ̄∗
s, χ⟩

〈
K̄Φ(µ̄

∗
s), χ− 1 +

〈
K̄′

Φ(µ̄
∗
s, .), χ− 1

〉〉
ds.

Therefore, as
〈
µ̄∗
t ,1N+

〉
≥ 0 for all t ≥ t∗2β , we deduce that

(67)

∫ t∧t0

t∗2β

µ̄∗
s(1)

⟨µ̄∗
s, χ⟩

〈
K̄Φ(µ̄

∗
s), χ− 1 +

〈
K̄′

Φ(µ̄
∗
s, .), χ− 1

〉〉
ds ≤

〈
µ̄∗
t∗2β

,1N+

〉
, t ∈ [t∗2β , 1].

On another hand, for all s ≤ 1,

⟨µ̄∗
s, χ∇10⟩ =

+∞∑
i=0

(χ∇10)(i)µ̄
∗
s(i) =

+∞∑
i=0

i(10(i)− 10(i− 1))µ̄∗
s(i) =

+∞∑
i=1

i(10(i)− 11(i))µ̄
∗
s(i) = −µ̄∗

s(1).
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Therefore, it follows from applying (34) to f ≡ 10, that for all t ∈ [t∗2β , 1],

(68) µ̄∗
t (0) = µ̄∗

t∗2β
(0)−

∫ t∧t0

t∗2β

K̄Φ(µ̄
∗
s)(0) ds−

∫ t∧t0

t∗2β

〈
K̄Φ(µ̄

∗
s), K̄′

Φ(µ̄
∗
s, .)(0)

〉
ds

−
∫ t∧t0

t∗2β

⟨µ̄∗
s, χ∇10⟩
⟨µ̄∗

s, χ⟩
〈
K̄Φ(µ̄

∗
s), χ− 1 +

〈
K̄′

Φ(µ̄
∗
s, .), χ− 1

〉〉
ds

= µ̄∗
t∗2β

(0) +

∫ t∧t0

t∗2β

µ̄∗
s(1)

⟨µ̄∗
s, χ⟩

〈
K̄Φ(µ̄

∗
s), χ− 1 +

〈
K̄′

Φ(µ̄
∗
s, .), χ− 1

〉〉
ds.

Now, for all t ∈ [t∗2β , 1] we have

(69) µ̄n
t (0) = µ̄n

t∗2β
(0) +

1

n
Y n,β
t ,

where, if τi ≤ t∗2β < τi+1 and τj ≤ t < τj+1 in (38), Y n,β
t is, in the n-th graph, the number of nodes of

degree at least 1 at step i and that have become of degree 0 by step j. It is then immediate that we have

1

n
Y n,β
t ≤

〈
µ̄n
t∗2β

,1N+

〉
, t ∈ [t∗2β , 1],

and so gathering (67), (68) and (69) we obtain that for all t ∈ [t∗2β , 1],

|f(0)| |µ̄n
t (0)− µ̄∗

t (0)| ≤ |f(0)|

(∣∣∣µ̄n
t∗2β

(0)− µ̄∗
t∗2β

(0)
∣∣∣+ 1

n
Y n,β
t

+

∫ t∧t0

t∗2β

µ̄∗
s(1)

⟨µ̄∗
s, χ⟩

〈
K̄Φ(µ̄

∗
s), χ− 1 +

〈
K̄′

Φ(µ̄
∗
s, .), χ− 1

〉〉
ds

)
≤ |f(0)|

(∣∣∣µ̄n
t∗2β

(0)− µ̄∗
t∗2β

(0)
∣∣∣+ 2

〈
µ̄n
t∗2β

,1N+

〉)
≤∥ f ∥

(
sup

t∈[0,t∗2β ]

|µ̄n
t (0)− µ̄∗

t (0)|+ 2
〈
µ̄n
t∗2β

,1N+

〉)
.(70)

But by continuity of the mapping t 7→
〈
µ̄∗
t ,1N+

〉
on [0, 1], we have that

(71)
〈
µ̄∗
t∗2β

,1N+

〉
= 2β.

Thus, it follows from (70) that

(72) P

[
sup

t∈[t∗2β ,1]

|f(0)| |µ̄n
t (0)− µ̄∗

t (0)| >
ϵ

2

]
≤ P

[
∥ f ∥

(
sup

t∈[0,t∗2β ]

|µ̄n
t (0)− µ̄∗

t (0)|+ 2
〈
µ̄n
t∗2β

,1N+

〉)
>

ϵ

2

]

≤ P
[
∥ f ∥ (η + 2β) >

ϵ

2

]
+ P

[
sup

t∈[0,t∗2β ]

|µ̄n
t (0)− µ̄∗

t (0)| > η

]

≤ P
[
∥ f ∥ (η + 2β) >

ϵ

2

]
+ P

[
sup

t∈[0,t∗2β ]

|µ̄n
t (0)− µ̃n

t (0)| >
η

2

]
+ P

[
sup

t∈[0,t∗2β ]

|µ̃n
t (0)− µ̄∗

t (0)| >
η

2

]
n−−→ 0,

from (65), and applying Propositions 8.3 and 8.4 to f = 10. We now turn to the fourth term on the
right-hand side of (66). We have that

(73) P

[
sup

t∈[t∗2β ,1]

∣∣〈µ̄n
t , f1N+

〉
−
〈
µ̄∗
t , f1N+

〉∣∣ > ϵ

2

]
≤ P

[
sup

t∈[0,t∗2β ]

∣∣〈µ̄n
t ,1N+

〉
−
〈
µ̄∗
t ,1N+

〉∣∣ > η

]

+ P

[{
sup

t∈[t∗2β ,1]

∣∣〈µ̄n
t , f1N+

〉
−
〈
µ̄∗
t , f1N+

〉∣∣ > ϵ

2

}
∩

{
sup

t∈[0,t∗2β ]

∣∣〈µ̄n
t ,1N+

〉
−
〈
µ̄∗
t ,1N+

〉∣∣ ≤ η

}]

≤ P

[
sup

t∈[0,t∗2β ]

∣∣〈µ̄n
t ,1N+

〉
−
〈
µ̃n
t ,1N+

〉∣∣ > η

2

]
+ P

[
sup

t∈[0,t∗2β ]

∣∣〈µ̃n
t ,1N+

〉
−
〈
µ̄∗
t ,1N+

〉∣∣ > η

2

]

+ P

[{
sup

t∈[t∗2β ,1]

∣∣〈µ̄n
t , f1N+

〉
−
〈
µ̄∗
t , f1N+

〉∣∣ > ϵ

2

}
∩

{
sup

t∈[0,t∗2β ]

∣∣〈µ̄n
t ,1N+

〉
−
〈
µ̄∗
t ,1N+

〉∣∣ ≤ η

}]
.
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It then readily follows from (71), (33) and (34), that
〈
µ̄∗
t ,1N+

〉
≤ 2β for all t ∈

[
t∗2β , 1

]
. On the other

hand, (71) also implies that, on the event
{
supt∈[0,t∗2β ]

∣∣〈µ̄n
t ,1N+

〉
−
〈
µ̄t,1N+

〉∣∣ ≤ η
}
we have〈

µ̄n
t∗2β

,1N+

〉
≤ 2β + η a.s.

and thus, as the mapping t 7→
〈
µ̄n
t ,1N+

〉
is a.s. non-decreasing, we get that

〈
µ̄n
t ,1N+

〉
≤ 2β + η a.s. for

all t ∈
[
t∗2β , 1

]
. Therefore,

P

[{
sup

t∈[t∗2β ,1]

∣∣〈µ̄n
t , f1N+

〉
−
〈
µ̄∗
t , f1N+

〉∣∣ > ϵ

2

}
∩

{
sup

t∈[0,t∗2β ]

∣∣〈µ̄n
t ,1N+

〉
−
〈
µ̄∗
t ,1N+

〉∣∣ ≤ η

}]

≤ P

[{
∥ f ∥

(
sup

t∈[t∗2β ,1]

〈
µ̄n
t ,1N+

〉
+ sup

t∈[t∗2β ,1]

〈
µ̄∗
t ,1N+

〉)
>

ϵ

2

}
∩

{
sup

t∈[0,t∗2β ]

∣∣〈µ̄n
t ,1N+

〉
−
〈
µ̄∗
t ,1N+

〉∣∣ ≤ η

}]
≤ P

[
∥ f ∥ (4β + η) >

ϵ

2

]
= 0.

Injecting this and applying Propositions 8.3 and 8.4 to f = 1N+ in (73) implies that

P

[
sup

t∈[t∗2β ,1]

∣∣〈µ̄n
t , f1N+

〉
−
〈
µ̄∗
t , f1N+

〉∣∣ > ϵ

2

]
n−−→ 0.

Gathering this with (72) in (66), and applying again Propositions 8.3 and 8.4 to f , we obtain that

P

[
sup

t∈[0,1]

|⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩| > ϵ

]
n−−→ 0,

concluding the proof. ■

We now provide three examples of local matching criteria, for which our main result holds. It is
demonstrated that the algorithms greedy, min-min and uni-max verify all the hypotheses of Theorem
7.1, and thus that their respective matching coverages can be predicted by solving the corresponding
ODE.

9. The case of greedy

Let us first consider the case of the matching criterion greedy, defined in Example 2.1. Fix µ such
that

〈
µ,1N+

〉
> 0, and recall the definition (15). Then, for any k ∈ N+ we clearly get that

Kgreedy(µ)(k) =
µ(k)〈
µ,1N+

〉 , k ∈ N+,

and more generally for all f ∈ Cb,

(74) ⟨Kgreedy(µ), f⟩ =
〈
µ, f1N+

〉〈
µ,1N+

〉 ·

Also, for any k ∈ N+, given that Kgreedy(µ) = k, by the uniformity of the second choice, it is immediate
that the distribution of K ′

greedy(µ) is size-biased, namely, recalling (16),

K′
greedy(µ, k)(k

′) =
k′µ(k′)

⟨µ, χ⟩
, k′ ∈ N+.

Therefore, for all k ∈ N+, for all f ∈ Cb we get

(75) ⟨K′
greedy(µ, k), f⟩ =

∑
k′∈N+

f(k′)K′
greedy(µ, k)(k

′) =
⟨µ, χf⟩
⟨µ, χ⟩

,

and thus for all such f ,

⟨Kgreedy(µ), ⟨K′
greedy(µ, .), f⟩⟩ =

∑
k∈N+

⟨µ, χf⟩
⟨µ, χ⟩

Kgreedy(µ)(k) =
⟨µ, χf⟩
⟨µ, χ⟩

·
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Observe that, by uniformity, the distribution K̂′
greedy(µ, k) defined by (17) coincides with K′

greedy(µ, k)
for all k, which trivially implies that greedy is well-behaved. Second, for all f ∈ Cb we thus also have
that

(76)
〈
Kgreedy(µ),

〈
K̂′

greedy(µ, .), f
〉〉

=
⟨µ, χf⟩
⟨µ, χ⟩

·

We immediately check that greedy is continuous in the sense of Definition 7.1: fix a sequence (µ̄n, n ∈ N+)

of M̄ such that µ̄n ∈ M̄ n for all n, and such that µ̄n n
=⇒ µ̄ for some µ̄ ∈ M̄ such that

〈
µ̄,1N+

〉
> 0. In

view of (74), for any f ∈ Cb we get that

⟨Kgreedy(nµ̄
n), f⟩ =

〈
nµ̄n, f1N+

〉〈
nµ̄n,1N+

〉 =

〈
µ̄n, f1N+

〉〈
µ̄n,1N+

〉 n−−→
〈
µ̄, f1N+

〉〈
µ̄,1N+

〉 =:
〈
K̄greedy(µ̄), f

〉
.

Likewise, for all k ∈ N+, for all f ∈ Cb, (75) entails that〈
K̂′

greedy(nµ̄
n, k), f

〉
= ⟨K′

greedy(nµ̄
n, k), f⟩ = ⟨nµ̄n, χf⟩

⟨nµ̄n, χ⟩
=

⟨µ̄n, χf⟩
⟨µ̄n, χ⟩

n−−→ ⟨µ̄, χf⟩
⟨µ̄, χ⟩

=:
〈
K̄′

greedy(µ̄, k), f
〉
.

Hence the greedy criterion is continuous, and moreover the operator L̄ can be made explicit in the
present case. Indeed, plugging the above into (33), we immediately get that for all µ̄ ∈ M̄ such that〈
µ̄,1N+

〉
> 0,

L̄f (µ̄) = −
〈
K̄greedy(µ̄), f +

〈
K̄′

greedy(µ̄, .), f
〉〉

− ⟨µ̄, χ∇f⟩
⟨µ̄, χ⟩

{〈
K̄greedy(µ̄), χ− 1 +

〈
K̄′

greedy(µ̄, .), χ− 1
〉〉}

= −

{〈
µ̄, f1N+

〉〈
µ̄,1N+

〉 +
⟨µ̄, χf⟩
⟨µ̄, χ⟩

+
⟨µ̄, χ∇f⟩
⟨µ̄, χ⟩

{〈
µ̄, (χ− 1N+)

〉〈
µ̄,1N+

〉 +

〈
µ̄, χ2 − χ

〉
⟨µ̄, χ⟩

}}
.

We deduce the following result,

Corollary 9.1 (Convergence Theorem for the greedy criterion). If Φ = greedy and the sequence of
processes (µ̄n, n ∈ N+) satisfies Assumption 7.1, for every f ∈ Cb we get the convergence

sup
t≤1

| ⟨µ̄n
t , f⟩ − ⟨µ̄t, f⟩ |

(n,P)−−−→ 0,

where (µ̄∗
t , t ∈ [0, 1]) is the unique solution of (34), for L̄ defined, for all f ∈ Cb and µ̄ ∈ M̄ , by

(77) L̄f (µ̄) = −

{〈
µ̄, f1N+

〉〈
µ̄,1N+

〉 +
⟨µ̄, χf⟩
⟨µ̄, χ⟩

+
⟨µ̄, χ∇f⟩
⟨µ̄, χ⟩

{〈
µ̄, (χ− 1N+

)
〉〈

µ̄,1N+

〉 +

〈
µ̄, χ2 − χ

〉
⟨µ̄, χ⟩

}}
1⟨µ̄,1N+⟩>0.

In particular, the sequence of matching coverages satisfies

Mn
greedy(ν)

(n,P)−−−→ Mgreedy(ν) := 1− µ̄∗
1({0}).

Proof. We apply Theorem 7.1 and Corollary 7.1. We have just shown that Φ = greedy is well-behaved
and continuous. It also preserves the moments. To see this, observe that for all β,M and n, for all
µ ∈ M n

β,M , in view of (74) we have that〈
Kgreedy(µ), χ

2
〉
=

〈
µ, χ2

〉〈
µ,1N+

〉≤ M

β
·

Likewise, from (75) we get that

sup
k∈N+

〈
K′

greedy(µ, k), χ
2
〉
=

〈
µ, χ3

〉
⟨µ, χ⟩

≤ M

β
,

proving that greedy preserves the moments up to two. In view of Theorem 7.1, it remains to show
that the system of integral equations (34), for L̄ defined by (77), admits the only solution µ̄∗. For this,
recalling 7.1, let us first observe that

(78)
〈
µ̄∗
t , χ

k
〉
< ∞, for all t ∈ [0, 1], all k ≤ 3.5 + ε and every solution µ̄∗ of (34).

Indeed, for any such µ̄∗, t and k, it is an immediate consequence of Assumption 7.1 that the initial
measure µ̄∗

0 admits a moment of order k. But the mapping t 7→ L̄χk(µ̄∗
t ) is the derivative of the k-th

moment of µ̄∗
t , and is thus well defined and negative. So the mapping t 7−→

〈
µ̄∗
t , χ

k
〉
is non-increasing,

proving (78).
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We now let ξ and ζ be two solutions of (34). We show that ξt = ζt for all t ∈ [0, 1]. First, in the
obvious case where

〈
ξ0,1N+

〉
=
〈
ζ0,1N+

〉
= 0, we readily get that L̄f (ξ0) = L̄f (ζ0), and it follows that the

solutions are both constant, namely ξt = ζt = ν for all t ∈ [0, 1]. Else, as both mappings t 7−→
〈
ξt,1N+

〉
and t 7−→

〈
ζt,1N+

〉
are non-increasing, we can define for all β ≥ 0,

T ξ
β = sup

{
t > 0 :

〈
ξt,1N+

〉
> β

}
, T ζ

β = sup
{
t > 0 :

〈
ζt,1N+

〉
> β

}
and

Tβ = T ξ
β ∧ T ζ

β .

We first fix β > 0, and show that ξ and ζ coincide on [0, Tβ ]. For this, let us set

κt = ξt − ζt, t ∈ [0, Tβ ],

and observe that, from (78), κt admits a moment of order 3.5 + ε for any t ∈ [0, 1]. Now let α = 5 + ε,
and define

Γt =
∑
i>0

iακt(i)
2, t ∈ [0, Tβ ].

Observe that the above is finite for all t since, from Cauchy-Schwarz inequality,

Γt ≤

(∑
i>0

i
α
2 |κt(i)|

)2

< ∞.

We will show that Γt = 0 for all t ∈ [0, Tβ ]. For this, as Γ0 = 0 by assumption, it is enough to show that
for some constant Cβ ,

(79)
d

dt
(Γt) ≤ CβΓt, 0 ≤ t ≤ Tβ ,

since we will then have, for all such t, d
dt (exp(−Cβt)Γt) ≤ 0 and thus exp(−Cβt)Γt ≤ Γ0 = 0. Differenti-

ating Γ shows that for all t ≤ Tβ ,

(80)
d

dt
Γt = 2

∑
i>0

iακt(i)
d

dt
κt(i),

and we are rendered to upper-bound the above expression. For this, to simplify the notation, in the
computations below we omit the dependence in t ≤ Tβ , and we denote by f ′, the derivative w.r.t. t of a
function t 7→ f(t). Also, for any measure µ we introduce the following quantities:

mµ =
〈
µ,1N+

〉
;

Mµ = ⟨µ, χ⟩ ;
Vµ =

〈
µ, χ2

〉
.

Fix i ∈ N+. From (34) we have that

κ(i)′ = ⟨κ,1i⟩′ = ⟨ξ,1i⟩′ − ⟨ζ,1i⟩′ = L̄1i
(ξ)− L̄1i

(ζ).

Then (77) implies that

L̄1i
(ξ) = −

(〈
ξ,1i1N+

〉〈
ξ,1N+

〉 +
⟨ξ, χ1i⟩
⟨ξ, χ⟩

+
⟨ξ, χ∇1i⟩
⟨ξ, χ⟩

(〈
ξ, χ− 1N+

〉〈
ξ,1N+

〉 +

〈
ξ, χ2 − χ

〉
⟨ξ, χ⟩

))

= −

(
ξ(i)1N+

(i)

mξ
+

iξ(i)

Mξ
+

iξ(i)− (i+ 1)ξ(i+ 1)

Mξ

(
Mξ −mξ

mξ
+

Vξ −Mξ

Mξ

))

= −ξ(i)

mξ
− iξ(i)

Mξ
− iξ(i)

Mξ −mξ

Mξmξ
− iξ(i)

Vξ −Mξ

MξMξ

+(i+ 1)ξ(i+ 1)
Mξ −mξ

Mξmξ
+ (i+ 1)ξ(i+ 1)

Vξ −Mξ

MξMξ

= −ξ(i)

mξ
− iξ(i)

mξ
− iξ(i)

Vξ −Mξ

MξMξ

+(i+ 1)ξ(i+ 1)
Mξ −mξ

Mξmξ
+ (i+ 1)ξ(i+ 1)

Vξ −Mξ

MξMξ
,
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with a similar exression for L̄1i(ζ), in a way that

κ(i)′ =

(
ζ(i)

mζ
− ξ(i)

mξ

)
+ i

(
ζ(i)

mζ
− ξ(i)

mξ

)
+ i

(
ζ(i)

Vζ −Mζ

MζMζ
− ξ(i)

Vξ −Mξ

MξMξ

)
+(i+ 1)

(
ξ(i+ 1)

Mξ −mξ

Mξmξ
− ζ(i+ 1)

Mζ −mζ

Mζmζ

)
+(i+ 1)

(
ξ(i+ 1)

Vξ −Mξ

MξMξ
− ζ(i+ 1)

Vζ −Mζ

MζMζ

)
.

The five terms of the r.h.s. of the above expression have a similar structure. We show how to simplify
the first and the last one, the three other ones can be treated similarly. We have

ζ(i)

mζ
− ξ(i)

mξ
=

ζ(i)− ξ(i)

mζ
+

(
1

mζ
− 1

mξ

)
ξ(i) = −κ(i)

mζ
+

mκ

mξmζ
ξ(i)

and

ξ(i+ 1)
Vξ −Mξ

MξMξ
− ζ(i+ 1)

Vζ −Mζ

MζMζ
= ξ(i+ 1)

(
Vξ −Mξ

M2
ξ

− Vζ −Mζ

M2
ζ

)
+ (ξ(i+ 1)− ζ(i+ 1))

Vζ −Mζ

M2
ζ

= ξ(i+ 1)
VξM

2
ζ − VζM

2
ξ +MζM

2
ξ −MξM

2
ζ

M2
ξM

2
ζ

+ κ(i+ 1)
Vζ −Mζ

M2
ζ

= ξ(i+ 1)
VκM

2
ζ − Vζ(M

2
ξ −M2

ζ ) +MξMζMκ

M2
ξM

2
ζ

+ κ(i+ 1)
Vζ −Mζ

M2
ζ

= ξ(i+ 1)
VκM

2
ζ +Mκ(MξMζ − Vζ(Mξ +Mζ))

M2
ξM

2
ζ

+ κ(i+ 1)
Vζ −Mζ

M2
ζ

·

All in all, we obtain that

κ(i)′ =

(
−κ(i)

mζ
+

mκ

mξmζ
ξ(i)

)
+ i

(
−κ(i)

mζ
+

mκ

mξmζ
ξ(i)

)
+i

(
−Vζ −Mζ

M2
ζ

κ(i)−
M2

ζ Vκ + (MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

ξ(i)

)

+(i+ 1)

(
Mζ −mζ

Mζmζ
κ(i+ 1) +

−MξMζmκ +mξmζMκ

MξmξMζmζ
ξ(i+ 1)

)
+(i+ 1)

(
Vζ −Mζ

M2
ζ

κ(i+ 1) +
M2

ζ Vκ + (MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

ξ(i+ 1)

)
,

in a way that the general term of the series in the r.h.s. of (80) reads

iακ(i)κ(i)′ = iα
(
−κ(i)2

mζ
+

mκ

mξmζ
ξ(i)κ(i)

)
+ iα+1

(
−κ(i)2

mζ
+

mκ

mξmζ
ξ(i)κ(i)

)
+iα+1

(
−Vζ −Mζ

M2
ζ

κ(i)2 −
M2

ζ Vκ + (MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

ξ(i)κ(i)

)

+iα(i+ 1)κ(i)

(
Mζ −mζ

Mζmζ
κ(i+ 1) +

−MξMζmκ +mξmζMκ

MξmξMζmζ
ξ(i+ 1)

)
+iα(i+ 1)κ(i)

(
Vζ −Mζ

M2
ζ

κ(i+ 1) +
M2

ζ Vκ + (MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

ξ(i+ 1)

)
.
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Therefore we obtain that

iακ(i)κ(i)′ = a(i) + iα
(
−κ(i)2

mζ
+

mκ

mξmζ
ξ(i)κ(i)

)
+iα+1 mκ

mξmζ
ξ(i)κ(i)

+iα+1

(
−
M2

ζ Vκ + (MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

ξ(i)κ(i)

)

+iακ(i)
Mζ −mζ

Mζmζ
κ(i+ 1) + iα(i+ 1)κ(i)

−MξMζmκ +mξmζMκ

MξmξMζmζ
ξ(i+ 1)

+iακ(i)
Vζ −Mζ

M2
ζ

κ(i+ 1) + iα(i+ 1)κ(i)
M2

ζ Vκ + (MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

ξ(i+ 1)

= a(i) + iα

(
−κ(i)2

mζ
+

(
Mζ −mζ

Mζmζ
+

Vζ −Mζ

M2
ζ

)
κ(i)κ(i+ 1)

)
+

mκ

mξmζ
iακ(i)ξ(i)

+

(
−mκ

mξmζ
+

M2
ζ Vκ + (2MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

)
iακ(i)ξ(i+ 1)

−
M2

ζ Vκ + (MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

iα+1κ(i)ξ(i)

+

(
−mκ

mξmζ
+

M2
ζ Vκ + (2MξMζ − Vζ(Mξ +Mζ))Mκ

M2
ξM

2
ζ

)
iα+1κ(i)ξ(i+ 1),(81)

with

a(i) = iα+1

(
−κ(i)2

mζ
− Vζ −Mζ

M2
ζ

κ(i)2 +
Mζ −mζ

Mζmζ
κ(i)κ(i+ 1) +

Vζ −Mζ

M2
ζ

κ(i)κ(i+ 1)

)

=
iα+1

M2
ζmζ

(
(M2

ζ + Vζmζ − 2Mζmζ)︸ ︷︷ ︸
≥0

κ(i)κ(i+ 1)︸ ︷︷ ︸
≤κ(i)2+κ(i+1)2

2

− (M2
ζ + Vζmζ −Mζmζ)︸ ︷︷ ︸
≥M2

ζ+Vζmζ−2Mζmζ

κ(i)2
)

≤
M2

ζ + Vζmζ − 2Mζmζ

2M2
ζmζ

iα+1(κ(i+ 1)2 − κ(i)2).

We address one by one the terms of (81). For this, first note that all linear combinations of mκ, Mκ, Vκ

can be easily upper-bounded, by observing that, as α > 5, Cauchy-Schwarz inequality implies

|Vκ| ≤
∑
i

i2|κ(i)| =
∑
i

i2−
α
2 i

α
2 |κ(i)| ≤

(∑
i

i4−α

) 1
2

Γ
1
2 ≤ CΓ

1
2 ,

for some C that is independent of t. We now control the series of general term a(i). For this, using Abel’s
transformation, for all N > 0 we obtain

N∑
i=1

iα+1(κ(i+ 1)2 − κ(i)2) =

N∑
i=0

iα+1(κ(i+ 1)2 − κ(i)2)

=

N∑
i=0

(
(i+ 1)α+1κ(i+ 1)2 − iα+1κ(i)2

)
−
(
(i+ 1)α+1 − iα+1

)
κ(i+ 1)2

= (N + 1)α+1κ(N + 1)2 −
N∑
i=0

(
(i+ 1)α+1 − iα+1

)︸ ︷︷ ︸
≤(α+1)(i+1)α

κ(i+ 1)2.

But as κ has a finite moment of order α+1
2 = 3 + ε

2 , we have that

(N + 1)α+1κ(N + 1)2
N−→ 0,
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implying the existence of a constant C ′ that does not depend on t, and such that∣∣∣∣∣∑
i>0

a(i)

∣∣∣∣∣ ≤ C ′Γ.

The other terms of (81) are of two main types:

(i) The terms involving the factors iακ(i)2 and iακ(i)κ(i+ 1) can be upper-bounded by

|κ(i)κ(i+ 1)| ≤ 1

2
κ(i)2 +

1

2
κ(i+ 1)2,

whose series is readily upper-bounded by somme C ′′Γ;

(ii) The other terms involve the quantities iακ(i)ξ(i), iακ(i)ξ(i+1), iα+1κ(i)ξ(i) and iα+1κ(i)ξ(i+1).
To upper-bound the corresponding series, we again use Cauchy-Schwarz inequality. We only
detail the development of the term in iα+1κ(i)ξ(i + 1), which necessitates the stronger moment
assumption on ξ. The other terms can be treated similarly. We have∑

i≥1

iα+1|κ(i)ξ(i+ 1)| =
∑
i≥1

i
α
2 +1|ξ(i+ 1)|iα

2 |κ(i)|

≤
∑
i≥1

(i+ 1)
α
2 +1|ξ(i+ 1)|iα

2 |κ(i)|

≤

∑
i≥1

(i+ 1)α+2ξ(i+ 1)2

 1
2

Γ
1
2 ,

≤ C ′′′Γ
1
2 ,

as ξ has a finite moment of order α+2
2 = 7+ε

2 ·
Injecting all these series bounds into (81), we conclude that there exists a constant Cβ > 0 that does not
depend on t ∈ [0, Tβ ], and such that (79) holds.

Now, (79) implies that Γt = 0 for all t ∈ [0, Tβ ], and in turn, that

(82)
〈
κt,1N+

〉
= 0, for all t ∈ [0, Tβ ].

But we have

⟨ξ0,1N⟩ − ⟨ζ0,1N⟩ = ⟨ν,1N⟩ − ⟨ν, 1N⟩ = 0

and, from (34) and (77),
d

dt
⟨ξt,1N⟩ =

d

dt
⟨ζt,1N⟩ = −2, t ∈ [0, Tβ ],

implying that

⟨ξt,1N⟩ = ⟨ζt,1N⟩ , for all t ∈ [0, Tβ ].

This, together with (82), shows that κt(0) = 0 for all t ∈ [0, Tβ ] and thus, using again (82), that

κt = 0, for all t ∈ [0, Tβ ].

In particular, we get that T ξ
β = T ζ

β = Tβ . But the mapping Π1N+
is continuous on M̄ , implying in turn

that the mapping t 7→ Π1N+
(µt) is continuous. As the above holds for any β > 0, taking β to zero we

obtain in turn that T ξ
0 = T ζ

0 = T0. By the very definition (77) of L̄, the uniqueness of a solution to (34)
is then trivially extended to [0, 1]. This concludes the proof. ■

10. The case of uni-min for bounded degrees

Recall Example 2.2. Fix N ∈ N+, and let us assume that at all times, the graphs have degree bounded
by N , implying that for all n, µn

0 has support in J0, NK. In this slightly restricted case, we can show that
Theorem 7.1 applies also for Φ = uni-min. Indeed, in this case, for any j ∈ J0, nK we readily obtain that

µn
j :=

N∑
i=0

µn
j (i)δi,

and it follows that the measure µn
j can be identified with the vector (µn

j (0), ..., µ
n
j (N)) on [0, 1]N+1 ⊂

RN+1.
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Fix µ ∈ M such that
〈
µ,1N+

〉
> 0, and recall again the definition (15). Then, we again obtain that

for all f ∈ Cb,

⟨Kuni-min(µ), f⟩ =
〈
µ, f1N+

〉〈
µ,1N+

〉 ·

Also, for any k ∈ N+, recalling (16), we get that for all k′ ∈ N+,

K′
uni-min(µ, k)(k

′) = K′
uni-min(µ, k) ([k

′,∞))−K′
uni-min(µ, k) ([k

′ + 1,∞)) .

Now, recall that the outcome of a sequence of independent uniform draws without replacement, equals
in law the outcome of a sequence of independent uniform draws with replacement, conditioned on not
drawing twice the same element. Then, by the very definition of a matching criterion, by comparing the
constructions of Section 4 and 6, we obtain that for all µ and k, there exists a mapping φ that depend

only on Φ and possibly on an independent draw, and such that K̂ ′ = φ(Ĥ1, · · · , ĤK̂). Therefore, for all

µ ∈ M n
β,M and all k and k′, conditioned on that draw of φ and on {K̂ = k} and {K = k}, we get that

K′
uni-min(µ, k)(k

′) =
∑

distinct(h1,··· ,hk):
φ(h1,··· ,hk)=k′

Pµ [(H1, · · · , HK) = (h1, · · · , hk)]

=
∑

distinct(h1,··· ,hk):
φ(h1,··· ,hk)=k′

Pµ

[(
Ĥ1, · · · , ĤK̂

)
= (h1, · · · , hk) | (Ĥ1, · · · , ĤK̂) are distinct

]

=
∑

distinct(h1,··· ,hk):
φ(h1,··· ,hk)=k′

Pµ

[(
Ĥ1, · · · , ĤK̂

)
= (h1, · · · , hk)

]
Pµ

[
(Ĥ1, · · · , ĤK̂) are distinct

]
=

1

Pµ

[
(Ĥ1, · · · , ĤK̂) are distinct

] ∑
distinct(h1,··· ,hk):
φ(h1,··· ,hk)=k′

Pµ

[(
Ĥ1, · · · , ĤK̂

)
= (h1, · · · , hk)

]

=
K̂′

uni-min(µ, k)(k
′)

Pµ

[(
Ĥ1, · · · , ĤK̂

)
are distinct

] ·(83)

But as the draws of the construction of Section 6 are made with replacement, we have that

Pµ

[(
Ĥ1, · · · , ĤK̂

)
are distinct

]
=

〈
µ,1N+

〉
!

(
〈
µ,1N+

〉
− k)!

〈
µ,1N+

〉k
≥

〈
µ,1N+

〉
!

(
〈
µ,1N+

〉
−N)!

〈
µ,1N+

〉N ·

As
〈
µ,1N+

〉
≥ nβ, the above probability clearly tends to 1 as n goes large. Therefore from (83), we

obtain that for all k,∣∣∣〈K′
uni-min(µ, k)− K̂′

uni-min(µ, k), χ
2
〉∣∣∣ ≤ N∑

k′=1

(k′)2
∣∣∣K′

uni-min(µ, k)(k
′)− K̂′

uni-min(µ, k)(k
′)
∣∣∣

≤ N2
∣∣∣K′

uni-min(µ, k)(k
′)− K̂′

uni-min(µ, k)(k
′)
∣∣∣

can be made as small as desired for a large enough n. This implies that the criterion Φ is well-behaved,
in the sense of Definition 6.2.

Now, from the very construction of Section 6, the degree of each drawn bucket is size-biased, indepen-
dently of everything else, and so by the very definition of uni-min, for any k, y ∈ N+ we get that

(84) K̂′
uni-min(µ, k) ([y,∞)) =

 ∞∑
j=y

jµ(j)

⟨µ, χ⟩

k

=: (1− Fµ(y − 1))k,

where Fµ is thus the c.d.f of the size-biased distribution associated to µ. We deduce that for all k ∈ N+

and k′ ∈ N+,

(85) K′
uni-min(µ, k)(k

′) = (1− Fµ(k
′ − 1))k − (1− Fµ(k

′))k.
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We then immediately check that uni-min is continuous in the sense of Definition 7.1: fix a sequence

(µ̄n, n ∈ N+) of M̄ such that µ̄n ∈ M̄ n for all n, and such that µ̄n n
=⇒ µ̄ for some measure µ̄ ∈ M̄

supported in J0, NK, and such that
〈
µ̄,1N+

〉
> 0. As for Φ = greedy, for all f ∈ Cb we get

⟨Kuni-min(nµ̄
n), f⟩ =

〈
nµ̄n, f1N+

〉〈
nµ̄n,1N+

〉 =

〈
µ̄n, f1N+

〉〈
µ̄n,1N+

〉 n−−→
〈
µ̄, f1N+

〉〈
µ̄,1N+

〉 =:
〈
K̄uni-min(µ̄), f

〉
.

Likewise, for all k ∈ N+, for all f ∈ Cb, (85) entails that〈
K̂′

uni-min(nµ̄
n, k), f

〉
=
∑

k′∈N+

f(k′)
{
(1− Fnµ̄n(k′ − 1))k − (1− Fnµ̄n(k′))k

}
=

N∑
k′=1

f(k′)
{
(1− Fµ̄n(k′ − 1))

k − (1− Fµ̄n(k′))
k
}

n−−→
N∑

k′=1

f(k′)
{
(1− Fµ̄(k

′ − 1))
k − (1− Fµ̄(k

′))
k
}
=:
〈
K̄′

uni-min(µ̄, k), f
〉
,

showing the continuity of the uni-min criterion. Moreover, plugging the above into (33), we can again
make the operator L̄ explicit in the present case: For any measure µ̄ ∈ M̄ that is supported in J0, NK
and such that

〈
µ̄,1N+

〉
> 0, for any f ∈ Cb,

(86) L̄f (µ̄) = −
〈
K̄uni-min(µ̄), f +

〈
K̄′

uni-min(µ̄, .), f
〉〉

− ⟨µ̄, χ∇f⟩
⟨µ̄, χ⟩

{〈
K̄uni-min(µ̄), χ− 1 +

〈
K̄′

uni-min(µ̄, .), χ− 1
〉〉}

= −

{〈
µ̄, f1N+

〉〈
µ̄,1N+

〉 +

∑
k∈N+

µ̄(k)
∑

k′∈N+
f(k′)

{
(1− Fµ̄(k

′ − 1))
k − (1− Fµ̄(k

′))
k
}

〈
µ̄,1N+

〉
+
⟨µ̄, χ∇f⟩
⟨µ̄, χ⟩


〈
µ̄, (χ− 1N+

)
〉〈

µ̄,1N+

〉 +

∑
k∈N+

µ̄(k)
∑

k′∈N+
(k′ − 1)

{
(1− Fµ̄(k

′ − 1))
k − (1− Fµ̄(k

′))
k
}

〈
µ̄,1N+

〉

 .

We have the following result.

Corollary 10.1 (Convergence for the uni-min criterion). If Φ = uni-min, if the sequence of initial degree
distributions (µn

0 , n ∈ N+) are supported in J0, NK for some N ∈ N+ and satisfy Assumption 7.1 for some
measure ν, then for all f ∈ Cb we get the convergence

sup
t≤1

| ⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩ |
(n,P)−−−→ 0,

where (µ̄∗
t , t ∈ [0, 1]) is the unique solution of (34), for L̄ defined, for all f ∈ Cb and all measures µ̄ ∈ M̄

supported in J0, NK, by (86) if
〈
µ̄,1N+

〉
> 0, and by L̄f (µ̄) = 0 if

〈
µ̄,1N+

〉
= 0. In particular, the

sequence of matching coverages satisfies

Mn
uni-min(ν)

(n,P)−−−→ Muni-min(ν) := 1− µ̄∗
1({0}).

Proof. We apply again Theorem 7.1 and Corollary 7.1. As the initial measures (µn
0 , n ∈ N+) are supported

in J0, NK and satisfy Assumption 7.1, the limiting initial measure ν is, clearly, also supported in J0, NK.
This is then also the case for any µ̄∗

t , t ∈ [0, 1], for µ̄∗ a solution to (34). Second, we have just shown that
the uni-min criterion is well-behaved and continuous. It is also immediate that the sequence of processes
(µ̄n, n ∈ N+) take value in the set of measures of mass less than 1 and supported in J0, NK, and so the
moment preservation property holds, if one restricts for any n, to measures µ ∈ M n

β,M that are supported

in J0, NK.
In view of Theorem 7.1, it remains to show that the system of integral equations (34), this time for L̄

defined by (86) for measures µ̄ such that
〈
µ̄,1N+

〉
> 0, admits the only solution µ̄∗. For this, we adopt a

similar approach to the proof of Corollary 9.1, and keep the notation therein. Again, let us first observe
that, for any 1 ≤ p ≤ 3,

sup
t∈[0,1]

⟨µ̄t, χ
p⟩ < M,

and let again et ξ and ζ be two solutions of (34) under uni-min. As in the proof of Corollary 9.1, ξ
and ζ trivially coincide if

〈
ξ0,1N+

〉
=
〈
ζ0,1N+

〉
= 0. Else, as above we fix β > 0, and first show that
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ξ and ζ coincide at least up to Tβ . In the case of bounded degrees, the proof of this fact becomes
significantly easier. Indeed, notice that the uniqueness of ξ is equivalent to that of the vector-valued
process (Xt : t ∈ [0, Tβ ]), where

Xt :=


ξt(0)
ξt(1)
...

ξt(N)

 ∈ [0, 1]
N+1

, t ∈ [0, Tβ ],

and that we can rewrite the measure valued ODE associated to the algorithm as a RN+1
+ -valued ODE :

(87)
d

dt
Xt = F (Xt) , t ∈ [0, Tβ ], with F (Xt) =


F0 (Xt)
F1 (Xt)

...
FN (Xt)

 =


L̄10

(ξt)
L̄11

(ξt)
...

L̄1N
(ξt)

 ∈ RN+1.

By the Cauchy-Lipschitz theorem, we just have to prove that F is K-Lipschitz Continuous on [0, 1]
N+1

,

for some well-chosen norm and some K > 0. For all X = (X(0), ..., X(N)) ∈ [0, 1]
N+1

, it follows from
(86) that we have

(88) F0(X) = −MX −mX

mX

X(1)

MX
− X(1)

MX

N∑
l=1

(l − 1)

N∑
k=1

X(k)

mX

{
QX(l)k −QX(l + 1)k

}
,

and for all i ∈ J1, NK,

(89) Fi(X) = −X(i)

mX
− MX −mX

mX

iX(i)− (i+ 1)X(i+ 1)

MX
−

N∑
k=1

X(k)

mX

{
QX(i)k −QX(i+ 1)k

}
− iX(i)− (i+ 1)X(i+ 1)

MX

N∑
l=1

(l − 1)

N∑
k=1

X(k)

mX

{
QX(l)k −QX(l + 1)k

}
,

where we have set X(N + 1) = 0 and defined

mX =

N∑
k=1

X(k), MX =

N∑
k=1

kX(k), QX(i) =
1

MX

N∑
k=i

kX(k).

The following intermediate Lemma gives us the desired result :

Lemma 10.1. For any β ∈ (0, 1), on the set

Gβ =
{
X ∈ [0, 1]

N+1
: mX ≥ β

}
the mappings

X 7−→ mX , X 7−→ 1

mX
, X 7−→ MX , X 7−→ 1

MX
, X 7−→ QX(i) and X 7−→ QX(i)k

for 1 ≤ i ≤ N and 1 ≤ k ≤ N , are all Lipschitz continuous and bounded from [0, 1]
N+1

to R, for the
1-norm defined by

∥X∥1 =

N∑
k=0

|X(k)|, X ∈ [0, 1]
N+1

.

Proof of Lemma 10.1. Let X,Y ∈ Gβ . We first have that

|mX −mY | ≤
N∑

k=1

|X(k)− Y (k)| ≤ ∥X − Y ∥1.

Moreover, we have that

β ≤ mX =

N∑
k=1

X(k) ≤ N,

which also implies that
1

mX
≤ 1

β
,
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and thus ∣∣∣∣ 1

mX
− 1

mY

∣∣∣∣ = ∣∣∣∣mY −mX

mXmY

∣∣∣∣ ≤ 1

β2
∥X − Y ∥1.

Next, we have that

|MX −MY | =

∣∣∣∣∣
N∑

k=1

kX(k)− kY (k)

∣∣∣∣∣
≤

N∑
k=1

k|X(k)− Y (k)| ≤
N∑

k=1

N |X(k)− Y (k)| = N∥X − Y ∥1

and moreover

β ≤ mX ≤
N∑

k=1

X(k) ≤
N∑

k=1

kX(k) = MX ≤
N∑

k=1

NX(k) ≤ N2,

implying in particular that ∣∣∣∣ 1

MX
− 1

MY

∣∣∣∣ = ∣∣∣∣MY −MX

MXMY

∣∣∣∣ ≤ N∥X − Y ∥1
β2

·

Finally, fix 1 ≤ i ≤ N . We have

0 ≤ QX(i) =
1

MX

N∑
k=i

kX(k) ≤ 1

MX

N∑
k=1

kX(k) = 1

and thus 0 ≤ QX(i)k ≤ 1 for all 1 ≤ k ≤ N . Gathering the above, we obtain that

|QX(i)−QY (i)| =

∣∣∣∣∣ 1

MX

N∑
k=i

kX(k)− 1

MY

N∑
k=i

kY (k)

∣∣∣∣∣
=

∣∣∣∣∣
(

1

MX
− 1

MY

) N∑
k=i

kX(k) +
1

MY

(
N∑
k=i

kX(k)−
N∑
k=i

kY (k)

)∣∣∣∣∣
≤
∣∣∣∣ 1

MX
− 1

MY

∣∣∣∣ ·
∣∣∣∣∣

N∑
k=i

kX(k)

∣∣∣∣∣+ 1

MY

∣∣∣∣∣
N∑
k=i

kX(k)−
N∑
k=i

kY (k)

∣∣∣∣∣
≤ N3

β2
∥X − Y ∥1 +

N

β
∥X − Y ∥1 ≤ max

(
N3

β2
,
N

β

)
∥X − Y ∥1.

Thus for all 1 ≤ k ≤ N we obtain that∣∣QX(i)k −QY (i)
k
∣∣ = ∣∣∣∣∣(QX(i)−QY (i))

k−1∑
l=0

QX(i)k−1−lQY (i)
l

∣∣∣∣∣
≤ |QX(i)−QY (i)|

k−1∑
l=0

∣∣QX(i)k−1−lQY (i)
l
∣∣

≤ kmax

(
N3

β2
,
N

β

)
∥X − Y ∥1 ≤ max

(
N4

β2
,
N2

β

)
∥X − Y ∥1,

concluding the proof. ■

We deduce from Lemma 10.1 together with (88) and (89), that for any i ∈ J0, NK, Fi is a finite sum of
bounded, Lipchitz continuous mappings, in turn rendering F Lipschitz continuous on Gβ . We conclude,
using the Cauchy Lipschitz theorem, that the system (87) admits a unique continuous [0, 1]N -valued
solution X on the interval [0, Tβ ]. This is equivalent to saying that there exists a unique solution to the
system (34) in C

(
[0, Tβ ], M̄

)
. Therefore, we get that ξ = ζ on [0, Tβ ] for any β > 0, and we conclude as

in the proof of Corollary 9.1. ■

Remark 10.1. The formulation of the uniqueness problem using a representation on RN+1 is reminiscent
of the differential equation method in its standard presentation (see e.g. Wormald [39]). The charac-
terization of the limiting dynamics boils down to checking a Lipschitz condition over a finite number of
simpler functions. This is why the classical differential equation method can be portrayed as a restriction
of our method to smaller spaces, such as spaces of finite-support measures. Observe in particular that,
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in this restricted case, it is easy to adapt to the greedy criterion, the argument that we have developed
here regarding the uni-min criterion, thereby obtaining a simpler proof than that of Corollary 9.1.

11. uni-max for bounded degrees

It is immediate to observe that similar arguments as those of Section 10 can be applied to the criterion
Φ = uni-max, defined in Example 2.3. All the arguments applied above can be transposed to the present
case, by setting now instead of (84), for all µ having non-zero first moment and for all k, k′ ∈ N+,

K′
uni-max(µ, k)(k

′) =

 k′∑
j=1

jµ(j)

⟨µ, χ⟩

k

−

k′−1∑
j=1

jµ(j)

⟨µ, χ⟩

k

= Fµ(k
′)k − Fµ(k

′ − 1)k.

In view of (86), we obtain the following result,

Corollary 11.1 (Convergence for the uni-max criterion). If Φ = uni-max, if the sequence of initial degree
distributions (µn

0 , n ∈ N+) are supported in J0, NK for some N ∈ N+ and satisfy Assumption 7.1 for some
measure ν, then for all f ∈ Cb we get the convergence

sup
t≤1

| ⟨µ̄n
t , f⟩ − ⟨µ̄∗

t , f⟩ |
(n,P)−−−→ 0,

where (µ̄∗
t , t ∈ [0, 1]) is the unique solution of (34), for L̄ defined, for all f ∈ Cb and all measures µ̄ ∈ M̄

supported in J0, NK, by

L̄f (µ̄) = −

{〈
µ̄, f1N+

〉〈
µ̄,1N+

〉 +

∑
k∈N+

µ̄(k)
∑

k′∈N+
f(k′)

{
Fµ̄(k

′)k − Fµ̄(k
′ − 1)k

}〈
µ̄,1N+

〉
+
⟨µ̄, χ∇f⟩
⟨µ̄, χ⟩

{〈
µ̄, (χ− 1N+

)
〉〈

µ̄,1N+

〉 +

∑
k∈N+

µ̄(k)
∑

k′∈N+
(k′ − 1)

{
Fµ̄(k

′)k − Fµ̄(k
′ − 1)k

}〈
µ̄,1N+

〉 }}
1⟨µ̄,1N+⟩>0,

where Fµ̄ is the c.d.f of the size-biased distribution associated to µ̄. In particular, the sequence of matching
coverages satisfies

Mn
uni-max(ν)

(n,P)−−−→ Muni-max(ν) := 1− µ̄∗
1({0}).
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