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ABSTRACT

In this paper, we propose an approach for segmentation of
challenging depth images. We first use a semi-automatic seg-
mentation algorithm that only takes a user-defined rectangular
area as an input. The quality of the segmentation is very het-
erogeneous at this stage, and unsufficient to efficiently train
a neural network. We thus introduce a learning process that
takes this imperfect nature of data into account, by iteratively
filtering the dataset to only keep the best segmented images.
We show this method improves the neural network’s perfor-
mance by a significant amount.

Index Terms— Depth image segmentation, Weakly su-
pervised learning

1. INTRODUCTION

Tremendous progress has been made in the past six years in
image processing, driven by the advances of deep learning
and the rise of GPU computational power. Deeper and deeper
convolutional neural network can now be trained thanks to
residual blocks based architectures, allowing to address prob-
lems of virtually any complexity. However, all these advances
require substantial amounts of training data, which is costly
and may in some cases be impossible to obtain. A shift is
thus starting to appear in the research community, towards
learning paradigms requiring less data, such as unsupervised,
weakly-supervised, or few-shots learning.

In the project we are working on, we are interested in a
problem along these lines. We address the problem of hu-
man activity monitoring in an industrial workplace, to pre-
vent physical injuries such as musculoskeletal disorders. We
are bound by several constraints due to the particular con-
text of our work. We use depth sensors (without RGB in-
formation) to protect worker’s privacy and favor our system’s
acceptability. The sensor position is constrained by the in-
dustrial environment; sensors are placed on the ceiling, look-
ing down towards the observed human. The environment is
challenging, with uncontrollable lighting conditions, reflex-
ing surfaces and clothes, and moving objects everywhere. All
these hard conditions create very noisy depth images in which
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the human operator is difficult to detect and track. We can not
rely on existing approaches, which often assume the human to
be facing the camera at a reasonable distance, to even segment
the human body in our images (cf. Figure 2).

In this paper, we focus on the problem of segmenting hu-
man body in noisy depth images, in order to later perform
higher-level tasks (e.g. action recognition [1] or pose esti-
mation [2]). Some sensors, like the Microsoft Kinect, may
provide a segmented depth frame, but it is not the case for the
majority of current sensors. Furthermore, most datasets, such
as the Microsoft Research Action3D dataset [3], provide an
already segmented image of the user. Indeed, most current
work on depth images require the user to be segmented from
the scene [1, 2, 3], while the remainder of the image may be
seen as noise and significantly pollute the results of most al-
gorithms, often making those unusable due to their lack of
robustness. Segmenting the user from the rest of the frame is
therefore a crucial task when dealing with depth images.

The particular context of our project forces us to as-
sume we do not have enough labelled data to build a training
dataset, because of the variability of our images: the environ-
ment may vary and the morphology and clothes of the human
operators is unpredictable as well. Instead, we introduce a
process (see Figure 1) to build and refine an automatically-
labelled dataset, thanks to basic image processing techniques
and weak human supervision. In what follows, we first review
the literature on the topic in Section 2, then detail our algo-
rithm for semi-automatic human segmentation (Section 3).
In Section 4, we explain how we progressively cleanse our
dataset from too imprecise segmentation masks during train-
ing. Finally, we present our experiments in Section 5 and
conclude.

2. RELATED WORK

While RGBD cameras have been introduced for many years
now (the first version of the Kinect sensor was commercial-
ized by Microsoft in 2010), only a few recent work have
focused on inferring information out of depth images only.
Most previous work use the human segmentation and pose
estimation embedded in the Kinect [2], which implicitly
assumes the human is standing in front of the sensor, at ap-
proximately the same height. In our work, we choose to only
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Fig. 1. The pipeline of our proposed segmentation process. The only part that needs user interaction is the selection of the zone
before performing the automated segmentation. The rest of the process is automated.

Fig. 2. Example of images from our dataset (top row) and
their associated ground truth segmentation (bottom row).

use the sensor’s depth information, to respect human oper-
ators privacy. This approach has been previously adopted
in the context of hospitals, for fall detection [4] or action
recognition [5]. Some authors have performed face recogni-
tion on depth images [6] depicting close-ups on human faces.
This constraint is very far from our setup, for which face
recognition would be too challenging due to the distance and
orientation of the camera.

Image segmentation has been traditionally a very chal-
lenging task in computer vision, due to the complexity of
having to classify each pixel in an image. While deep learn-
ing approaches became popular for image classification in
2012 [7], groundbreaking work in image segmentation ar-
rived later with fully convolutional networks [8] and U-net
[9]. State-of-the-art architectures nowadays include residual
blocks, introduced in ResNet [10] which won the ImageNet
Large Scale Visal Recognition Challenge in 2015. In our
work, we adapted the SegNet architecture proposed in [11]
and the BiSeNet network recently introduced in [12] which
obtains very good results on natural image segmentation and
has the advantage to run very fast. We propose an automatic
segmentation approach using neural networks as they have al-
ready proven their ability in resolving such hard tasks in the
RGB domain [12, 13]. Neural networks have become popu-
lar partly because they are known to generalize well, and we
think this could help improve results in our problem. How-
ever, there are not as many works in this area using depth

Algorithm 1: Automatic algorithm to segment data
input : the depth image image,

the static background background,
the selected zone zone,
the tracking point point,
the minimum area of the operator area

output: the segmented depth image
def segment(image, background, zone, point, area):

fill blank pixels in image
substract background in image
remove noisy pixels in image using erosion
construct a binary mask of image
detect the contours of objects in the mask
remove objects whose area < area
if there is a least one object inside zone then

take the one whose center is closest to point
else

take the object whose center is closest to point
end
set point as the center of selected object
set area as half of the area of the selected object
segment image by using object as a binary mask
return segmented image

images, as the most common sensor, that is the Microsoft
Kinect, already provide a suitable segmentation of the user
in common use-cases (i.e when the sensor lays in front of the
user).

3. WEAKLY-SUPERVISED SEGMENTATION

One of the challenges of the problem we are trying to solve
is the critical need of a lot of labelled data. It is well known
that labelling data is often a challenging task, and always a
human-time consuming task. That is the reason why we de-
cided to rely on a first automated but noisy segmentation to
train our network.

As we show in Section 4, the training of our network is
thus adapted to the raw nature of this dataset, as we can not
expect it to be a real ground truth.
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We perform a first segmentation using an ad-hoc process,
adapted to our particular setup. The purpose of this segmen-
tation is to construct a cheap, large dataset of noisy segmenta-
tions to feed our segmentation neural network. Consequently,
this segmentation does not need to be perfect, but it needs to
be precise enough to be reliable for the next processing. The
pseudo-code of our algorithm is given in Algorithm 1.

This method requires pre-processing: the user is asked to
select a quadrilateral zone where the operator should evolve
and we establish the center of it as the initialization of a track-
ing point. It is also needed to build a static background. We
achieve this by taking the mean image of a set of depth frames
of the empty scene.

The first step is to remove the static background of the
scene. We begin by filling the blank pixels in the depth im-
age. We then remove the background on the images to seg-
ment by comparing the depth values between each pixel of
the static background and the depth image to segment and ap-
plying erosion operations to remove isolated pixels due to the
noisy structure of a depth image. This allows us to remove
any static object present in the scene.

The second step is to remove the moving objects that are
not the operator. We then detect the contours of the remaining
objects using the Canny edge detector [14] and keep only ele-
ments that are big enough to represent a human. Afterwards,
we find objects that are located inside the zone selected by the
user, and finally choose the object whose center is the closest
to the tracking point. If there is no object located inside the
zone, we take the object located outside whose center is also
closest to the tracking point.

When we are segmenting the following frames of a depth
video, we update both the tracking point position and the min-
imal size of the object for the next frame segmentation.

This allows us to extract a first segmentation of the opera-
tor from the depth frames. As it is easily understandable, this
segmentation is not robust: a trivial example is that, an object
that is held by the operator will almost always be extracted as
a part of the operator, as depicted in Figure 3.

Our dataset contains 59 384 images and their associated
segmentation. Examples of this dataset are given in Figure 3.

4. ITERATIVE TRAINING WITH DATA FILTERING

We use a neural network to improve the quality of the seg-
mentation. We feed this network with the dataset presented in
Section 3. To reduce the number of weights in the network,
we resize the images from 640× 480 to 64× 64.

4.1. Neural network architecture

Our neural network is an encoder-decoder inspired from Seg-
Net introduced by [11]. As we are dealing with images both
as input and output, it is a deep fully convolutional neural net-
work. The encoder part contains four pairs of convolutional

Fig. 3. Examples of images from our dataset (top row) and
their associated automatic segmentation obtained thanks to
our algorithm (bottom row). While some segmentations are
very good (left), presence of large objects may pollute the re-
sults (middle). Furthermore, hands may be missing (right).

layers separated by a max-pooling layer. We apply a batch
normalization layer and a ReLU activation after each convo-
lutional layer. The decoder part follows the same patterns,
with max-pooling layers replaced by up-sampling layers. The
last convolution layer is followed by a sigmoid activation.

We also compare its results against an adaptation of the re-
cently introduced BiSeNet from [12], which has shown good
performances in semantic segmentation of RGB images. We
adapted both BiSeNet network and its Xception component
[15] to work with our depth images, by simply modifying the
input shape of both networks.

To train both networks, we use the default Adam opti-
mizer and a binary cross-entropy loss.

4.2. Updating the dataset

As our training dataset can not be considered as a ground
truth, we introduce a method to actively select data of accept-
able quality, and update our dataset accordingly.

We observe that the quality of the segmentation obtained
through the automatic algorithm presented in Section 3 is
highly variable depending on the images. Some segmenta-
tions are almost perfect, while others are totally wrong. The
challenge is to correctly separate the wheat from the chaff
using only the output of the network’s training. We choose
to use the Jaccard similarity coefficient (or intersection over
union) to evaluate the similarity between the segmentation
predicted by the network and the segmentation given in the
dataset for all images contained in the dataset.

We decide to update the dataset and remove the worst data
during the learning phase of the network. Our idea comes
from the fact that the network is quickly able to provide an in-
tuition of the correct segmentation of the image, and that fur-
ther learning, that might be seen as over-fitting, refine this in-
tuition into the expected segmentation, in our case by adding
what we see as noise, such as objects held by the operator, to
fit the training labels.
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Method Min. Median Mean Max.

Noisy Seg. 0.000 0.814 0.762 1.000

BiSeNet 0.037 0.686 0.649 0.874
SegNet 0.015 0.738 0.691 0.915

BiSeNet Up. 0.126 0.821 0.774 0.988
SegNet Up. 0.259 0.842 0.797 0.990

Table 1. Jaccard of our different segmentations against the
ground truth after 50000 minibatches (around 27 epochs of
the complete dataset).
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Fig. 4. Evolution of the Jaccard during the training. One
epoch on the initial dataset is around 1856 batches. Learning
with the complete dataset stays under the noisy segmentation
performance, while updating the dataset outperforms it.

We make use of this intuition of the segmentation by the
neural network to remove the worst data of the dataset dur-
ing the first steps of the learning. As shown in Section 5, this
helps to improve the results of the network. We do not re-
place the removed data by the output of the neural network,
because we think that these outputs are too coarse to be used
as learning labels.

5. EXPERIMENTS

In order to quantify the impact of our training policy, we man-
ually annotated 520 images using the software provided by
[16], and consider these images to be the ground truth of our
segmentation. We carefully chose this set of images to display
a wide range of poses taken by the operator. We use this data
to measure the performance of our algorithms (see Figure 2
for examples). The comparison between ground truth and the
segmentations are given in Table 1 and Figure 4. Results of
the segmentation are shown in Figure 5.

As we can see, our noisy segmentation performs generally
well, with a mean Jaccard value of 0.762. The main issue is
that even if it is perfect in some case (Jaccard of 1.0), it may
completely fail in other cases (Jaccard of 0.0). Besides and
as expected, training state-of-the-art neural networks such as
BiSeNet or SegNet using this dataset does not improve the
results: both median and mean Jaccard value decrease. The

Fig. 5. Results obtained by our network. Left column: input
of the neural network. Second column: ground truth. Third
column: output of the automated segmentation. Last column:
output of the neural network. The neural network removes
objects from the hands of the operator (first row) and gives a
reliable segmentation in cases where the automated segmen-
tation fails (second and third rows).

neural networks training is affected by the too large propor-
tion of bad segmentations in our dataset.

Table 1 shows that updating the training set not only im-
proves the results compared to the usual learning, but also
improves the results given by the noisy segmentation, which
is our goal. We use a threshold Jaccard coefficient of 0.75 to
select the data to remain in our dataset, and update the dataset
every 200n minibatches.

We conducted a lot of experiments to correctly tune the
parameters of our updating scheme. The main information
given by these experiments are that the parameters highly de-
pend on the network and the quality of the noisy dataset so
there is no miracle parameter. One key point is to frequently
update the dataset during the early stages of the learning, and
then to reduce the update frequency or even stop them. It is
also crucial to reinitialize the weights of the network at each
dataset update.

6. CONCLUSION

We propose a method to provide a good quality human seg-
mentation from depth images using a neural network trained
on an noisy dataset. We obtain this dataset by performing an
ad-hoc weakly supervised automated segmentation algorithm.
We use it to train our neural network. During the learning,
we update the training data several times to remove the worst
data, using the early outputs of the neural network.

Our original learning scheme allows the network to learn
better and we achieve a mean result of 79.7% on our dataset,
while the usual training procedure only reaches 69.1%.

In future work, we plan to explore this learning scheme
to further improve the results, for instance by combining the
noisy segmentations with the outputs of the neural network.
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