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Abstract

We define a model of Galton Watson processes in dynamical environments where
the environment evolves according to a dynamical system (X, T ). Three behaviours
are possible: uniformly subcritical, critical, and uniformly supercritical. We study
the extinction probability q in the uniformly supercritical case. In particular, we
investigate the regularity of this application as a function of the environment x. In
the critical case, we study the set of bad environments N (where the probability of
extinction is one), which is T -invariant. We give its Hausdorff dimension in some
cases.

Introduction

We define a model of Galton-Watson processes in dynamical environments. These are
Galton-Watson processes where the reproduction law changes between generations. We
give a discrete-time dynamical system defined on a compact space (X, T ) and a continuous
law of reproduction µ. Defined on X, the reproduction law at generation n is µTnx. These
processes are special cases of Galton-Watson processes in varying environments introduced
by Jagers [Jag74] and studied in particular in [Agr75, AR08, Ker20].

To study this model, we use the probability generating function of the law of repro-
duction µ, defined on X× [0, 1] as:

φ(x, s) :=
+∞∑
k=0

µx(k)s
k.

The extinction probability q is a function defined on X. When q is equal to one, there is
almost certain extinction of the process, and we say that x ∈ X is a bad environment. We
will then denote N the set of bad environments. However, since N is a T -invariant set,
using the point of view of ergodic theory, we can ask under what condition the measure
of N by an ergodic probability T on X is zero or one. The work of Athreya and Karlin
[AK71b], under some integrability assumptions, answers this question. When ν be an
T -ergodic probability on X,

ν(N) = 0 if and only if Eν(logm(x)) > 0,

where m(x) is the expectation of the law µx for x ∈ X.
Three behaviours are possible. The process is:
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• uniformly subcritical if the set N is of full measure according to all ergodic
probability measures,

• critical if the set N is of measure zero for some ergodic probability measure and of
full measure for another,

• uniformly supercritical if the set N is of measure zero according to all ergodic
probability measures.

In the critical case, when (X, T ) is an expanding map of the circle or a two-dimensional
Anosov, by adapting the work of Keller and Otani [KO13], we can look at the Haussdorf
dimension of the set N (Theorem 1.3.2).

The probability of extinction q is a solution of the functional equation:

q(x) = φ(x, q(Tx)).

We then say that q is an invariant graph. The regularity of invariant graphs of skew
product systems has been studied in [Sta97, Sta99, HNW02, WW18] and the regularity
of the probability of extinction of Galton-Watson processes in varying environments has
been studied in [AR08]. In the supercritical case and assuming some assumptions of
integrability, one may wonder whether x ∈ X 7→ q(x) inherits the regularity of x ∈ X 7→ µx.
Continuity will be well preserved by q (Theorem 1.3.5). An essential tool in the proof is
the semi-uniform ergodic theorem [SS00, Theorem 1.9]. We also get bounds on the Hölder
regularity of q (Theorem 1.3.8).
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1 Model and results

In this section, we will present the different Galton-Watson models found in the literature,
introduce the Galton-Watson model in dynamical environments, present the results of this
article, and observe the link between Galton-Watson processes in dynamical environments
and skew products.

1.1 Galton-Watson processes: classical case and random environments

We will begin by defining Galton-Watson processes in three well-known cases: the classical
case, in variable environments, and in random environments. These models will enable us
to define the Galton-Watson processes in dynamical environments.

1.1.1 Galton-Watson processes

A Galton-Watson process is a stochastic process used to describe the evolution of a pop-
ulation. It is a discrete-time process where each individual born in generation n dies at
time n + 1 and produces a random number of offspring at time n + 1 who live, die, and
reproduce in the same way independently. In the classical case, the reproduction law
governing the number of descendants of an individual (a random variable with support in
N) is the same for all individuals. We will assume that the population at generation zero
always equals one. Bienaymé [Bie45] in 1845, then Galton and Watson [WG75] in 1875
introduced this model to describe the evolution of surnames in a population.

Let µ ∈ P(N) be a probability measure on N. The Galton-Watson process associ-
ated with the law of reproduction µ is the sequence of random variables (Zn)n∈N defined
recursively by: 

Z0 = 1,

Zn+1 =
Zn∑
k=1

Yn,k for all n ∈ N, (1.1)

where (Yn,k)(n,k)∈N2 is a family of independent random variables such that Yn,k is dis-
tributed according to µ for all n, k ∈ N. For all n ∈ N, Zn is a random variable representing
the size of the population at the nth generation. We define the extinction set as:

Ext :=
⋃
n≥0

{Zn = 0}.

Let q := P(Ext) the probability of extinction. To calculate this, we introduce the gener-
ating function of a probability measure µ ∈ P(N), defined by:

φµ(s) =

+∞∑
k=0

skµ(k) for all s ∈ [0, 1].

φµ is analytic on [0,1), convex (strictly convex if µ({0, 1}) < 1), φµ(0) = µ(0), and
φµ(1) = 1. Additionally, µ has a moment of order k ∈ N∗ if and only if the k-th derivative
of φµ has a finite limit at 1. In particular, m := φ′

µ(1) is the expectation of µ. Then, the
following theorem gives us the probability of extinction:

Theorem 1.1.1. The probability of extinction q is the smallest s ∈ [0, 1] such that φµ(s) =
s. In particular, if m ∈ [0, 1] and µ ̸= δ1, then q = 1, and if m ∈ (1,+∞], then q < 1.

4



Figure 1: Probability-generating function for the Poisson distribution with parameter a,
and the probability of extinction q of the associated Galton-Watson process.

1.1.2 Galton-Watson processes in varying environments

We now assume that the law of reproduction remains the same within a generation but
evolves between generations. Let (µn)n∈N be a sequence of probability measures on N.
The Galton-Watson process in varying environments (Zn)n∈N associated with (µn)n∈N
is defined recursively by Equation (1.1) where (Yn,k)(n,k)∈N2 is a family of independent
random variables such that Yn,k is distributed according to µn for all n, k ∈ N. Jagers
introduced this model [Jag74].

Kersting [Ker20] gives conditions for almost certain extinction or strictly positive sur-
vival probability as a function of the first and second moments of the laws of reproduction.

1.1.3 Galton-Watson processes in random environments

We assume that the sequence of environments is random and independent of reproduction.
The most studied case is when (µn)n∈N is i.i.d. according to a probability law ν on P(N).
We then have two levels of independent randomness: environments and offspring.

This model was introduced by Smith and Wilkinson [SW69, Smi68]. They discussed
the probability of extinction. Athreya and Karlin [AK71b, AK71a] reformulated and
generalized the model, studied the probability of extinction, and gave limit theorems for
the Galton-Watson processes. Geiger, Kersting, and Vatutin [AGKV05] have studied
the extinction time where extinction is almost certain. More generally, Galton-Watson
processes with (µn)n∈N a Markov process have also been studied [GLLP19, SW71, LPY10].

1.2 Galton-Watson processes: dynamical environments

We define the model of Galton-Watson in dynamical environments from Galton-Watson
processes in varying environments. We will then define the probability generating function
φ, the probability of extinction q, and the set of bad environments N .

1.2.1 Presentation

In this article, we consider (X,B(X), T ) a topological discrete-time dynamical system,
where:

• (X, d) is a compact metric space equipped with its Borel algebra B(X),

• T : X → X is a continuous map.
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We denote by PT (X) the set of T -invariant probabilities on X endowed with the weak*-
topology, and by ET (X) the set of T -ergodic probabilities on X.

We equip P(N) with the topology generated by ℓ1 and its associated Borel algebra.
Additionally, let:

µ :

{
X → P(N)
x 7→ µx

and assume (H1).

Hypothesis 1 (H1).

a) x ∈ X 7→ µx is continuous.

b) µx ̸= δ0 for all x ∈ X.

For each x ∈ X, let (Zn(x))n∈N be the Galton-Watson process in varying environ-
ments associated with (µTnx)n∈N. In other words, (Zn(x))n∈N is defined recursively by
Equation (1.1) where (Yn,k)(n,k)∈N2 is a family of independent random variables such that
for all (n, k) ∈ N2, Yn,k distributed according to µTnx. The family of random variables
(Zn(x))n∈N is the Galton-Watson process associated with the discrete-time dynamical sys-
tem (X,B(X), T ), the reproduction law µ, and the point x ∈ X.

Example 1.2.1. This example is related to the other Galton-Watson models presented in
Subsection 1.1.

• If x ∈ X is a fixed point of the transformation T , then the process (Zn(x))n∈N is a
classical Galton-Watson process with a reproduction law µx.

• If (X, T ) is a Bernoulli shift, µ depends only on the first variable, and x ∈ X is chosen
according to an invariant distribution, then the process (Zn(x))n∈N is a Galton-
Watson process in random i.i.d. environments.

Example 1.2.2 will be used several times in the rest of this article to illustrate our
results.

Example 1.2.2. Let:

• X := R/Z with the Borel algebra B(R/Z) and the usual distance on the circle,

• T :=

{
R/Z → R/Z
x 7→ 2x modulo 1

,

• For all λ ∈ R, µλ,x :=

{
R/Z → P(N)
x 7→ Pois

(
eλ−cos (2πx)

) .

For each λ ∈ R, this defines a Galton-Watson process in dynamical environments which
satisfies (H1). In this example, we will add an index λ to all the objects defined for the
study of this model to show the dependency on the parameter λ.

1.2.2 Extinction and generating function

In dynamical environments, the law of reproduction depends on the environment, so the
generating functions of the law of reproduction depend on it too. Propositions of this
sub-subsection are proven in Section 2.
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Definition 1.2.3. The probability generating function of the law of reproduction µ is
defined on X× [0, 1] as:

φ(x, s) :=
+∞∑
k=0

µx(k)s
k = E[sY (x)],

where Y (x) is distributed according to µx.
For any n ∈ N, the probability generating function of the distribution of Zn(x) is:

φ(n)(x, s) :=
+∞∑
k=0

µ(n)
x (k)sk = E[sZn(x)],

where x ∈ X, s ∈ [0, 1], and µ
(n)
x is the distribution of Zn(x).

For any x ∈ X and s ∈ [0, 1],

φ(0)(x, s) = s,

φ(1)(x, s) = φ(x, s).

More generally, we relate the probability generating function of the population at
successive times:

Proposition 1.2.4. For any x ∈ X, n, k ∈ N, and s ∈ [0, 1]:

φ(n+k)(x, s) = φ(k)(x, φ(n)(T kx, s)). (1.2)

The probability generating function allows us to define the probability of extinction.

Definition 1.2.5. We define the probability of extinction q for all x ∈ X, by:

q(x) := lim
n→∞

↗ φ(n)(x, 0) = lim
n→∞

↗ P(Zn(x) = 0).

A function that verifies the functional equation of Proposition 1.2.6 is called an invari-
ant graph of our system. The constant function equal to 1 is a solution to this functional
equation.

Proposition 1.2.6. Assume (H1), for each x ∈ X:

q(x) = φ(x, q(Tx)). (1.3)

As in the classical case, the expectation of the laws of reproduction allows us to express
the probability of extinction of the process.

Definition 1.2.7. For all x ∈ X, let:

m(x) := ∂sφ(x, 1) ∈ (0,+∞].

For all x ∈ X, m(x) is the expectation of µx.

Definition 1.2.8. The set of bad environments is N := {x ∈ X : q(x) = 1}.

The set N is the set of environments where the process {Zn(x), n ∈ N} almost surely

goes extinct, i.e., where P

( ⋃
n≥0

{Zn(x) = 0}

)
= 1.
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1.3 Main results

We present the main results of this article on the regularity of the invariant graph q and
on the measure and the topology of the set of bad environments N .

1.3.1 The set of bad environments

Measure of the set of bad environments
The set N is difficult to describe precisely (see Lemma 3.2.2). We will begin our study
by using the point of view of ergodic theory and, therefore, by calculating the measure of
this set by an invariant measure (and even ergodic without losing generality through the
ergodic decomposition). The set N is T -invariant (see Proposition 2.3.1), so its measure
according to an ergodic measure equals 0 or 1. Corollary 3.1.2 and Theorem 3.1.3 (from
Athreya and Karlin [AK71b]) provide criteria to determine whether or not there is almost
sure extinction of the process in the case where ν is an ergodic measure.

Theorem 1.3.1. Assume (H1). Let ν ∈ ET (X). Then ν(N) = 0 if and only if
Eν(logm(x)) > 0.

Theorem 1.3.1 is proved in Subsection 3.1. We can define:

λmin := inf
ν∈PT (X)

Eν [logm],

λmax := sup
ν∈PT (X)

Eν [logm].

By Theorem 1.3.1, the process is uniformly subcritical if λmax ≤ 0, critical if λmin ≤
0 < λmax, and uniformly supercritical if λmin > 0.

Dimension of the set of bad environments
Topologically, in the critical case, we only know that the set N is different from the empty
set and X. Theorem 1.3.2 and Theorem 1.3.3 give the Hausdorff dimension of the set N
in two cases.

Hypothesis 2 (H2).

1. There exists α ∈ (0, 1] such that x ∈ X 7→ µx is α-Hölder continuous for the
ℓ1 norm on P(N).

2. µx({0, 1}) < 1 for all x ∈ X.

3. Critical case: λmin < 0 < λmax.

4. The second moment of (µx)x∈X is uniformly bounded: sup
x∈X

+∞∑
k=0

k2µx(k) < +∞.

Theorem 1.3.2. Assume (H2), that X is a two-dimensional compact Riemannian man-
ifold, and that T a topologically mixing C2-Anosov diffeomorphism. Denote
TxX = Es(x)

⊕
Eu(x) the splitting decomposition of the tangent fibre over x ∈ X into its

stable and unstable subspaces.

dimH(N) =

 2 if EνSRB [logm] ≤ 0,

max
ν∈PT (X)

{
hT (ν)

ν(log∥dT |Eu∥) :
∫
X logm(x) dν(x) = 0

}
+ 1 else. (1.4)
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νSRB is the unique Sinai-Ruelle-Bowen measure of T characterized by the variational
principle (see [Bow75, Section 4B]):

hT (νSRB)− νSRB(log∥dT |Eu∥) = sup
ν∈PT (X)

(
hT (ν)− ν(log∥dT |Eu∥)

)
= 0.

Theorem 1.3.3. Assume (H2), that X = R/Z, and that T is a C2 uniformly expanding
transformation (there exists κ > 1 such that for all x ∈ R/Z, |T ′(x)| > κ).

dimH(N) =

 1 if EνLeb
[logm] ≤ 0,

max
ν∈PT (X)

{
hT (ν)

ν(log T ′) :
∫
R/Z logm(x) dν(x) = 0

}
else. (1.5)

νLeb is the unique invariant probability measure absolutely continuous with respect to the
Lebesgue measure (see [KS69]). Moreover (see [Bal00, Exercise 2.7]),

hT (νLeb)− νLeb(log T
′) = sup

ν∈PT (R/Z)

(
hT (ν)− ν(log T ′)

)
= 0.

Theorem 1.3.2 and Theorem 1.3.3 are proved in Subsection 3.2

1.3.2 Regularity of the invariant graph

The question arises whether the regularity of the reproduction law µ leads to regularity
in the invariant graph q in the uniformly supercritical case.

Remark 1.3.4. In the case of Example 1.2.2, the dependence on λ of the probability
of extinction inherits the regularity in λ of the probability generating function [AR08,
Theorem 2.2].

Continuity in the supercritical case
Theorem 1.3.5 allows us to see how continuity is preserved by q in the supercritical case.

Hypothesis 3 (H3).

a) x ∈ X 7→ µx is continuous.

b) µx /∈ {δ0, δ1} for all x ∈ X.

c) Uniformly supercritical case: λmin > 0.

d) There exists µ̃ a positive measure on N, which has a first moment, and
which stochastically dominates all the (µx)x∈X: for all k ∈ N and x ∈ X,
µx([k,+∞)) ≤ µ̃([k,+∞)).

Theorem 1.3.5. Under (H3), q is continuous.

Theorem 1.3.5 is proved in Subsection 4.1.

Remark 1.3.6. The condition “There exists ε > 0 such that the (1+ε) moment of (µx)x∈X

is uniformly bounded: sup
x∈X

+∞∑
k=0

k1+εµx(k) < +∞” implies the condition (H3)d).

Indeed, assume this condition. Let µ̃ the measure on N defined by:

µ̃(k) = sup
x∈X

µx([k,+∞))− sup
x∈X

µx([k + 1,+∞)) ≥ 0 ∀k ∈ N.

9



Let k ∈ N. By Markov’s inequality and because sup
x∈X

+∞∑
k=0

k1+εµx(k) < +∞,

µ̃([k,+∞)) = sup
x∈X

µx([k,+∞))− lim
i→+∞

sup
x∈X

µx([i,+∞))

= sup
x∈X

µx([k,+∞)).

Moreover, µ̃ has a first moment:

+∞∑
k=1

kµ̃(k) =

+∞∑
k=1

sup
x∈X

µx([k,+∞))

≤ sup
x∈X

+∞∑
i=1

i1+εµx(i)
+∞∑
k=1

1

k1+ε
by Markov’s inequality,

< +∞.

Hölder continuity in the supercritical case
Theorem 1.3.8 gives an estimate on the Hölder regularity of q.

Definition 1.3.7. The Lyapunov exponent of the transformation T is defined as:

λu := lim
n→∞

1

n
log(∥Tn∥Lip) ∈ R ∪ {−∞,+∞}.

The Lyapunov exponent of the invariant graph q in the fibre is defined as:

λF := lim
n→∞

1

n
sup
x∈X

log(∂sφ
(n)(x, q(Tnx))). (1.6)

The Lyapunov exponent λu is well defined (and different from +∞ when T is Lipschitz)
by Fekete’s subadditive lemma because ∥.∥Lip is an algebra norm and λF is well defined
by Lemma 4.2.2. λu controls the speed at which two orbits move apart. In opposition, λF

allows us to control the speed at which the probability of extinction at the nth generation
converges towards the invariant graph q. The Lyapunov exponent of the invariant graph
1 in the fibre is λmax.

Let α ∈ (0, 1].

Hypothesis 4 (H4(α)).

a) µx /∈ {δ0, δ1} for all x ∈ X.

b) For all ν ∈ ET (X), Eν [logm(x)] > 0 (uniformly supercritical case).

c) There exists µ̃ a positive measure on N which has a first moment such that
for all k ∈ N and x ∈ X, µx([k,+∞)) ≤ µ̃([k,+∞)).

d) x ∈ X 7→ µx is in C0,α(X) for the ℓ1 norm (α-Hölder continuous).

e) T is Lipschitz.

f) λu ≤ 0 or
(
λu > 0 and α < −λF

λu

)
.

g) q(x) > 0 for all x ∈ X.
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Let α ∈ (0, 1]. Then (H4(α)) =⇒ (H3) =⇒ (H1).
Under (H4(α)), λF is negative (see Lemma 4.2.6). H4(α)g) is equivalent to “{x ∈ X :

µx(0) = 0} does not contain any T -invariant subsets”.
The ratio −λF

λu
compares the convergence speed towards the invariant graph and the

separation of two orbits by T . This ratio controls the Hölder seminorm of φ(n). In the
supercritical case, under some integrability assumptions, we have the continuity of q, but
we need (H4(α))e) and f) to have the Hölder continuity.

Theorem 1.3.8. Let α ∈ (0, 1]. Under (H4(α)), q is α-Hölder continuous.

Corollary 1.3.9 asserts that the convergence of the extinction probability to the invari-
ant graph is pointwise, by definition, but also Hölder.

Corollary 1.3.9. Let α ∈ (0, 1]. Assume (H4(α)). The sequence of functions (x 7→
φ(n)(x, 0))n∈N converges in the β-Hölder norm to q for all 0 < β < α.

Theorem 1.3.8 and Corollary 1.3.9 are proven in Sub-subsection 4.2.2.

1.4 Relationship with skew products

The cocycle relation

φ(n)(x, s) = φ(x, φ(n)(Tx, s)).

verified by the probability generating function does not allow us to define a skew product
transformation. However, assuming that the transformation T is invertible, we can reduce
our model to a skew product model. We define Ψ, by:

Ψ :

{
X× [0, 1] → X× [0, 1]
(x, s) 7→ (T−1x, φ(x, s))

.

Then for all x ∈ X, n ∈ N, and s ∈ [0, 1],

Ψn(x, s) = (T−nx, φ(n)(T−(n−1)x, s)). (1.7)

Equation (1.7) provides a link with the model of Keller and Otani in [KO13]. In their
article, they consider Θ a two-dimensional compact Riemannian manifold, T : Θ 7→ Θ a
topologically mixing C2-Anosov diffeomorphism and g : Θ → (0,∞) a Hölder continuous
function. Moreover, for all t ∈ R, they define a skew product transformation:

Tt :

{
Θ× R+ → Θ× R+

(θ, x) 7→ (Tθ, ft(θ, x))
.

And they define a fibre function,

ft :

{
Θ× R+ → R+

(θ, x) 7→ e−tg(θ)h(x)
,

where h ∈ C1(R+,R) is strictly concave with h(0) = 0, h′(0) = 1, and lim
x→∞

h(x)
x = 0. For

n ≥ 2, they define:

fn
t :

{
Θ× R+ → R+

(θ, x) 7→ ft(T
n−1θ, fn−1

t (θ, x))
.
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For all t ∈ R, there exists Mt > 0 such that ft(θ,Mt) < Mt for all θ ∈ Θ. Moreover, they
define for θ ∈ R,

φt(θ) := lim
n→∞

fn
t (T

−nθ,Mt).

Finally; they define Nt = {θ ∈ Θ : φt(θ) = 0} for t ∈ R.
We fix the parameter t in [KO13] to provide a link to our article. We can then give

the following partial correspondence table:

[KO13] this article

Θ, T−1 X, T
ft φ

fn
t φ(n)

Nt N
gt m
φt q

.

The link between φt and q comes in particular from the fact that they are maximal
(respectively minimal) solutions of the respective equations ft(θ, φ(θ)) = φ(Tθ) and q(x) =
φ(x, q(Tx)). This link gives the motivation to Theorem 1.3.2. Our model doesn’t need
to assume that T is invertible. We consider the dynamics of T , contrary to Keller and
Otani, who study the dynamics of T−1. In our model, see Theorem 1.3.3, we only need
an unstable direction. Whereas the Keller and Otani model has a stable and an unstable
direction, only the stable direction of T is important for the dynamic (because the stable
direction of T is the unstable direction of T−1).

Example 1.4.1 (Example 1.2.2). The model of Example 1.2.2 depends on a parameter λ,
which can be identified with the parameter −t in [KO13]. We have the same property in
both articles: log gt = log g − t and logmλ = logm+ λ. In both models, we try to observe
the bifurcation of the Hausdorff dimension of Nt (respectively Nλ) in t (respectively in λ),
see Example 3.2.7.

2 Elementary properties

We prove some elementary results on probability generating functions in the case of the
model, on the invariant graph, and on the set of bad environments (defined in Sub-
subsection 1.2.2).

2.1 Probability generating functions

We study the regularity properties of generating functions and the links between generating
functions across generations.

Proof of Proposition 1.2.4. We will show that for all x ∈ X, n ∈ N, and s ∈ [0, 1],

φ(n+1)(x, s) = φ(n)(x, φ(Tnx, s)).

Let x ∈ X, n ∈ N, and s ∈ [0, 1]. Using that {Yn,k, k ∈ N} is i.i.d. and independent of
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Zn(x),

φ(n+1)(x, s) = E[sZn+1(x)]

= E[s
∑Zn(x)

k=1 Yn,k ]

= E[E[s
∑Zn(x)

k=1 Yn,k |Zn(x)]]

= E[E[sYn,1 ]Zn(x)]

= E[φ(Tnx, s)Zn(x)]

= φ(n)(x, φ(Tnx, s)).

The proposition follows by induction.

Corollary 2.1.1. Under (H1), for all n ∈ N, φ(n) is continuous on X× [0, 1].

Proof. Let x, y ∈ X and s, t ∈ [0, 1]. Then,

|φ(x, s)− φ(y, t)| ≤ |φ(x, s)− φ(x, t)|+ |φ(x, t)− φ(y, t)|

≤ |φ(x, s)− φ(x, t)|+
+∞∑
k=0

|µx(k)− µy(k)|tk

≤ |φ(x, s)− φ(x, t)|+
+∞∑
k=0

|µx(k)− µy(k)| since t ∈ [0, 1]

= |φ(x, s)− φ(x, t)|+ ∥µx − µy∥1.

Continuity of φ follows from the continuity of x ∈ X 7→ µx and s ∈ [0, 1] 7→ φ(x, s) for all
x ∈ X. For n ∈ N, continuity of φ(n) follows by induction and Proposition 1.2.4.

For any x ∈ X, s 7→ φ(x, s) is C∞ on [0, 1). By monotonicity, its derivative and
second derivative are well-defined at one if we admit the value +∞. We denote by ∂sφ
(respectively ∂2

sφ) the derivative (respectively the second derivative) of the function φ with
respect to the second variable. We use the convention log(0) = −∞ and log(+∞) = +∞.

Lemma 2.1.2. For all x ∈ X, n, k ∈ N, and s ∈ [0, 1]:

log ∂sφ
(n+k)(x, s) = log ∂sφ

(k)(Tnx, s) + log ∂sφ
(n)(x, φ(k)(Tnx, s)).

Proof. We differentiate Equation (1.2) with respect to the second variable.

Corollary 2.1.3. For all x ∈ X, s ∈ [0, 1], and n ∈ N,

log ∂sφ
(n)(x, s) =

n−1∑
k=0

log ∂sφ(T
kx, φ(n−1−k)(T k+1x, s)) (2.1)

=
n−1∑
k=0

log ∂sφ(T
n−k−1x, φ(k)(Tn−kx, s)).

Proof. We prove the second equality by induction on n ∈ N. For n = 0, the result holds
for all x ∈ X and s ∈ [0, 1].

13



Assume that the result is true at rank n ∈ N for all x ∈ X and s ∈ [0, 1]. Let x ∈ X and
s ∈ [0, 1].

log ∂sφ
(n+1)(x, s) = log ∂sφ

(n)(Tx, s) + log ∂sφ(x, φ
(n)(Tx, s)) by Lemma 2.1.2,

=

n−1∑
k=0

log ∂sφ(T
n−kx, φ(k)(Tn−k+1x, s)) + log ∂sφ(x, φ

(n)(Tx, s))

=

n∑
k=0

log ∂sφ(T
n+1−k−1x, φ(k)(Tn+1−kx, s)).

This completes the induction. The first equality is obtained immediately by changing the
index in the sum.

Proposition 2.1.4 gives a sufficient condition for ∂sφ to be continuous.

Proposition 2.1.4. Assume (H1) and that there exists µ̃ a positive measure on N which
has a first moment such that for all k ∈ N and x ∈ X,

µx([k,+∞)) ≤ µ̃([k,+∞)).

Then ∂sφ is continuous on X× [0, 1]. In particular, m is continuous on X.

Proof. Let x, y ∈ X and s, t ∈ [0, 1]. Then,

|∂sφ(x, s)− ∂sφ(y, t)| ≤ |∂sφ(x, s)− ∂sφ(x, t)|+ |∂sφ(x, t)− ∂sφ(y, t)|

≤ |∂sφ(x, s)− ∂sφ(x, t)|+
+∞∑
k=0

k|µx(k)− µy(k)|tk−1

≤ |∂sφ(x, s)− ∂sφ(x, t)|+
+∞∑
k=0

k|µx(k)− µy(k)|.

Moreover,

+∞∑
k=0

k|µx(k)− µy(k)| =
+∞∑
k=0

+∞∑
i=k+1

|µx(i)− µy(i)|

≤
+∞∑
k=0

[µx([k + 1,+∞)) + µy([k + 1,+∞))]

≤ 2
+∞∑
k=0

µ̃([k + 1,+∞))

< +∞.

By the dominated convergence theorem, continuity follows from the continuity of x ∈ X 7→
µx and for all x ∈ X, s ∈ [0, 1] 7→ ∂sφ(x, s).

Example 2.1.5 (Example 1.2.2). We can explicitly compute the probability generating
function. Let λ ∈ R. Then, for all x ∈ R/Z and s ∈ [0, 1],

φλ(x, s) = exp
(
eλ−cos 2πx(s− 1)

)
,

∂sφλ(x, s) = eλ−cos 2πxφλ(x, s), (2.2)

logmλ(x) = λ− cos 2πx.

The product form of the derivative (2.2) is specific to Poisson distributions and provides
a property similar to [KO13] (see Example 1.4.1).
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2.2 The invariant graph

We study the probability of extinction q and justify the term invariant graph. Lemma 2.2.1
is a stronger version of Proposition 1.2.6.

Lemma 2.2.1. Assume (H1).

• q(x) = φ(k)(x, q(T kx)) for all x ∈ X and k ∈ N,

• q is lower semi-continuous.

Proof.

• Let x ∈ X and k ∈ N.

q(x) = lim
n→∞

φ(n+k)(x, 0)

= lim
n→∞

φ(k)(x, φ(n)(T kx, 0)) by Corollary 1.2.4

= φ(k)(x, lim
n→∞

φ(n)(T kx, 0)) by continuity of φ(k)

= φ(k)(x, q(T kx)).

• Since q(x) = lim
n→∞

↗ φ(n)(x, 0) = sup
n∈N

φ(n)(x, 0), q is lower semi-continuous as a

supremum of continuous functions.

We measure the convergence speed towards the invariant graph with the function F .

Definition 2.2.2. We define F for all x ∈ X by:

F (x) := log ∂sφ(x, q(Tx)).

Lemma 2.2.3 measures the convergence speed to the invariant graph as a Birkhoff sum.

Lemma 2.2.3. Assume (H1), for all x ∈ X and n ∈ N:

log ∂sφ
(n)(x, q(Tnx)) =

n−1∑
k=0

F (T kx). (2.3)

Proof. Let x ∈ X and n ∈ N. Apply Corollary 2.1.3 with s = q(Tnx). We obtain:

log ∂sφ
(n)(x, q(Tnx)) =

n−1∑
k=0

log ∂sφ(T
kx, φ(n−1−k)(T k+1x, q(Tnx)))

=

n−1∑
k=0

log ∂sφ(T
kx, q(T k+1x)) by Lemma 2.2.1.

Example 2.2.4 (Example 1.2.2). By Lemma 2.2.1, qλ is the smallest solution of the
functional equation:

qλ(x) = exp
(
eλ−cos 2πx(qλ(Tx)− 1)

)
for all x ∈ R/Z.

Remark 2.2.5. The scale of the first graph is different from the others.
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Figure 2: Plot of the probability of extinction qλ for some λ ∈ R.

2.3 The set of bad environments

We study the set of bad environments, a T invariant and Gδ set.

Proposition 2.3.1. Assume (H1). Then N = T−1N . In particular if ν ∈ ET (X), then
ν(N) ∈ {0, 1}.

Proof. Let ν ∈ ET (X).

N = {x ∈ X : q(x) = 1}.
= {x ∈ X : φ(x, q(Tx)) = 1} by Lemma 2.2.1.

= {x ∈ X : q(Tx) = 1} because for all x ∈ X, µx ̸= δ0

= T−1N.

As ν ∈ ET (X) and N is T -invariant, ν(N) ∈ {0, 1}.

Lower semi-continuity of q allows us to show that N is a Gδ set.

Lemma 2.3.2. Assume (H1). Then N is a Gδ set.

Proof. For any k ∈ N, the set {x ∈ X : q(x) > 1− 1
k} is open since q is lower semi-
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continuous. Moreover,

N = {x ∈ X : q(x) = 1}

=
⋂
k∈N

{
x ∈ X : q(x) > 1− 1

k

}
since q ≤ 1.

Example 2.3.3 (Example 1.2.2). Assume (H1) and that T is a expanding map of R/Z,
then N is either empty or N is a dense Gδ set. Indeed, if N is non-empty, then there
exists x ∈ R/Z such that x ∈ Nλ. By Proposition 2.3.1, T−1N ⊂ N , so⋃

n∈N
T−n(x) ⊂

⋃
n∈N

T−nN ⊂ N.

And
⋃
n∈N

T−n(x) is dense in R/Z as T is expanding.

In particular, in the case of Example 1.2.2, for all λ ∈ R, Nλ is either empty or Nλ is
a dense Gδ set.

3 The set of bad environments

In this section, we study the metric and topological properties of the set of bad environ-
ments.

3.1 Measure of the set of bad environments

It is sometimes difficult to say anything about the process (Zn(x))n∈N for all x ∈ X. We can
then use the point of view of ergodic theory by choosing x according to an invariant (and
even ergodic without losing generality) measure. In this case, the dynamic environment
(µTnx)n∈N is a stationary and ergodic process that allows us to use Athreya and Karlin’s
results [AK71b]. They obtained a criterion to determine whether the measure of the set
N is zero or full when considering an ergodic measure.

We consider ν ∈ ET (X). As seen in Proposition 2.3.1, ν(N) ∈ {0, 1}. We must
determine whether ν(N) is 0 or 1.

Theorem 3.1.1. [AK71b, Theorem 1] If ν(N) = 0 and Eν [logm(x)]+ < ∞, then:

• Eν | logm(x)| < ∞ and Eν [logm(x)] > 0.

• Eν

∣∣∣log 1−q(x)
1−q(Tx)

∣∣∣ < ∞ and Eν

[
log 1−q(x)

1−q(Tx)

]
= 0.

By contrapositive, we deduce Corollary 3.1.2:

Corollary 3.1.2. [AK71b, Corollary 1] If Eν [logm(x)]+ < ∞ and
Eν [logm(x)]+ ≤ Eν [logm(x)]− ≤ ∞, then ν(N) = 1.

Moreover, we have the following reciprocal:

Theorem 3.1.3. [AK71b, Theorem 3] If Eν [− log(1−φ(x, 0))] < ∞ and Eν [logm(x)]− <
Eν [logm(x)]+ ≤ ∞, then ν(N) = 0.

Proof of Theorem 1.3.1. Corollary 3.1.2 and Theorem 3.1.3 (from the results of Athreya
and Karlin [AK71b]) provide criteria to determine whether or not there is almost sure
extinction in the case where ν is an ergodic measure. Specifically, ν(N) = 0 if and only if
Eν [logm(x)] > 0. Indeed, the two integrability hypotheses are verified here:
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• Eν [− log(1 − φ(x, 0))] < ∞ because for all x ∈ X, φ(x, 0) = µx(0) < 1 and µ is
continuous on the compact X.

• Eν [logm(x)]− < ∞ or Eν [logm(x)]+ < ∞ because for all x ∈ X, m(x) ≥ 1−µx(0) >
0 and µ is continuous on the compact X.

3.2 Dimension of the set of bad environments

In Theorem 1.3.2 and Theorem 1.3.3, we give the Hausdorff dimension of the set of bad
environments in the critical case on two types of systems.

Definition 3.2.1. For each x ∈ X,

Γ(x) := lim inf
n∈N∗

1

n
log ∂sφ

(n)(x, 1) = lim inf
n∈N∗

1

n

n−1∑
k=0

logm(T kx).

In Lemma 3.2.2, we observe that Γ(x) is the right quantity to know if x is in the set
of bad environments.

Lemma 3.2.2. Assume (H1) and that C := sup
x∈X

+∞∑
k=0

k2µx(k) < +∞. For each x ∈ X:

• if x ∈ N , then Γ(x) ≤ 0,

• if x /∈ N , then Γ(x) ≥ 0.

Proof.

• Let x ∈ X such that Γ(x) > 0. As for any n ∈ N, m(Tnx) ≤ C and ∂2
sφ(T

nx, 1) ≤ C.
Since µ is continuous, and µy(0) < 1 for every y ∈ X (which is compact), there exists
c > 0 such that for every n ∈ N, m(Tnx) > c. Since Γ(x) > 0, there exists δ > 0
and N ∈ N such that for every n ≥ N , ∂sφ

(n)(x, 1) ≥ eδn.

Thus, the sequence given by:

1

∂sφ(n−1)(x, 1)

(
∂2
sφ(T

nx, 1)

m(Tnx)2
+

1−m(Tnx)

m(Tnx)

)
is the general term of a convergent series. Hence, the assumption [Ker20, A] and the
condition [Ker20, vii Theorem 1] are satisfied, so q(x) < 1, i.e. x /∈ N .

• Let x ∈ X such that Γ(x) < 0. There exists an extracted sequence (nk)k∈N and δ > 0
such that for all k ∈ N,

∂sφ
(nk)(x, 1) ≤ e−δnk .

Then for each k ∈ N,

q(x) ≥ φ(nk)(x, 0)

= 1−
∫ 1

0
∂sφ

(nk)(x, t) dt

≥ 1− sup
t∈[0,1]

∂sφ
(nk)(x, t)

≥ 1− e−δnk −→
k→+∞

1.

Thus, q(x) = 1, i.e. x ∈ N .
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By Proposition 2.1.4, under the assumptions of Lemma 3.2.3, m is continuous. But,
if µ is Hölder continuous, we need a stronger integrability hypothesis that m inherits the
Hölder regularity of µ.

Lemma 3.2.3. Assume (H1), that there exists ε > 0 such that sup
x∈X

+∞∑
k=0

k1+εµx(k) < +∞,

and that x ∈ X 7→ µx is α-Hölder continuous for the ℓ1 norm (for α ∈ (0, 1]). Then m is
α ε

1+ε Hölder continuous.

Proof. Let x, y ∈ X, by Hölder’s inequality,

|m(x)−m(y)| ≤
+∞∑
k=0

k|µx(k)− µy(k)|

≤

(
+∞∑
k=0

k1+ε|µx(k)− µy(k)|

)1/(1+ε)(+∞∑
k=0

|µx(k)− µy(k)|

)ε/(1+ε)

≤ C1/(1+ε)∥µx − µy∥ε/(1+ε)
1

≤ C1/(1+ε)|µ|ε/(1+ε)
α d(x, y)αε/(1+ε).

Proof of Theorem 1.3.2. In the case where X is a two-dimensional compact Riemannian
manifold, the proof of Theorem 1.3.2 is the same as the proof of [KO13, Theorem 2]
(which uses results from [Bar08, Section 10 and 12]) using the correspondence table from
Section 1.4, Lemma 3.2.2 and the Hölder continuity of m (Lemma 3.2.3). The results of
[Bar08] were originally proved in [BS01, BSS02, BV06]. However, we study the dynamic
of T , unlike Keller and Otani, who study the dynamics of T−1. We will therefore use
u := log∥dT |Eu∥ and for all λ ∈ (λmin, λmax),

D(λ) = max

{
hT (ν)

ν(log∥dT |Eu∥)
: ν ∈ PT (X) and

∫
X
logm(x) dν(x) = λ

}
.

If T is a C2 uniformly expanding transformation of R/Z, the system is conjugated to
a one-sided full shift of finite type (using a Markov partition). The entropy function is
upper semi-continuous, as T is expansive. Thus, the proofs of [KO13, Theorem 2] and
[Bar08] can be adapted by considering only the dilating direction. We will therefore use
for all λ ∈ (λmin, λmax),

D(λ) = max

{
hT (ν)

ν(log T ′)
: ν ∈ PT (R/Z) and

∫
R/Z

logm(x) dν(x) = λ

}
.

The maximum of the function D is reached by:

λ =

∫
R/Z

logm(x) dνLeb(x)

and is equal to one where νLeb is the unique invariant probability measure absolutely
continuous with respect to the Lebesgue measure (see [KS69]). To adapt [KO13, Lemma
2], unlike Keller and Otani, removing a dimension is unnecessary because our model has
only an unstable dimension. Results of [Bar08, Chapter 10] (10.1.4, 10.3.1, and 10.1.6)
and [Bar08, Example 7.2.5] are applicable to our model. This gives us Lemma 3.2.4 and
Lemma 3.2.5. For λ ∈ (λmin, λmax), let:

Sλ =

{
x ∈ R/Z :

1

n

n−1∑
i=0

logm(T ix) −→
n→+∞

λ

}
.
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Lemma 3.2.4. [KO13, Lemma 2] For λ ∈ (λmin, λmax), dimH(Sλ) = D(λ).

Moreover, the function D is analytic, but we only need the continuity of D to prove
Theorem 1.3.2.

Lemma 3.2.5. [KO13, Lemma 3] The function λ ∈ (λmin, λmax) 7→ D(λ) is continuous.

Lemma 3.2.4 and Lemma 3.2.5 allow us to prove Theorem 1.3.2. By Lemma 3.2.2, if
λ ∈ (λmin, 0), then Sλ ⊂ N . Let λc := EνLeb

[logm].

• Case λc ≤ 0. Let λ ∈ (λmin, λc). So,

dimH(Sλ) ≤ dimH(N) ≤ 1.

Therefore, by Lemma 3.2.4 and Lemma 3.2.5,

dimH(Sλ) = D(λ) −→
λ→λ−

c

D(λc) = 1.

Thus,

dimH(N) = 1.

• Case λc > 0. Let λ ∈ (λmin, 0). So,

dimH(Sλ) ≤ dimH(N),

Therefore, by Lemma 3.2.4 and Lemma 3.2.5,

dimH(Sλ) = D(λ) −→
λ→0−

D(0).

Let,

N+ =

{
x ∈ R/Z : lim inf

n→+∞

1

n

n−1∑
i=0

logm(T ix) ≤ 0

}
.

By Lemma 3.2.2, N ⊂ N+. There remains to bound the dimension of N+ by D(0)
using the lower pointwise dimension.

Lemma 3.2.6. [KO13, Lemma 4] There exists ν ∈ P(R/Z) such that for all x ∈ N+,

dν(x) := lim inf
r→0

log ν (B(x, r))
log r

≤ D(0).

Proof. Let p ≥ 2 be the degree of T . Consider a Markov partition of R/Z, and
let σ be the associated one-sided topological Markov Chain defined on {1, . . . , p}N.
We also consider the coding map χ : {1, . . . , p}N → R/Z obtained from the Markov
partition. Define the following functions on {1, . . . , p}N:

ϕ := logm ◦ χ,
d := log T ′ ◦ χ.

Let D := D(0) and a(w) := qϕ(w) − Dd(w) where q ∈ R. As T is topologically
mixing, there exists a unique q ∈ R and a unique equilibrium measure ν̃ of a such
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that Pσ(a) = 0 and
∫
{1,...,p}N ϕ(w) dν̃(w) = 0. Moreover, ν̃ is a Gibbs measure and

q < 0 (see [Bar08, Lemma 12.3.3] and the proof of [KO13, Lemma 3]).

For all n ∈ N, for all (i0, . . . , in) ∈ {1, . . . , p}n+1, we define the cylinder:

Ci0,...,in := {i0} × . . .× {in} × {1, . . . , p}N.

As ν̃ is a Gibbs measure and P (a) = 0, there exists a constant K > 0 such that
n ∈ N, for all (i0, . . . , in) ∈ {1, . . . , p})n+1, and for all ω ∈ Ci0,...,in :

1

K
<

ν̃(Ci0,...,in)

exp
∑n−1

i=0 a(σiω)
< K. (3.1)

Let ν := ν̃ ◦ χ−1 a measure on R/Z defined on the Markov partition and

Ω0 :=

{
w ∈ {1, . . . , p}N, lim inf

n→∞

+∞∑
n=0

ϕ(σnw) ≤ 0

}
.

Let δ > 0, w ∈ Ω0, and x = χ(ω) ∈ R/Z, there exists an increasing sequence
(nk)k∈N ∈ NN such that for all k ∈ N,

q

nk∑
i=0

ϕ(σiw) ≥ qnkδ. (3.2)

Let (rk)k∈N ∈ RN such that for all k ∈ N,

−
nk∑
i=0

d(σiω) > log rk and −
nk+1∑
i=0

d(σiω) ≤ log rk. (3.3)

As d > 0 and continuous,

−(nk + 1) inf d > log rk and −(nk + 2) sup d ≤ log rk. (3.4)

In particular, as nk −→
k→∞

+∞, rk −→
k→∞

0. Let (in)n∈N ∈ {1 . . . p}N be the sequence

such that for all n ∈ N, ω ∈ Ci0,...,in . Combining (3.2) and (3.1) we obtain, there
exists ρ > 1 such that for all k ∈ N,

ν(B(x, ρrk)) ≥ ν̃(Ci0,...,ink
)

≥ 1

K
exp

(
q

nk∑
i=0

ϕ(σiω)−D

nk∑
i=0

d(σiω)

)

≥ 1

K
exp

(
qnkδ −D

nk∑
i=0

d(σiω)

)

So by (3.3) and by (3.4):

ν(B(x, ρrk)) ≥
1

K
rDk exp

(
qδ

(
− log rk
sup d

− 2

))
.

Thus,

lim inf
r→0

log ν(B(x, r))
log r

≤ D − qδ

sup d
.
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As the result is true for all δ > 0,

lim inf
r→0

log ν(B(x, r))
log r

≤ D.

Moreover, N+ = χ(Ω0), which concludes the proof of the lemma.

So, by [Bar08, Theorem 2.1.5], the bound of the lower pointwise dimension obtained
in Lemma 3.2.6 gives the dimension of Hausdorff of N :

D(0) ≤ dimH(N) ≤dimH(N+) ≤ D(0).

Example 3.2.7 (Example 1.2.2). The Lebesgue measure on R/Z is ergodic. Thus, Theo-
rem 1.3.2 implies:

dimH(Nλ) =

 1 if λ ∈
(
−1

2 , 0
]
,

max
ν∈PT (X)

{
hT (ν)
log 2 :

∫
R/Z cos(2πx) dν(x) = λ

}
if λ ∈ [0, 1).

Moreover, λ ∈
(
−1

2 , 1
)
7→ dimH(Nλ) is continuous (see Lemma 3.2.5).

3.3 Application to the example of the doubling map

We examine the implications of Athreya and Karlin’s results in the case of Example 1.2.2.
Let ν ∈ ET (R/Z) and λ ∈ R. Then,

Eν [logmλ(x)] =λ− Eν [cos 2πx].

Therefore, by Theorem 1.3.1, ν(Nλ) = 1 if and only if λ ≤ Eν [cos 2πx] (and ν(Nλ) = 0 if
and only if λ > Eν [cos 2πx]).

As R/Z is a compact set, inf and sup are reached. Then for all λ ∈ R, if:

• λ ≤ λmin, then for all ν ∈ PT (R/Z), ν(Nλ) = 1,

• λmin < λ ≤ λmax, there exits ν0, ν1 ∈ PT (R/Z) such that ν0(Nλ) = 1 and ν1(Nλ) = 0,

• λ > λmax, then for all ν ∈ PT (R/Z), ν(Nλ) = 0.

We determine the values of λmin and λmax. For any ν ∈ PT (R/Z), Eν [cos 2πx] ∈ [−1, 1].
δ0 ∈ PT (R/Z) and Eδ0 [cos 2πx] = 1, then λmax = 1. By [BS94, Bou00], the atomic ergodic
measure ν0 =

1
2δ 1

3
+ 1

2δ 2
3
is the invariant measure that minimizes the quantity Eν [cos 2πx]

(see Figure 2, first graph) and Eν0 [cos 2πx] =
1
2 cos

2π
3 + 1

2 cos
4π
3 = −1

2 . Thus λmin = −1
2 .

If λ > 1 = λmax, then for any x ∈ R/Z, the laws Pois(eλ−cos 2πx) stochastically dominate
the law Pois(eλ−1), which has an expectation λ − 1 strictly greater than 1. Thus, by
coupling, we can conclude that Nλ = ∅.

If λ ≤ 1 = λmax, then there exists ν ∈ ET (R/Z) such that ν(Nλ) = 1. In particular,
Nλ is non-empty, so by Example 2.3.3, Nλ is a dense Gδ. Lemma 3.2.2 allow us that for
λ < λmin = −1

2 , Nλ = R/Z. Indeed, let λ < λmin = −1
2 . logmλ is continuous, and for all

ν ∈ PT (R/Z),

Eν [logmλ(x)] ≤ λmin − λ < 0.
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By the semi-uniform ergodic theorem [SS00, Theorem 1.9], there exists ε > 0 and N ∈ N∗

such that for all x ∈ R/Z and n ≥ N ,

1

n

n−1∑
k=0

logmλ(T
kx) < ε.

By the contrapositive of Lemma 3.2.2, x ∈ Nλ for all x ∈ R/Z. We summarize the different
regimes of this example on the following graduated line:

λmin λmax λ

−1.5 −1 −0.5 0 0.5 1 1.5

Nλ = R/Z There exists ν0, ν1 ∈ ET (R/Z) such that
ν0(Nλ) = 0 and ν1(Nλ) = 1

Nλ = ∅

For λ = λmin = −1
2 , by Theorem 1.3.1, ν(Nλ) = 1 for all ν ∈ PT (R/Z) but we don’t

know if Nλ = R/Z.

4 Regularity of the invariant graph

In this section, we study the continuity (Theorem 1.3.5) and Hölder continuity (Theo-
rem 1.3.8) of the invariant graph in the supercritical case.

4.1 Continuity in the supercritical case

We will now examine the uniformly supercritical case, i.e., for all ν ∈ ET (X),
Eν [logm(x)] > 0. With some additional assumptions, the function q is continuous. We
already know that q is lower semi-continuous by Lemma 2.2.1. Now, we will express q as an
infimum of continuous functions to make q upper semi-continuous and hence continuous.
We start by proving that the function q is upper-bounded by a constant strictly less than
1.

Lemma 4.1.1. Assume (H3). There exists K < 1 and N ∈ N such that for all x ∈ X,
the sequence (φ(nN)(x,K))n∈N is decreasing and converges to q(x).

Proof. For all ν ∈ PT (X), ∫
X
logm(x) dν(x) > 0.

Thus, there exists ε > 0 such that for all ν ∈ PT (X),∫
X
logm(x) dν(x) > ε

because of the compactness of PT (X) (since X is compact), and because m is continuous
by Proposition 2.1.4. By the semi-uniform ergodic theorem [SS00, Theorem 1.9], there
exists N ∈ N such that for all n ≥ N and x ∈ X,

1

n

n−1∑
k=0

logm(T kx) >
ε

2
.
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In particular, for all x ∈ X,

∂sφ
(N)(x, 1) > exp

(
εN

2

)
> 1.

By induction and Proposition 2.1.4, ∂sφ
(N) is uniformly continuous on the compact X ×

[0, 1]. Thus, there exists K < 1 such that for all x ∈ X and t ∈ [K, 1],

∂sφ
(N)(x, t) > 1.

Let x ∈ X, φ(N)(x, 1) = 1, so φ(N)(x,K) ≤ K. Thus, for all n ∈ N,

φ((n+1)N)(x,K) = φ(Nn)(x, φ(N)(TnNx,K)) by Proposition 1.2.4

≤ φ(Nn)(x,K)

because s ∈ [0, 1] 7→ φ(nN)(x, s) is increasing and φ(TNnx,K) ≤ K.
Thus, the sequence (φ(nN)(x,K))n∈N is decreasing. Moreover, for all n ∈ N,

φ(nN)(x, 0) ≤ φ(nN)(x,K), so q(x) ≤ K.
For n ∈ N, φ(nN)(x, 0) ≤ φ(Nn)(x,K) because s ∈ [0, 1] 7→ φ(nN)(x, s) is increasing.

Since φ(nN)(x, 0) converges to q(x), we only need to show that φ(nN)(x,K)−φ(nN)(x, 0) →
0.

We will prove this using [AK71b, Theorem 5]. This theorem states that given a
sequence of reproduction laws, the probability generating function associated with the
population size at the nth generation converges to a function g for all s ∈ [0, 1]. More-
over, since there exists c < 1 such that for all y ∈ X, µy(1) < c (because µ is contin-
uous, and for all y ∈ X, µy(1) < 1), then for all s ∈ [0, 1), g(s) = g(0). Therefore,
φ(nN)(x,K)− φ(nN)(x, 0) −→

n→+∞
0.

Lemma 4.1.1 allows us to prove Theorem 1.3.5.

Proof of Theorem 1.3.5. By Lemma 2.2.1, q is lower semi-continuous. According to
Lemma 4.1.1, q(x) = inf

n∈N
φ(Nn)(x,K), and for all n ∈ N, x ∈ X 7→ φ(n)(x,K) is continuous.

Thus, q is upper semi-continuous, and consequently, q is continuous.

By Lemma 4.1.1, for all a ∈ [0, 1), (φ(n)(., a))n∈N converges pointwise to q. Corol-
lary 4.1.2 shows that the convergence is uniform.

Corollary 4.1.2. Assume (H3). For each a ∈ [0, 1), the sequence of functions
(φ(n)(., a))n∈N converges uniformly to q.

Proof. We define a function Φ as:

Φ :

{
C(X, [0, 1]) → C(X, [0, 1])
f 7→ (x ∈ X 7→ φ(x, f(Tx)))

.

Φ is uniformly continuous. Indeed, let ε > 0. The function (x, s) ∈ X× [0, 1] 7→ φ(x, s) is
uniformly continuous. Hence, there exists η > 0 such that for all x ∈ X and s, t ∈ [0, 1] with
|s− t| ≤ η, we have |φ(x, s)− φ(x, t)| ≤ ε. Let f, g ∈ C(X, [0, 1]) such that ∥f − g∥∞ ≤ η.
Then, for all x ∈ X, |f(Tx)−g(Tx)| ≤ η. Thus, for all x ∈ X, |φ(x, f(Tx))−φ(x, g(Tx))| ≤
ε, i.e. ∥Φ(f)− Φ(g)∥∞ ≤ ε. Therefore, Φ is uniformly continuous.

Let a ∈ [0, 1), 0 < K < 1 defined as in Lemma 4.1.1, and K̃ ∈ [K, 1) such that
K̃ > a. The sequence of continuous and increasing functions (φ(n)(., 0))n∈N (respectively
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the sequence of continuous and decreasing functions (φ(nN)(., K̃))n∈N) converges pointwise
to the continuous (by Theorem 1.3.5) function q. Moreover, since X is compact, by Dini’s
theorem, the sequences (φ(n)(., 0))n∈N and (φ(nN)(., K̃))n∈N converge uniformly to q. The
uniform convergence of (φ(nN)(., K̃))n∈N to q can be expressed as:

ΦnN (K̃) −→
n→+∞

q

(where K̃ is the constant function equal to K̃). For every k ∈ J0, N −1K, by the continuity
of Φ and by Lemma 2.2.1:

ΦnN+k(K̃) −→
n→+∞

Φk(q) = q.

Thus, (φ(n)(., K̃))n∈N converges uniformly to q. By squeezing, (φ(n)(., a))n∈N converge
uniformly to q.

4.2 Hölder regularity in the supercritical case

We will now see in the case where the invariant graph is continuous whether the Hölder
regularity of the reproduction function µ is preserved by the invariant graph q.

Assume (H3) and that q(x) > 0 for all x ∈ X. By Proposition 2.1.4, m is continuous,
and by Theorem 1.3.5, q is continuous. Denote β := sup

x∈X
m(x) < +∞, K := sup

x∈X
q(x) < 1

and κ := inf
x∈X

q(x) > 0.

4.2.1 Lyapunov exponent in the fibre

In this section, we will study the Lyapunov exponent in the fibre

λF = lim
n→∞

1

n
sup
x∈X

log(∂sφ
(n)(x, q(Tnx))).

We start by showing in Lemma 4.2.1 and Lemma 4.2.2 that λF is well defined:

Lemma 4.2.1. Assume (H3) and that q(x) > 0 for all x ∈ X. Then x ∈ X 7→ F (x) =
log ∂sφ(x, q(Tx)) takes finite values and is continuous.

Proof. q is continuous, and for all x ∈ X, 0 < κ < q(x) < K < 1. Then by Propo-
sition 2.1.4, x ∈ X 7→ ∂sφ(x, q(Tx)) is continuous. All we have to do is check that
∂sφ(x, q(Tx)) > 0 for all x ∈ X. Let x ∈ X.

∂sφ(x, q(Tx)) =
+∞∑
k=1

kµx(k)q(Tx)
k−1

≥
+∞∑
k=1

µx(k)κ
k−1

> 0 because µx(0) < 1.

Lemma 4.2.2 proves that λF is well defined using Fekete’s subadditive lemma.

Lemma 4.2.2. Assume (H3) and that q(x) > 0 for all x ∈ X. Then(
1
nsup
x∈X

log(∂sφ
(n)(x, q(Tnx)))

)
n∈N has a finite limit.
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Proof. Let x ∈ X and n,m ∈ N, by Lemma 2.2.3:

1

n
log(∂sφ

(n)(x, q(Tnx))) =
1

n

n−1∑
k=0

F (T kx).

And,

sup
x∈X

n+m−1∑
k=0

F (T kx) ≤ sup
x∈X

n−1∑
k=0

F (T kx) + sup
x∈X

n+m−1∑
k=n

F (T kx)

≤ sup
x∈X

n−1∑
k=0

F (T kx) + sup
x∈X

m−1∑
k=0

F (T kx).

Then

(
sup
x∈X

n−1∑
k=0

F (T kx)

)
n∈N

is subadditive, so by Fekete’s subadditive lemma,

1
nsup
x∈X

log(∂sφ
(n)(x, q(Tnx))) has a limit in {−∞}∪R. Moreover, F is continuous on X (by

Lemma 4.2.1) so the limit is finite.

Proposition 4.2.3 and Lemma 4.2.4 give other equivalent definitions of the Lyapunov
exponent in the fibre.

Proposition 4.2.3. Assume (H3) and that q(x) > 0 for all x ∈ X. Then for all 0 < a < 1,

lim
n→∞

sup
x∈X

1

n
log ∂sφ

(n)(x, a) = λF .

Proof. Let ε > 0 and δ := min(κ2 , a). The function log ∂sφ is uniformly continuous on the
compact X × [δ, 1]. Thus, there exists η > 0 such that for all x ∈ X and s, t ∈ [δ, 1] with
|s− t| ≤ η, | log ∂sφ(x, s)− log ∂sφ(x, t)| ≤ ε.
By Corollary 4.1.2, there exists m ∈ N such that sup

x∈X
|q(x)− φ(m+k)(x, a)| < min(η, δ) for

all k ∈ N.
Let n ∈ N and x ∈ X. Using Lemma 2.1.2 and Lemma 2.2.1,

log ∂sφ
(n+m)(x, a) = log ∂sφ

(m)(Tnx, a) + log ∂sφ
(n)(x, φ(m)(Tnx, a)) (4.1)

And,

log ∂sφ
(n+m)(x, q(Tn+mx))

= log ∂sφ
(m)(Tnx, q(Tn+mx)) + log ∂sφ

(n)(x, φ(m)(Tnx, q(Tn+mx)))

= log ∂sφ
(m)(Tnx, q(Tn+mx)) + log ∂sφ

(n)(x, q(Tnx)). (4.2)

There exists C > 0 such that the continuous function (x, s) ∈ X× [δ, 1] 7→ log ∂sφ
(m)(x, s)

is bounded by C.
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Using Corollary 2.1.3, Lemma 2.2.1, and by Proposition 1.2.4,∣∣∣ log ∂sφ(n)(x, φ(m)(Tnx, a))− log ∂sφ
(n)(x, q(Tnx))

∣∣∣
=

n−1∑
k=0

∣∣∣ log ∂sφ(T kx, φ(n−1−k)(T k+1x, φ(m)(Tnx, a)))

− log ∂sφ(T
kx, φ(n−1−k)(T k+1x, q(Tnx)))

∣∣∣
=

n−1∑
k=0

∣∣∣ log ∂sφ(T kx, φ(n+m−1−k)(T k+1x, a))

− log ∂sφ(T
kx, q(T k+1x))

∣∣∣
≤ nε since |φ(n+m−1−k)(T k+1x, a)− q(T k+1x)| ≤ η (4.3)

and φ(n+m−1−k)(T k+1x, a), q(T k+1x) ∈ [δ, 1].

Hence, by Equality 4.1, Equality 4.2, and Inequality 4.3,∣∣∣ lim sup
n→+∞

1

n
sup
x∈X

log ∂sφ
(n)(x, a)− λF

∣∣∣
=
∣∣∣ lim sup
n→+∞

1

n
sup
x∈X

log ∂sφ
(n)(x, a)− lim

n→+∞

1

n
sup
x∈X

log ∂sφ
(n)(x, q(Tnx)

∣∣∣
≤ lim sup

n→+∞

1

n+m

∣∣∣ sup
x∈X

log ∂sφ
(n+m)(x, a)− sup

x∈X
log ∂sφ

(n+m)(x, q(Tn+mx))
∣∣∣

= lim sup
n→+∞

1

n+m

∣∣∣ sup
x∈X

(
log ∂sφ

(m)(Tnx, a) + log ∂sφ
(n)(x, φ(m)(Tnx, a))

)
− sup

x∈X

(
log ∂sφ

(m)(Tnx, q(Tn+mx)) + log ∂sφ
(n)(x, q(Tnx))

)∣∣∣
≤ lim sup

n→+∞

1

n+m

(
sup
x∈X

∣∣ log ∂sφ(n)(x, φ(m)(Tnx, a))− log ∂sφ
(n)(x, q(Tnx))

∣∣
+ sup

x∈X

∣∣ log ∂sφ(m)(Tnx, a)
∣∣+ sup

x∈X

∣∣ log ∂sφ(m)(Tnx, q(Tn+mx))
∣∣)

≤ lim sup
n→+∞

1

n+m
(nε+ 2C) = ε (4.4)

Likewise, ∣∣∣ lim inf
n→+∞

1

n
sup
x∈X

log ∂sφ
(n)(x, a)− λF

∣∣∣ ≤ ε (4.5)

The conclusion of the proposition follows from Inequality 4.4 and Inequality 4.5.

Lemma 4.2.4 allows us to express λF without using limits.

Lemma 4.2.4. Assume (H3) and that q(x) > 0 for all x ∈ X. Then

λF = sup
ν∈PT (X)

∫
X
F (x) dν(x).

Proof. The function F is continuous (by Lemma 4.2.1). By semi-uniform ergodic theorem
[SS00, Theorem 1.9] and by Equation (2.3), we have:

λF ≤ sup
ν∈PT (X)

∫
X
F (x) dν(x). (4.6)
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Since PT (X) is compact, the supremum in (4.6) is reached by an ergodic measure that we
denote ν0 ∈ ET (X). By Birkhoff’s ergodic theorem applied to the continuous function F
and by Equation (2.3), for ν0-almost every x ∈ X,

lim
n→∞

1

n
log ∂sφ

(n)(x, q(Tnx)) =

∫
X
F (x) dν0(x).

Thus, for ν0-almost every x ∈ X,

λF ≥ lim
n→∞

1

n
log ∂sφ

(n)(x, q(Tnx)) = sup
ν∈PT (X)

∫
X
F (x) dν(x).

Proposition 4.2.5 shows that λF controls the exponential convergence to the invariant
graph.

Proposition 4.2.5. Assume (H3) and that q(x) > 0 for all x ∈ X. Then for all a ∈ [0, 1[,

lim sup
n→∞

log∥φ(n)(., a)− q∥∞
n

≤ λF

Proof. Let a ∈ [0, 1), K̃ := max(a,K) ∈ (0, 1), x ∈ X, and n ∈ N. Using that t ∈ [0, 1] 7→
∂sφ

(n)(x, t) and t ∈ [0, 1] 7→ φ(n)(x, t) are non-decreasing,

|φ(n)(x, a)− q(x)| ≤ φ(n)(x, K̃)− φ(n)(x, 0) ≤ ∂sφ
(n)(x, K̃)K̃

Therefore, by Proposition 4.2.3,

lim sup
n→∞

log∥φ(n)(., a)− q∥∞
n

≤ lim sup
n→∞

1

n
sup
x∈X

log ∂sφ
(n)(x, K̃) = λF

Lemma 4.2.6 shows that convergence towards the invariant graph is exponential.

Lemma 4.2.6. Assume (H3) and that q(x) > 0 for all x ∈ X. Then λF < 0.

Proof. Let x ∈ X. Using Lemma 2.2.1, Jensen’s inequality, and that for all x ∈ X,
t ∈ [0, 1] 7→ ∂sφ(x, t) is non-decreasing:

log(1− q(x)) = log(1− φ(x, q(Tx))

= log

(∫ 1

q(Tx)
∂sφ(x, t) dt

)

= log(1− q(Tx)) + log

(∫ 1

q(Tx)
∂sφ(x, t)

dt

1− q(Tx)

)

≥ log(1− q(Tx)) +

∫ 1

q(Tx)
log(∂sφ(x, t))

dt

1− q(Tx)

≥ log(1− q(Tx)) + log(∂sφ(x, q(Tx))). (4.7)

Let ν ∈ PT (X). As Eν [logm(x)] > 0, there exists A ∈ B(X) such that for all x ∈ A,
µx({0, 1}) < 1 and ν(A) > 0. Thus, for all x ∈ A, t 7→ ∂sφ(x, t) is increasing and
Inequation (4.7) is strict. We integrate Inequation (4.7) according to ν. Using that ν is
T -invariant, ∫

X
∂sφ(x, q(Tx)) dν(x) < 0.

Thus, by Lemma 4.2.4, λF < 0 because PT (X) is compact.
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4.2.2 Proof of the Hölder regularity of the invariant graph

We can now proceed to the proof of Theorem 1.3.8. Lemma 4.2.7 shows that φ inherits
the Hölder regularity from µ.

Lemma 4.2.7. Let α ∈ (0, 1], assume (H4(α)). Then φ is α-Hölder continuous of semi-
norm smaller than |µ|α in the first variable uniformly in the second variable. In other
words, for all s ∈ [0, 1], |φ(., s)|α ≤ |µ|α.

Proof. For all s ∈ [0, 1] and x, y ∈ X,

|φ(x, s)− φ(y, s)| ≤
+∞∑
k=0

sk|µx(k)− µy(k)|

≤ ∥µx − µy∥1 because s ∈ [0, 1],

≤ |µ|αd(x, y)α because µ is α-Hölder continuous.

Then Lemma 4.2.8 shows that for all n ∈ N, φ(n) inherits the Hölder regularity from
φ.

Lemma 4.2.8. Let α ∈ (0, 1], assume (H4(α)). For all n ∈ N, the function φ(n) is α-
Hölder continuous in the first variable uniformly in the second variable. In other words,
there exists Cn > 0 such that for all s ∈ [0, 1], |φ(n)(., s)|α ≤ Cn.

Proof. We prove this result by induction on n ∈ N. For n = 0, the result is true.
Assuming the result is true for n ∈ N. Let s ∈ [0, 1] and x, y ∈ X. Using Lemma 4.2.7

and the induction hypothesis,

|φ(n+1)(x, s)− φ(n+1)(y, s)| = |φ(x, φ(n)(Tx, s))− φ(y, φ(n)(Ty, s))|
≤ |φ(x, φ(n)(Tx, s))− φ(y, φ(n)(Tx, s))|

+ |φ(y, φ(n)(Tx, s))− φ(y, φ(n)(Ty, s))|
≤ |µ|αd(x, y)α + β|φ(n)(Tx, s)− φ(n)(Ty, s)|
≤ |µ|αd(x, y)α + βCnd(Tx, Ty)

α

≤ |µ|αd(x, y)α + βCn∥T∥αlipd(x, y)α

≤ Cn+1d(x, y)
α where Cn+1 = |µ|α + βCn∥T∥αlip.

Thus, φ(n+1) is α-Hölder continuous (with seminorm Cn+1) in the first variable uniformly
in the second.

Controlling the seminorm of α-Hölder continuity of φ(n)(., s) allows us to obtain, by
taking the limit, that the function q is also α-Hölder continuous.

Proof of Theorem 1.3.8. Let ε > 0 such that λF + ε + α(λu + ε) < 0. Such an ε exists

since λu ≤ 0 or
(
λu > 0 and α < −λF

λu

)
. There exists N0 ∈ N such that for all n ≥ N0,

1
n log(∥Tn∥Lip) < λu + ε. There exists N1 ∈ N such that for all n ≥ N1 and s ∈ [0,K],

sup
x∈X

1
n log(∂sφ

(n)(x, s)) < λF + ε by Proposition 4.2.3. Let N = max(N0, N1), AN =

eN(λF+ε+α(λu+ε)), and CN defined as in Lemma 4.2.8. We have AN < 1. Start by proving
Lemma 4.2.9, which controls the composition of continuous Hölder functions:

Lemma 4.2.9. Let f ∈ C(X, [0,K]). Suppose that f is α-Hölder continuous. Then
x ∈ X 7→ φ(N)(x, f(TNx)) is α-Hölder continuous, and |φ(N)(., f(TN .))|α ≤ |f |αAN +CN .
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Proof. Let x, y ∈ X.

|φ(N)(x, f(TNx))− φ(N)(y, f(TNy))| ≤ |φ(N)(x, f(TNx))− φ(N)(y, f(TNx))|
+ |φ(N)(y, f(TNx))− φ(N)(y, f(TNy))|

≤ CNd(x, y)α + eN(λF+ε)|f(TNx)− f(TNy))|
≤ CNd(x, y)α + eN(λF+ε)|f |αd(TNx, TNy)α

≤ CNd(x, y)α + eN(λF+ε)|f |αeNα(λu+ε)d(x, y)α.

Thus, x ∈ X 7→ φ(N)(x, f(TNx)) is α-Hölder continuous, and

φ(N)(., f(TN .))|α ≤ |f |αAN + CN .

Lemma 4.2.9 implies Corollary 4.2.10, allowing us to control the seminorm α-Hölder
of φ(nN). Corollary 4.2.10 and Lemma A.0.2 allow us to check the Hölder regularity of q.

Corollary 4.2.10. For all n ∈ N∗, x ∈ X 7→ φ(nN)(x, 0) is α-Hölder continuous with a
seminorm less than CN

1−AN
.

Proof. Prove this result by induction on n ∈ N∗. For n = 1, the result is true by
Lemma 4.2.8 and since CN ≤ CN

1−AN
.

Assuming the result is true at rank n ∈ N∗. Then for all x ∈ X, φ(N(n+1))(x, 0) =
φ(N)(x, φ(nN)(TNx, 0)). We can apply Lemma 4.2.9 with the function x 7→ φ(Nn)(x, 0),
which is α-Hölder continuous by the induction hypothesis. Thus, x 7→ φ(N(n+1))(x, 0) is
α-Hölder continuous. Moreover,

|φ(N(n+1))(., 0)|α ≤ AN |φ(nN)(., 0)|α + CN by Lemma 4.2.9

≤ AN
CN

1−AN
+ CN by induction hypothesis.

=
CN

1−AN
.

Therefore, x ∈ X 7→ φ((n+1)N)(x, 0) is α-Hölder continuous with a seminorm less than
CN

1−AN
.

Now, we can return to the proof of Theorem 1.3.8. By definition, for all x ∈ X,
q(x) = lim

n→∞
φ(n)(x, 0). Moreover, by Corollary 4.2.10, for all n ∈ N∗, x 7→ φ(nN)(x, 0) is

α-Hölder continuous, and |φ(nN)(., 0)|α ≤ CN
1−AN

. Thus, by Lemma A.0.2, q is α-Hölder
continuous.

Now that we have proven that the function q is α-Hölder continuous, we will show that
the convergence of the sequence of functions (x 7→ φ(x, 0))n∈N to q is not only pointwise
(as defined by default) but also a Hölder convergence.

Proof of Corollary 1.3.9. Let 0 < β < α, t = β
α ∈ (0, 1), and N ∈ N, AN < 1 and

CN ≥ 0 defined as in Theorem 1.3.8 and Lemma 4.2.8. By Corollary 4.2.10, for all
n ∈ N, |φ(nN)(., 0)|α ≤ CN

1−AN
and by the proof of Lemma 4.2.8, |φ(n+1)(., 0)|α ≤ |µ|α +

β|φ(n)(., 0)|α∥T∥αlip. In particular, (|φ(n)(., 0)|α)n∈N is bounded by a constant denoted C.
Moreover, by Proposition A.0.3, for all n ∈ N:

|q − φ(n)(., 0)|β ≤ (2∥q − φ(n)(., 0)∥∞)1−t|q − φ(n)(., 0)|tα
≤ (2∥q − φ(n)(., 0)∥∞)1−t(|q|α + |φ(n)(., 0)|α)t

≤ (2∥q − φ(n)(., 0)∥∞)1−t(|q|α + C)t.
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Since (φ(n)(., 0))n∈N converges uniformly to q by Corollary 4.1.2, it follows that
|q − φ(n)(., 0)|β converges to 0 as n tends to +∞. Thus, (φ(n)(., 0))n∈N converges in the
β-Hölder norm to q.
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A Annex: Hölder spaces on a compact set

In this section, let (X, d) be a compact metric space and (Y, ∥·∥) be a normed vector space.

Definition A.0.1. Let f ∈ C(X,Y ) and 0 < α ≤ 1. f is said to be α-Hölder if there
exists C ≥ 0 such that for all x, y ∈ X:

∥f(x)− f(y)∥ ≤ Cd(x, y)α.

We denote C0,α(X,Y ) the space of α-Hölder functions. For f ∈ C0,α(X), let:

|f |α := inf
x,y∈X:x ̸=y

∥f(x)− f(y)∥
d(x, y)α

,

which is a seminorm on C0,α(X,Y ).
For f ∈ C0,α(X), let

∥f∥α := ∥f∥∞ + |f |α

which is a norm on C0,α(X,Y ).

Lemma 4.2.9 gives a condition that the limit inherits the Hölder continuity of a se-
quence of functions.

Lemma A.0.2. Let α ∈ (0, 1] and (fn)n∈N ∈ C0,α(X,Y )N. Assume that (fn)n∈N converges
pointwise to a function f and sup

n∈N
|fn|α < +∞. Then f ∈ C0,α(X) and |f |α ≤ sup

n∈N
|fn|α.

Proof. Let C := sup
n∈N

|fn|α. For x, y ∈ X and any n ∈ N:

∥fn(x)− fn(y)∥ ≤ |fn|αd(x, y)α ≤ Cd(x, y)α.

By the triangle inequality:

∥f(x)− f(y)∥ ≤ Cd(x, y)α + ∥fn(x)− f(x)∥+ ∥fn(y)− f(y)∥.

Therefore, by the pointwise convergence:

∥f(x)− f(y)∥ ≤ Cd(x, y)α.

Thus, |f |α ≤ C.

Proposition A.0.3 is a result of interpolation on Hölder spaces.

Proposition A.0.3. Let 0 < β < α ≤ 1, t = β
α ∈ (0, 1), and f ∈ C0,α(X,Y ). Then

|f |β ≤ (2∥f∥∞)1−t|f |tα.

Proof. For x, y ∈ X:

∥f(x)− f(y)∥ ≤ 2∥f∥∞
and ∥f(x)− f(y)∥ ≤ |f |αd(x, y)α.

Therefore,

∥f(x)− f(y)∥ ≤ (2∥f∥∞)1−t|f |1−t
α d(x, y)tα = (2∥f∥∞)1−t|f |tαd(x, y)α.

Thus, |f |β ≤ (2∥f∥∞)1−t|f |tα.

32



Acknowledgments

The author thanks his thesis supervisor, Damien Thomine, for suggesting the model, his
advice, and proofreading. He also thanks the Academic Writing Center of Paris Saclay
University for proofreading.

References

[AGKV05] V. I. Afanasyev, J. Geiger, G. Kersting, and V. A. Vatutin. Criticality for
branching processes in random environment. Ann. Probab., 33(2):645–673,
2005.

[Agr75] Alan Agresti. On the extinction times of varying and random environment
branching processes. J. Appl. Probability, 12:39–46, 1975.

[AK71a] Krishna B. Athreya and Samuel Karlin. Branching processes with random
environments. II. Limit theorems. Ann. Math. Statist., 42:1843–1858, 1971.

[AK71b] Krishna B. Athreya and Samuel Karlin. On branching processes with random
environments. I. Extinction probabilities. Ann. Math. Statist., 42:1499–1520,
1971.

[AR08] Smail Alili and Hans Henrik Rugh. On the regularity of the extinction probabil-
ity of a branching process in varying and random environments. Nonlinearity,
21(2):353–359, 2008.

[Bal00] Viviane Baladi. Positive transfer operators and decay of correlations, vol-
ume 16 of Advanced Series in Nonlinear Dynamics. World Scientific Publishing
Co., Inc., River Edge, NJ, 2000.

[Bar08] Luis Barreira. Dimension and recurrence in hyperbolic dynamics, volume 272
of Progress in Mathematics. Birkhäuser Verlag, Basel, 2008.
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