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A wake-up strategy enabling GNSS-free NB-IoT
links to sparse LEO satellite constellations

Zheng Zhou, Nicola Accettura, Pascal Berthou

Abstract—The latest release by the 3rd Generation Partnership
Project (3GPP) defines how a non-terrestrial NB-IoT link may be
set up between User Equipments (UE) on the ground and Low
Earth Orbit (LEO) satellites equipped with Evolved Nodes B
(eNB). However, a strong assumption is undertaken. Each UE
must have Global Navigation Satellite Systems (GNSS) capa-
bilities to properly pre-compensate the Doppler frequency shift
and the propagation delay according to the time-varying relative
motion of satellites. Additionally, although Release 18 accounts
for discontinuous coverage by LEO satellites, the management
of next passes over any spot on the Earth is undefined, thus
affecting the system scalability. Remarkably, this contribution
enables GNSS-free NB-IoT Direct-to-Satellite communications
with sparse LEO satellite constellations. To do that, the UE
periodically wakes up until it detects a satellite pass in its range.
By listening to several NB-IoT beacons, the estimated Doppler
curve is used to pre-compensate ongoing communications in
frequency and time. Furthermore, the UE uses the standard
information sent from the eNB, together with its own estimated
location, to guess the next satellite pass without using GNSS.
Simulation results reveal that the introduced wake-up strategy
allows GNSS-free UEs to save more energy than if equipped
with the most power-efficient GNSS chipsets surveyed in 3GPP
specifications, promoting the broader deployment of IoT devices
in remote and underserved areas.

Index Terms—NB-IoT, LEO constellations, GNSS-free, Wake-
up strategy

I. INTRODUCTION

Over the last years, with the scale of the Internet of Things
(IoT) expanding and the consequent sprout of a bigger and
bigger variety of IoT applications [1], Low Power Wide Area
Networks (LPWANs) have gained the interest of researchers
and practitioners for their easy and low-cost deployments
based on long-distance wireless communications [2]. Sev-
eral types of LPWAN technologies and protocols have been
proposed, each meeting specific requirements [3]. Among
them, the Narrowband IoT (NB-IoT) technology is gaining
widespread attention because its synchronization and resource
allocation strategy make it exceptionally effective in appli-
cations requiring high reliability and connection quality [4].
Designed by the 3rd Generation Partnership Project (3GPP)
since Release 13, NB-IoT works over the licensed spectrum.
It inherits and simplifies most of the features of Long Term
Evolution (LTE), thus being compatible with existing infras-
tructure and significantly reducing deployment complexity [5].
Despite the convenience of long-distance transmission for
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CNRS, Université de Toulouse, CNRS, UPS, Toulouse, France (e-mail:
{firstname.lastname}@laas.fr).

Corresponding author: Zheng Zhou (e-mail: zheng.zhou@laas.fr).

gateway deployment, there may be significant difficulties in
deploying gateways in certain areas, such as mountainous and
marine areas. Moreover, in natural disasters, wars, and other
critical situations, the gateway on the ground or the connection
between the gateway and the server can easily be disrupted.
Thereby, backhauling IoT devices with satellite networks has
emerged as a significant advancement towards the objective
of global connectivity [6]. Remarkably, the Direct-to-Satellite
(DtS) architecture [7] represents the most challenging network
scenario since battery-operated LPWAN devices on the ground
are meant to directly communicate with satellites in their
visibility. Compared to the Medium Earth Orbit (MEO) or
Geostationary Earth Orbit (GEO) satellites, Low Earth Orbit
(LEO) satellites are particularly advantageous for DtS IoT
communications because of their closer distance to the Earth’s
surface. Specifically, closer distances translate into lower prop-
agation delay, a desired feature for real-time data transmis-
sion applications. Furthermore, the implied higher strength of
received signals permits more efficient communications with
very low-power devices [8]. More recently, the research on
CubeSat LEO satellites has greatly reduced their costs [9],
[10].

However, the high maneuverability of LEO satellites in-
troduces significant variability in both the Doppler effect
and the propagation delay, which presents a major challenge
for maintaining NB-IoT networks synchronized [11]. In the
scenarios proposed by 3GPP [12], low-power User Equipments
(UE) on the ground must be capable of determining their own
position on the Earth through Global Navigation Satellite Sys-
tems (GNSS) [13]. Combined with Two-Line Element (TLE)
data, ground devices can calculate their relative position to
the satellite, thereby pre-compensating for the Doppler effect
and varying propagation delay, thus being able to maintain
synchronization during a satellite pass [14]. Moreover, while
in traditional ground NB-IoT networks, UEs wake up from
the sleep state only when they need to transmit some data,
in ground-to-satellite communications, sparse LEO satellites
ensure discontinuous coverage [15], and UEs may wake up
without any satellite in their reach [16]. To cope with this
issue, the most straightforward solution is to achieve global
coverage through dense satellite constellations. Even though
the price of LEO satellites is getting lower and lower, to
achieve global coverage and maintain continuous communi-
cations between ground devices and satellites, at least dozens
to hundreds of satellites are needed [17], [18]. Herein, 3GPP
has included the possibility for UEs to use GNSS together
with broadcast satellite information to make communication
run under discontinuous coverage. The standard assumes that
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during a satellite pass, a UE is informed by an eNB-equipped
satellite passing through its range about next satellite passes.
The way how a satellite can produce such information is
not specified. For example, this could be done by letting
each satellite gather such data from a central constellation
supervisor. In any case, the knowledge of a limited number
of next satellite passes does not ease the scalability of the
system.

Herein, the core idea of this paper is to picture and analyze
a new wake-up strategy that allows a GNSS-free UE to set up
NB-IoT communications with sparse constellations of LEO
satellites of any size, even the most challenging scenario
with a single satellite available. The study focuses on the
communication between NB-IoT UEs and LEO satellites. It
does not fit direct-to-cell architectures, since they rely on
satellite-based pre-compensation to handle the Doppler shift
variation. Even though such an approach would make ground
devices able to seamlessly work within either ground networks
or direct-to-cell architectures without any modification, the
system complexity is moved on the satellite, that must be
equipped with directional antennas and be able to adapt
their beam to serve a specific spot on the Earth. All the
more reason, the approach hereafter presented does not fit
direct-to-cell handheld phones, since this would mean that
a large number of satellites would be needed to achieve
a continuous coverage. Clearly, the strategy can be applied
to scenarios with predictable orbits, such as LEO or MEO
satellite constellations. Yet, in the case of MEO satellites the
increased communication distance would result in a higher
latency and a greater power consumption, thus making such a
configuration feasible only with LEO satellites. Finally, it is
worth mentioning that the proposed strategy could not work
with High-altitude platform station (HAPS), since they are
featured by unpredictable flight paths that make unfeasible the
prediction of wake-up times. This strategy retains its energy
efficiency advantage even in the most challenging scenarios,
such as when only a single satellite is available. In the absence
of its own location and ephemeris information, the UE uses
an intermittent wake-up strategy to attempt to search for the
satellite’s downlink synchronization signal. Then, instead of
receiving GNSS signals before each communication, multiple
downlink signals should be received to synchronize UE and
satellite.

The strategy uses the synchronization method in the pre-
vious work [19], which includes an analysis of measurement
errors to demonstrate the method’s reliability. The previous
work explored the integration of NB-IoT with satellite com-
munication, focusing on the synchronization challenges posed
by the high-speed motion of LEO satellites and the resulting
Doppler effect. However, this analysis assumes that a satellite
is always within range. If global coverage is unavailable, an
additional challenge is ensuring that ground devices wake up
when a satellite passes by and remain in sleep mode when
no satellite is within range. This paper examines the critical
aspect of the wake-up strategy for UEs in scenarios with
sparse LEO satellite constellations to further address another
issue associated with providing NB-IoT coverage through LEO
satellites. Notably, this strategy achieves these goals using only

downlink messages, avoiding additional uplink transmissions
that could affect network throughput and scalability. Mean-
while, each time the satellite passes by, UE will estimate its
position based on these signals. After multiple estimations, the
UE will determine its approximate position, and finally, it can
perform regular communication as needed. After simulation
experiments, it has been verified that the strategy proposed in
this paper can significantly reduce device energy consumption
in the long term compared to using GNSS without particular
changes to the hardware. In short, it is optimized from the
perspective of device complexity and energy consumption.

The rest of the paper is organized as follows. Sec. II briefly
reviews related works, while Sec. III pictures the core idea of
this paper. Then, Sec. IV presents the results of a simulation-
based analysis. Finally, Sec. V concludes and envisages future
works.

II. RELATED WORKS

Integrating LTE technologies with LEO satellites has re-
cently become a popular research direction. [14] explores
satellite-enabled LTE systems within LEO constellations.
More specifically, [20] analyzes the performance of NB-IoT
uplink in low Earth orbit non-terrestrial networks. Instead,
[21] discusses the design and evaluation of service-oriented
solutions for NB-IoT over LEO satellite systems. Besides,
using a stochastic geometry approach, [22] proposes an effi-
cient coverage enhancement mechanism for NB-IoT via LEO
satellite networks. Lastly, [23] presents a new approach to
enhance NB-IoT MAC procedures in satellite networks by
integrating coverage enhancement levels and a smart backoff
mechanism. Also, 3GPP standards [12] bases the correct
functioning of NB-IoT on the availability of GNSS on UEs.
Herein, the specification recognizes that GNSS is energy
expensive thus the evaluation of energy consumption related
to some implementations is also detailed. Calculating and pre-
compensating frequency shifts and delays through GNSS and
TLE data is undoubtedly an accurate solution. Still, as this
paper will show, GNSS-enabled devices are not the best choice
for IoT applications. From a practical point of view, GNSS
draws more current than needed, adds complexity to the circuit
design, and eventually increases the cost of low-power devices.
Furthermore, from a technical perspective, linking NB-IoT for
LEO DtS communications to the availability of GNSS makes
such an architecture neither resilient to outages nor viable in
GNSS-denied environments.

As a matter of fact, the need for GNSS-free DtS solutions
has been recognized in the scientific literature. In [24], the
authors proposed a method to reduce the impact of the Doppler
effect from the satellite’s perspective without using GNSS.
This approach uses multi-beam satellites to divide the ground
into smaller regions, providing different channels for each
area. By doing so, ground devices can communicate with
the satellite using Time Division Multiple Access (TDMA)
or Frequency Division Multiple Access (FDMA) methods.
However, allocating additional frequency and time domain
resources to different regions requires additional frequency
and time domain resources. Moreover, implementing multi-
beam technology significantly increases the complexity of
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satellite design. Smaller satellites, like CubeSat, typically
cannot support multi-beam technology due to their limited
size, power, and payload capacity.

With a different GNSS-free approach, the circuitry of eNB
remains unchanged, while ground UE devices must be able to
measure Doppler shifts. In [25], a frequency offset indepen-
dent timing synchronization method is proposed to measure
the significant Doppler shift accurately. However, since the
frequency shift and delay constantly change, simply measuring
the Doppler frequency shift is insufficient to complete synchro-
nization. [26] proposed a tracking method that continues after
initial synchronization. This approach allows ground devices
to continuously track downlink signals for real-time updates of
frequency shift changes. However, considering the low energy
consumption goal of IoT devices, such a high processing
capacity is not suitable. In [27], the author first proposed a
method to draw the Doppler curve based on the measured
frequency shift of only two downlink signals to achieve pre-
compensation without considering the measurement errors.

On such a research landscape, the least squares method
was proposed [19] as a means to achieve and maintain
synchronization for a sufficiently long time to permit NB-
IoT uplink data transmissions. This was done by estimating
the Doppler curve based on the measurements related to
several NB-IoT beacon signals, i.e., the so-called Narrowband
Primary Synchronization Signals (NPSS). Different detection
strategies were also proposed to deal with measurement errors
of varying sizes and application requirements. With the same
approach in mind, the research developments introduced by
this contribution represent an attempt to set up a GNSS-free
scheme that makes UEs capable of (i) estimating the trajectory
of LEO satellites, (ii) their own location, and, through these
two pieces of information, (iii) the next satellite passes in its
own communication scope. The goal of such a computation
is to let the device save energy by waking up when a DtS
communication can happen, i.e., when a LEO satellite is in its
transmission range.

In this sense, after collecting the satellite’s orbital data trans-
mitted by an eNB-equipped LEO satellite through downlink
messages, a UE can calculate the trajectory of that satellite
using algorithms like the Simplified General Perturbations
Model 4 (SGP4) [28]. Indeed, given TLE sets, the SGP4
algorithm can calculate the position of a satellite at a specific
time. Its high efficiency and accuracy make it a suitable choice
for IoT devices.

As for the UE’s position, some methods for locating IoT
devices, including terrestrial-based LPWAN techniques, novel
GNSS solutions, and innovative positioning techniques lever-
aging LEO satellite constellations, have been summarized and
compared in [29]. Focusing on solutions for LEO satellites,
there are two possible methods: some satellites collect uplink
signals sent by the same ground UE, or the ground UE collects
downlink signals. In both cases, a common aspect is measuring
the Doppler frequency shift. On the one hand, the first method
requires the participation of ground stations to integrate the up-
link signals received by each satellite, which adds complexity
to discontinuous systems and results in devices being unable to
obtain their location. On the other hand, both methods require

the simultaneous presence of multiple satellites sending or
receiving the same copy of the signals. As mentioned earlier,
these approaches are not feasible in scenarios with only a
single satellite or a limited number of satellites. Similarly,
an IoT-over-satellite-based framework [30] was proposed to
achieve localization by using the angle of arrival (AoA) and
Doppler shift by multiple satellites.

As said before, when the UE’s location on the ground and
the satellite orbit information are known, the most accurate
way to predict the next satellite pass is to use the SGP4 algo-
rithm to calculate both the satellite’s position within a certain
period in the future and its relative position to the UE. How-
ever, this method requires a certain amount of computational
effort, which can pose a challenge for resource-constrained
IoT devices. In [31], the authors proposed a novel method
to calculate the revisit time of LEO satellites and applied it
to the optimal design of remote sensing satellites. Yet, this
method focuses on repeated ground track orbits [32], thus
applying to a very specific subset of LEO orbits. To provide a
more general solution, [33] proposed a semi-analytical method
for calculating revisit times for the Walker constellation [34]
with discontinuous coverage. However, only the maximum and
average revisit time are discussed.

Finally, many studies have focused on the energy consump-
tion of NB-IoT or LTE, such as [35]–[37]. These works
provide valuable insights into the battery life optimization
of ground NB-IoT networks. At the same time, the 3GPP
technical report [12] offers crucial information on energy
consumption in DtS scenarios.

Overall, with respect to the literature reviewed so far,
this paper contributes the following: (i) an energy-efficient
initial search method for downlink signals instead of methods
combining GNSS with satellite ephemeris; (ii) a GNSS-inde-
pendent technique able to estimate the UE’s potential locations
and predict future satellite passes based on the downlink syn-
chronization method pictured in a previous contribution [19];
(iii) an iterative routine capable of refining the UE’s estimated
position and making it fully aware of upcoming communi-
cation windows; (iv) simulation results prove this strategy is
more energy-efficient than GNSS-based methods.

III. PROPOSED APPROACH

The rationale of the wake-up strategy introduced by this
paper can be summarized as an “ask, learn, go” process.
Indeed, the “ask” part is represented by a Network Search
phase. When an NB-IoT UE needs to send or receive data
through the Internet, it first needs to get synchronized with
an eNB in its vicinity [38]. Ground UEs intermittently wake
up and poll the radio for beacon signals, i.e., NPSS NB-IoT
signals. Once an NPSS signal is detected, a Synchronization to
LEO satellites phase can be started, and the wake-up strategy
enters into its “learn” part. During this phase, the UE tries
to predict when a LEO satellite will be within its range and
builds up a list of next satellite passes. The UE wakes up at
each expected satellite pass to check whether the prediction
was correct and to continuously update the list. Once the
UE verifies that its prediction is converging to stability, the
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Fig. 1: Search for NPSS signal.

wake-up strategy enters into the Steady State phase, i.e., the
“go” part of the strategy. With this organization in mind, this
section is organized as follows. Sec. III-A pictures the actions
taken during Network Search phase. Then, Sec. III-B describes
the operations to be done during the Synchronization to LEO
satellites phase. Finally, Sec. III-C provides details about how
a UE can pass from the Synchronization to LEO satellites
phase to the Steady State one.

A. Phase 1: Network Search

The Network Search phase represents Phase 1 (Fig. 2) of the
wake-up strategy presented hereafter and refers to the period of
time going from the UE’s initial wake-up through the reception
of the first NPSS from the eNB-equipped satellite. Since the
UE does not have any information about the position of LEO
satellites at bootstrap, it can only attempt continuous signal
monitoring. However, considering the worst-case network sce-
nario with a single satellite, its next pass into the UE’s range
could take up to several hours, and uninterrupted listening
would quickly deplete a large portion of the stored energy.
Therefore, an intermittent listening strategy may be used to
reduce the UE’s energy consumption.

As shown in Fig.1, the device wakes up at regular intervals
t̃ and starts listening to the possible transmission of NPSS
signals for a time interval tlisten. When tlisten elapses, the UE
returns to sleep mode. If an NPSS has been received, the UE is
ready for Phase 2 (described in Sec. III-B). Given that NPSS
signals are transmitted every 10 ms and that each transmission
lasts 1 ms, setting tlisten = 11 ms ensures that if a satellite
is in the range of the UE for the duration tlisten, at least
one NPSS signal will be received. Note that the propagation
delay does not need to be considered in the tlisten because the
synchronization signals are continuous. The interval between
signal arrivals remains constant, irrespective of the propagation
delay. In this configured access scheme, the length of the
interval t̃ defines the duty cycle. The longer t̃, the smaller
the duty cycle. If t̃ is too short, the UE will consume more
energy. Contrariwise, if t̃ is too long, the satellite’s arrival may
be missed. Therefore, the setting of t̃ is of core importance for
finding a tradeoff between energy consumption and protocol
reactivity. Such a setting will be discussed in Sec. IV on the
basis of some simulation results related to various satellite
constellations. To anticipate possible hardware issues or other
sort of problems, the maximum duration Tmax of Phase 1 can
be properly set to a limited value. When Tmax elapses, the UE
stops searching for NPSS signals. In this paper, for evaluation
purposes, Tmax is set to be infinity for Phase 1.

Start

Input: Wake-up interval t ̃
Maximum waiting time Tmax

Initialization: t = 0

t  < Tmax

Yes

NPSS received?

End

Yes

UE goes to sleep
and wait for t ̃

UE wakes up and attempts
to receive NPSSt = t + t ̃

No

No

Perform synchronization
operation Synchronization failed 

Fig. 2: Wake-up Strategy: Network Search flowchart

B. Phase 2: Synchronization to LEO satellites

Building upon the reception of the first NPSS signal, Phase
2 of the proposed strategy is meant to let a UE achieve and
keep Synchronization to LEO satellites. During such a phase,
the UE repeatedly performs estimations and makes predictions.
In detail, if a LEO satellite is within the communication reach,
a UE tries to estimate the satellite’s trajectory through the
method described in [19] and quickly reviewed in Sec. III-B1.
The knowledge of the satellite’s trajectory is useful for two
reasons: (i) it allows the UE to pre-compensate in time and
frequency the reception of the subsequent SIBs; (ii) the associ-
ated maximum elevation angle is used to estimate two potential
positions of the UE on the Earth. The latest estimation takes
as input also timing and orbital information included in the
received SIBs, and it is described in Sec. III-B2. Through
the estimation of the UE positions, the UE can attempt the
prediction of next satellite passes, as described in Sec. III-B3.
Thanks to such a prediction, the UE can go back to the
sleep state after a satellite pass and wake up again just
before the next one. The wake-up strategy is then described
in Sec. III-B4.
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1) Estimation of Maximum Elevation Angle: As described
in [19], by measuring the Doppler shift associated with the
reception of multiple downlink NPSS signals, it is possible to
figure out the relative position of the satellite’s trajectory with
respect to the UE. Indeed, during a pass, the elevation angle
θ increases until a maximum value θ∗ when the satellite is
closest to the UE and then decreases until the satellite gets out
of the communication range of the UE. The carrier frequency
f0 used here and for the rest of the paper is 2.4 GHz, and the
assumed value of minimum elevation angle θmin is 30◦.

Further than the maximum elevation angle θ∗, it is possible
to measure the instant t = t0 when the very first NPSS was
received, with the origin of the timeline t = 0 being the instant
when θ = θ∗. In other words, if the UE receives the NPSS
signal before the satellite reaches its maximum elevation angle,
then t0 is negative. On the contrary, it is positive.

Considering the presence of measurement errors, the least
squares method was used in [19] to estimate the two unknown
parameters θ∗ and t0 based on the measurements of the
Doppler frequency shift of some NPSS signals received at
fixed intervals ∆t. The supposed model for the frequency shift
is

D(∆t) =

= −f0
c

RREωs sin(ωs(t0 +∆t)) cos(α0)√
R2

E +R2 − 2RRE cos(ωs(t0 +∆t)) cos(α0)
,

(1)

where α0 is the angle formed between (i) the line joining
the center of the Earth with the UE and (ii) the line joining
the center of the Earth and the satellite when θ = θ∗ (i.e.,
∠SOU1/2 in Fig.3). In this expression, RE is the radius of the
Earth, R is the radius of the orbit, ωs is the satellite’s angular
velocity, and c is the speed of light. The exact formulation for
α0 as function of θ∗ is:

α0 = arccos

(
RE

R
cos θ∗

)
− θ∗ (2)

and it can be quickly verified that it is a bijective function
for the value of θ∗ in the interval [0, π/2]. For the sake of
simplicity, alongside this paper, the model of (1) is used to
estimate the values of α0 and t0. The results in [19] show that
even with a large measurement error standard deviation (200
Hz), this method can keep the estimated Doppler curve within
an acceptable range of the original curve for tens of seconds to
more than a minute. This ensures that receiving multiple NPSS
signals supports a complete NB-IoT communication session
(uplink and downlink synchronization).

Considering the computational constraints of IoT devices,
performing trigonometric or root calculations could be chal-
lenging. Current approaches, such as linear approximations
or look-up tables [39], can simplify the calculations required
with low memory. These approaches can efficiently address
the complexities involved in computations like Doppler curve
estimation and the rest of this section, making them more
suitable for IoT devices. The evaluation of the actual impact
of such approximations on the overall system performances is
out of the scope of this paper and will be tackled in future
investigations.

2) Positions of UE: To identify the network and confirm
the timing information of the radio frame, UE needs to search
for a Narrowband Second Synchronization Signal (NSSS).
Then, the downlink synchronization process with the eNB is
completed, and the UE can now receive additional system
information: the Master Information Block (MIB) and the
System Information Block (SIB). Among all SIBs defined in
the 3GPP release [40], SIB31 and SIB32 address the need
for Non-Terrestrial Networks (NTN). Together with SIB16,
they are of utmost importance in this paper since they provide
all necessary information to UEs willing to communicate
with eNB-equipped LEO satellites. In detail, SIB16 encodes
the Coordinated Universal Time (UTC) with an accuracy of
10 ms. Instead, SIB31 provides some information related
to the serving satellite, which includes orbital parameters in
either ephemerides or instantaneous values of the satellite state
vectors.

The previously estimated α0 and t0, combined with some
data broadcast by the satellite within SIB16 and SIB31,
can be utilized to estimate 2 approximate positions of the
UE. One of these 2 locations is the actual position of the
UE. The other location is exactly the mirrored point of the
actual position with respect to the projection of the satellite’s
trajectory on Earth. A method to identify the actual position
is later proposed in Sec. III-C. To calculate the UE position, a
reference point needs to be selected first. Herein, such a point
is the projection on the Earth of the satellite in the instant
when it is closest to the UE, i.e., when θ = θ∗. The UTC time
T ∗ of this instant can be computed as:

T ∗ = Tr − (t0 + τsib), (3)

where Tr is the UTC time communicated within SIB16. For a
satellite traveling at the height of 600 km on the ground level,
SIB16 is usually received with a delay of 2 to 4 ms, but since
the time accuracy of Tr is 10 ms, this delay can be neglected.
Instead, τsib is the time interval duration between the reception
of the first NPSS signal and the reception of SIB16. This paper
assumes a worst-case scenario where this interval is 4 seconds
long. Then, the coordinates of the satellite’s projection on the
Earth when closest to the UE are calculated through the SGP4
algorithm [28] using as input T ∗ and the vector of ephemerides
orbital data E sent in SIB31:

(ϕs, λs,vs) = SGP4(T ∗,E). (4)

In such an equation, ϕs is the latitude of the satellite, λs is its
longitude, and v is the speed of the satellite expressed in the
associated Cartesian coordinates (vxs , v

y
s , v

z
s ).

Based on the joint knowledge of the satellite coordinates
(ϕs, λs,vs), of the ephemerides E, and of the angle α0

between the UE and the satellite when they are closest, the
UE can compute the two possible locations U1(ϕ1, λ1) and
U2(ϕ2, λ2) for its own position on the Earth. For the sake of
readability, Fig. 3 plots the system model that will be used
in the following discussion, with the Earth’s center placed at
O. In detail, the orange great circle represents the projection
of the satellite’s trajectory on the ground. Such a trajectory
intersects the equator (i.e., the black great circle) in 2 points.
One of them is indicated with A in the figure, while the other
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Fig. 3: System model.

point is located at the antipodes of A and not shown in the
figure. Of these 2 intersection points, A is the closest to the
actual UE position U1, and it will be the only one considered
in the next discussion. The closest satellite position to U1 is
S, while the mirrored location is U2. The points U1, S, and
U2 are all aligned on the great circle plotted with a dotted
line and intersecting the equator at D. Such a great circle is
orthogonal to the orange projection of the satellite’s trajectory.

In such a scenario, the latitudes of U1 and U2 can
be calculated considering the spherical triangles U1B1D
and U2B2D, noting that ∠U1DB1 = ∠U2DB2 =
∠SDB, and using the spherical law of sines sin (ϕ1/2) =
sin (∠SDB) sin (∠SOD ± α0), with the 2 angles ∠SDB
and ∠SOD still being unknown. Focusing on the spher-
ical triangle SBD and according to the spherical law of
sines, ∠SOD = arcsin [sin (ϕs)/ sin (∠SDB)]. Hence, the
remaining unknown is ∠SDB. So, considering the spherical
triangle ASD, and using the second spherical law of cosines,
∠SDB = arccos [sin(i)cos(∠AOS)]. Finally, using the law
of sines on the triangle ASB, it is possible to evaluate
∠AOS = arcsin [sin (ϕs)/ sin (i)]. Putting all together, the
latitudes of U1 and U2 are

ϕ1/2 = arcsin [sin (ϕs) cos (α0)± cos (i) sin (α0)]. (5)

Then, to compute the longitudes of U1 and U2, note that the
unit vector û placed at O and pointing to any of such positions
forms an angle α0 with the unit vector ŝ still placed at O and
pointing to S. This corresponds to let the scalar product û · ŝ
be equal to cos (α0). After some calculations, the following
equation can be found:

cos (λ1/2 − λs) =
cos (α0)− sin (ϕ1/2) sin (ϕs)

cos (ϕ1/2) cos (ϕs)
. (6)

Solving (6) for a specific latitude ϕ, it is possible to find 2
points with longitudes λw and λe forming an angle α0 with
the satellite projection S. Specifically, going from West to East
λw precedes λs, and λs precedes λe. In total, there are: (i)
2 possible longitudes associated to ϕ1, i.e., λw

1 and λe
1; (ii) 2

possible longitudes associated to ϕ2, i.e., λw
2 and λe

2. However,
only one longitude for each latitude is the correct one. It can be
quickly recognized that if the satellite is ascending, the correct
longitude associated with ϕ1 is λw

1 , while the correct longitude

associated with ϕ2 is λe
2. Instead, if the satellite is descending,

the correct longitude associated with ϕ1 is λe
1, while the correct

longitude associated with ϕ2 is λw
2 . Given that a satellite is

ascending (descending) if the component vzs of its speed along
the z axis is positive (negative), and indicating with sgn (·) the
sign function, the longitudes of U1 and U2 can be evaluated
as:

λ1/2 = λs∓ sgn (vzs ) arccos

[
cos (α0)− sin (ϕ1/2) sin (ϕs)

cos (ϕ1/2) cos (ϕs)

]
.

(7)
3) Prediction of next passes: To predict the next satellite

passes in case of discontinuous coverage, the current 3GPP
specification [40] defines SIB32 as a means used by an eNB-
equipped satellite to broadcast the orbital parameters related
to 4 satellites at most (see the definition of the parameter
maxSat-r17). While it is understandable the reason for such
a small number of satellites, i.e., the cumulative orbital data
related to each satellite within a constellation would make the
transmission of a too-long SIB32 unfeasible in practice, in this
paper, it is argued that SIB32 can be forged in a different way.
In fact, it must provide a few constellation parameters so that
the receiving UE can compute the next passes related to all the
satellites belonging to the constellation. This choice has some
advantages: (i) there is no need for the satellite and/or the
network to make a selection of the maxSat-r17 satellites
advertised in a given spot of the Earth, thus increasing the
scalability of the system; (ii) the knowledge of the whole
constellation would allow all UEs to exactly compute what
is the very next pass by any satellite in the constellation,
thus increasing the communication chances; (iii) The SIB
length would be much shorter, thus reducing the energy
consumption and resources required by both LEO satellites
and UEs. Additionally, the UEs only need to receive this
SIB32 once during initial communication with the satellite.
It can be almost ignored over the long term. Therefore, in
the simulations later, the energy variations due to receiving
SIB32 are not considered significant enough to affect the
outcomes. In Release 18, 3GPP also introduces SIB33, which
provides satellite assistance for neighboring cells. However,
the strategy discussed in this paper does not require this
additional information. Therefore, SIB33 is not considered in
the analysis.

Here, the Walker Constellation is employed in this paper
as it is a widely used configuration for LEO satellite sys-
tems [34]. All satellites have the same orbital inclination in
this configuration and are evenly distributed across multiple
orbital planes. This uniform distribution ensures a balanced
coverage of the Earth’s surface. Any Walker Constellation is
indicated with the notation i : T/P/F , where i represents
the inclination angle, T is the total number of satellites, P
is the number of orbital planes, and F the relative phasing
between satellites in adjacent planes. These parameters are
broadcast in SIB32. Note that the inclination angle i is
implicitly understood through SIB31 and is related to the
serving satellite. The total number of satellites T can be
encoded with 1 byte to allow up to 255 satellites. As well,
P and F can be encoded each with 1 byte. As further detail,
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F is set to be 0 when there is only a single orbital plane, i.e.,
when P = 1. Theoretically, there are no absolute maximum
values for the parameters T , P , and F in satellite constellation
configurations, as they depend on the specific requirements and
design considerations of particular missions. The size of these
parameters can be adjusted according to different applications.
Assuming to represent each of those 3 values with 2 bytes, a
Walker constellation with a maximum size of 65535 satellites
would be able to capillary cover the whole Earth surface with
satellites, each featured by a 100 km wide footprint. Hence,
a SIB32 long 6 bytes is more than sufficient to allow all
constellations targeting a discontinuous coverage.

By combining the estimated UE’s coordinates (see
Sec. III-B2) and the trajectory of all satellites in a Walker-
like constellation, it is possible to fill up a sorted list with all
next passes of satellites in the considered constellation up to
a given time Tlim. First, for each of the 2 possible locations
of the UE position, it is possible to build a time-sorted list by
adding at each step the pair (time, longitude) associated with
the next satellite belonging to the constellation and passing at
the same latitude associated to the considered location. This
list is continuously filled with next passes at the same latitude
until Tlim. Then, the passes with “non-compliant” longitudes
will be discarded. Finally, the 2 lists are merged to create
a single time-sorted list containing the next feasible passes
through the UE possible locations.

In more detail, it must be observed that during a nodal
period PN (i.e., the time taken by a satellite to complete an
entire orbit around the Earth and pass by the same latitude with
the same direction), the Earth rotates for exactly the difference
in longitude

∆λ = PN (Ω̇− ωE), (8)

where ωE is the angular velocity of the Earth and Ω̇ is the
nodal regression rate of the satellite orbit [41]. However, given
the first estimated longitude λ

u/d
1 , for the objective of the

proposed approach, it is more important to find the longitude
of the next pass λd/u

1 through the same latitude ϕ and opposite
direction (the “u” means upside, the “d” means downside):

λ
d/u
1 = λ

u/d
1 + π ∓ 2 arcsin

(
tan (ϕ)

tan (i)

)
+

+

(
0.5± 1

π
arcsin

(
sin (ϕ)

sin (i)

))
∆λ. (9)

In general, the set of all longitudes associated with passing
through the same latitude is:{
λ
u/d
j |λu/d

j = λ
u/d
1 + (j − 1)∆λ, for j = 1, 2, ...

∥∥∥∥Tlim

PN

∥∥∥∥}
(10)

Referring to Walker Constellation, the longitudes in different
planes are [33]{

λ
u/d
j,k |λu/d

j,k =

= λ
u/d
j + 2π(k − 1)

(
1

P
+

F

T

)
, for k = 1, 2, ..., P

}
.

(11)

Finally, the complete set of longitudes for the constellation is:{
λ
u/d
j,k,o|λ

u/d
j,k,o = λ

u/d
j,k +

(o− 1)P

T
∆λ, for o = 1, 2, ...,

T

P

}
.

(12)
with the longitude of the reference point being λ

u/d
1,1,1, and its

time instant indicated as T
u/d
1,1,1.

Now that the list of longitudes where each satellite passes
through the same latitude of the UE within a certain period of
time is built, it is necessary to determine which longitudes are
within the communication range of the UE and find the elapsed
time since the time instant Tu/d

1,1,1 associated to reference point,
so that the revisit time for longitude λ

u/d
j,k,o is

T
u/d
k,o,j = T

u/d
1,1,1 + (j − 1)PN +

(k − 1)F

T
PN +

(o− 1)P

T
PN

(13)
Recalling that the area covered by a traveling satellite is

called swath [42], it is worth defining Λ as the width of the
satellite swath at the latitude ϕ of the UE. In other words, when
a satellite passes through latitude ϕ, if the satellite’s longitude
λ
u/d
j,k,o ∈ [λ− Λ

2 , λ+
Λ
2 ], the device can communicate with this

satellite. Considering also α0 and the UE’s latitude, the swath
can be calculated as follows:

Λ = cos−1

(
sin (ϕ) cos (i)− sin (α0)

sin (i) cos (ϕ)

)
−

cos−1

(
sin (ϕ) cos (i) + sin (α0)

sin (i) cos (ϕ)

)
. (14)

A larger swath Λ′ is required to predict the next pass,
depending on the error margin. This also means the device
can move within a certain range within the maximum error
distance. This value can also be adjusted according to different
applications. The formula to calculate Λ′, taking into account
the acceptable distance error, is as follows:

Λ′ = Λ+ 2 ∗ Derror

RE ∗ cos(ϕ)
(15)

4) Wake up on predicted satellite pass: Once a UE has
caught the first NPSS signal (see Sec. III-A), estimated
the maximum elevation angle of satellite’s trajectory (see
Sec. III-B1), computed 2 possible locations for its own po-
sition (see Sec. III-B2), and predicted the associated next
satellite passes (see Sec. III-B3), it can communicate with the
satellite. After that, it can turn its radio off and stay in sleep
mode.

Thanks to the knowledge of the next passes, the UE can
wake up exactly again around the estimated revisit time Tnext

associated with the first item on the list. The same listening
strategy pictured in Fig. 1 is used. It is important to notice
that since the prediction is based on 2 potential locations,
it is possible that the first item on the list is associated
with the wrong location. As well, even if the first item is
associated with the correct location, there could be an error in
the predicted revisit time. Given that the maximum visibility
time τv of the satellite is around 4 minutes for a 600 km LEO
satellite. If no NPSS has been captured before Tnext+τv , then
it is reasonable to assume that the next pass was associated
with the wrong location. It also seems reasonable to let the UE
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start listening not before Tnext − τv . As a matter of fact, the
uncertainty on the start of the visibility time is assumed to be
bounded to τv before and after the computed revisit time. In
this way, the search time Tmax is set to twice the maximum
visibility time of the satellite, so around 8 minutes for the
targeted scenario. If no NPSS has been received, the UE will
go to sleep and start the same procedure around the next revisit
time in the list of future satellite passes. Additionally, since the
value of Tmax during this phase is quite short if compared with
the Network Search phase, the interval t̃ between 2 consecutive
polls can be shortened to 30 seconds to capture with more
precision the start of the visibility time and have more time
to communicate.

C. Getting to Phase3: Steady State

The Sychronization to LEO satellites phase pictured above
in Sec. III-B requires that a UE always wakes up for the next
satellite pass present in the built sorted list of predicted passes.
This is done in order to perform a position estimate and update
the list of next passes. A UE will also wake up if the next pass
is associated with a mirrored position, thus wasting energy.
In this sense, a UE should combine the subsequent position
estimations in order to select just the actual position and
narrow down the associated error. The routine pictured below
is meant to refine the UE’s estimated position through multiple
satellite passes. The stopping condition for this process is
given by the number of estimation Ne, whose value will be
discovered through simulation-based analysis in Sec. IV-B. It
is worth noting that the routine behavior differs among (i) the
very first satellite pass (the one triggering the switch from
Network Search to Synchronization to LEO satellites), (ii) the
second pass, and (iii) the following ones up to Ne. The details
of the procedure are shown in Figure. 4.

After the first satellite pass, the UE will discover 2 locations
for the UE position, namely U1 and U2. These 2 locations and
the location S of the satellite projection on the ground closest
to the UE are stored as V and R and used for the next iteration
of the routine. Based on the computed list of time-sorted next
passes, the UE will wake up for the next pass. If no NPSS
is received, the UE goes to sleep and wakes up again for the
following pass in the list. This routine continues until the UE
wakes up and finds out that a satellite pass is happening.

At this stage, the second run of the routine can be executed.
In detail, the satellite estimates the satellite position when it
is closest, S, and the 2 possible locations for its own position
U1 and U2 just like the first pass. In addition, it computes a
reference point R = (R + S)/2. Then, it selects between the
location found during the first pass, V [0], and V [1], the one
which is the closest to R, stored as V ; it also selects between
the location found during the second pass, U1 and U2, the one
which is the closest to R, namely UC . It can now estimate its
position as V = (V + UC)/2.

The third and following runs of the routine are executed
when a satellite pass is detected during the next wake-up
according to the updated list of satellite passes. Specifically,
at run n, the satellite location S and the 2 locations for the
UE U1 and U2 are estimated. Based on these, the reference

Start

Input: Minimum number of
estimation Nest

Initialization: n = 0, 
V = None, R = None

Yes

n = n + 1

Obtain Satellite’s current position S
Calculate two potential UE positions: U1

  and U2
Reference point R = ( (n - 1) R + S) / n

n == 1V = [ U1,  U2 ]

Update next pass list
based on U1

 and U2
Wait for satellite

Yes

No

n == 2V = Closer point
to R among V[0] and V[1]

Yes

UC= Closer point to R among U1 and U2

V= ( ( n-1 ) V + UC
 ) / n

No

No
n == Nest

Estimated Position V

End

Fig. 4: Wake-up strategy: Determination of UE’s Position
flowchart

point R = ((n−1)R+S)/n is computed. Then, the UE selects
between U1 and U2 the closest location UC to R and can com-
pute the estimate of its own position V = ((n−1)V +UC)/n.

After the Ne run, the UE can wake up just when it needs to
transmit IoT data through the LEO constellation. To do that,
the list of next passes used is based only on the estimate V
found at the end of the Ne-th run.

Additionally, it is essential to clarify that this routine does
not involve any computationally intensive operations. Each
time a satellite passes, the device only updates two values:
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V , the estimated position, and R, a reference point based on
the satellite’s position. These straightforward updates involve
averaging operations to refine the UE’s position over time.
Since the routine merely updates these two points based on
calculations during each satellite pass, the complexity remains
minimal, making the approach both efficient and lightweight
for the device.

IV. SIMULATION RESULTS

In this section, some results are presented based on the
simulation of the proposed strategy. The simulation environ-
ment can work with various types of satellite constellations
and is able to mimic random deployments of UEs on the
ground. All satellite trajectories are generated using the Sky-
field library [43]. Each NPSS signal received by a UE is
affected by the Doppler effect. Additionally, as discussed in
the previous section, due to hardware limitations, the accuracy
of the measured signal frequency and the following calcula-
tions cannot be perfect. To represent the measurement noise
more realistically, each signal is affected by Additive White
Gaussian Noise (AWGN). This is achieved by incrementing (or
decrementing) the original value of the Doppler shift by means
of a random value drawn from a zero-mean normal distribution
with configurable standard deviation σ. The value of σ has
been varied in the interval [0, 300] Hz to feature different noisy
environments. It is recognized that real-world deployments
involve additional complexities and factors that are hard to
be fully captured through simulations. However, by adding
AWGN to simulate signal noise, the results reasonably reflect
how environmental factors can degrade the signal quality.
Varying the intensity of the noise allows the simulation to
mimic the kind of challenges that would be encountered in
real-world conditions. While it is impossible to replicate every
aspect of the natural environment, this approach still offers a
practical way to evaluate the strategy’s performance across
different noise levels.

All the NB-IoT settings are based on the 3GPP techni-
cal report [12]. As for the GNSS receiver, ground devices
equipped with GNSS should initiate the GNSS receiver for
positioning before each communication. Depending on the
situation, the start of a GNSS receiver can be referred to as
“cold start”, “warm start”, or “hot start” [44]. A “cold start”
occurs when the receiver is used for the first time or after
a long period of inactivity. Instead, a “warm start” occurs
when the receiver has not received GNSS signals for over
2 hours. Then, a “hot start” occurs when the receiver has all
the necessary up-to-date information to lock onto the satellite
quickly. From the energy consumption perspective, this paper
will compare the presented strategy against the solution that
consumes the lowest energy, i.e., the one with integrated GNSS
modules [12].

Contrariwise, the GNSS-free strategy introduced later re-
quires that UEs receive several NPSS signals to achieve and
keep synchronization. This process can be completed in 1
second [19]. Recalling that NPSS signals are transmitted
for 1 ms every 10 ms by eNBs, UE can listen up to 100
NPSS during 1 second. However, the NPSS collection strategy

TABLE I: Parameters of the Simulations

Parameters Value
Power of GNSS 37 mW

Power of RX NPSS/NSSS 90 mW
Power of RX MIB/SIB-satellite 90 mW

Power of Idle 3 mW
Power of Sleep 0.015 mW

GNSS cold start duration 30 s
GNSS warm start duration 5 s
GNSS hot start duration 1 s
RX SIB-satellite duration 24 ms

RX MIB duration 60 ms
Search for NPSS duration 11 ms

TABLE II: Network Search energy consumption comparison

Constellation types GNSS implemented No GNSS
Single satellite 3.6 J 0.99 J

Single Orbit (4 satellites) 3.27 J 0.37 J
Walker constellation (12/3/1) 3.11 J 0.14 J

on the UE can be implemented to listen to less than 100
NPSS within the 1 second observation time, with the interval
between two consecutive NPSS receptions being higher than
10 ms. In all cases, the chosen value of power consumed
for listening to incoming downlink signals (i.e., NPSS, NSSS,
MIB, and SIBs) is the highest setting presented in [12]. Such a
conservative choice has been made to compare the best GNSS-
based solution with the worst-case GNSS-free settings. Table I
outlines the parameters used to configure the simulations.

Finally, three different discontinuous coverage situations
are considered in the context of the present contribution,
all represented as Walker Constellations. In the worst case,
the “Single satellite” case offers a very sporadic coverage,
limiting the satellite’s visibility on any Earth spot to around 20
minutes per day, with an average of 2 passes per day [7]. The
second case is “Single orbit,” which involves multiple satellites
organized into a single orbit. Finally, the “Multiple orbits”
scenario represents a generic sparse Walker constellation, with
multiple orbits and several satellites per orbit. It has to be
noted that only circular orbits have been used for simplicity,
with the satellite’s altitude fixed to a typical value of 600 km.
The inclination angle is set to 85◦ to allow a fair coverage of
the poles.

In detail, this section provides some rules of thumb to
configure the wake-up strategy presented in Sec. III with the
proper settings and evaluates the energy consumption due
to it in the long term. Sec. IV-A discusses how to set the
wake-up interval t̃ introduced in Sec. III-A. Next, Sec. IV-B
shows how to set up the process that lets the strategy enter
the Steady State phase, and Sec. IV-B shows the latency
and energy consumption to get into Steady State phase in
different scenarios. Finally, Sec. IV-D provides an evaluation
of the energy consumed by the presented GNSS-free wake-
up strategy and compares it with the standard GNSS-enabled
configuration.

A. Optimal wake-up interval during Network Search

As introduced in Sec. III-A, when a UE is switched on (or
in general when it is bootstrapped), it must first join the NB-
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(a) Energy consumption for
Single satellite.

(b) Energy consumption for
Single orbit with 4 satellites.

(c) Energy consumption for
Walker constellation: 12/3/1.

(d) Latency for
Single satellite.

(e) Latency for
Single orbit with 4 satellites.

(f) Latency for
Walker constellation: 12/3/1.

Fig. 5: Performance evaluation of Network Search.

IoT network. To do so, it starts a polling procedure where
it intermittently wakes up for very short time intervals, i.e.,
11 ms, and listens to the radio for possible incoming NPSS
signals. The challenge inherent to this approach is to find a
suitable wake-up interval between 2 consecutive polls in order
to maximize energy efficiency while preserving the reactivity
of the joining protocol (see Fig. 1).

The results of the simulation-based analysis conducted to
address this issue are shown in Fig. 5. In detail, Fig. 5a, 5b, and
5c show the average energy consumed by a UE implementing
the Network Search procedure as a function of the configured
wake-up interval t̃. Instead, Fig. 5d, 5e, and 5f picture the
average time elapsed before the first NPSS signal is received,
and such a value is plotted as a function of the configured
wake-up interval t̃ as well. Then, Fig. 5a and 5d refer to the
scenario with a single satellite, while Fig. 5b and 5e consider
the single orbit configuration, and Fig. 5c and 5f deal with a
Walker constellation 12/3/1. In all figures, the value t̃ has been
varied from 10 seconds to 6 minutes, with an incremental step
of 1 second. For any given value of t̃, 400 random locations on
the Earth have been selected. For each location, 1000 random
instants of time have been chosen to mimic different bootstrap
times with respect to the current positions of satellites in the
sky. Hence, each point in the plots of Fig. 5 represents the
average of 0.4× 106 simulations.

Starting from the analysis of the energy consumption due
to the very first Network Search, as it can be seen in Fig. 5a,
5b, and 5c, the length of the interval t̃ has a significant impact
on it. Indeed, if t̃ is too short, UEs wake up to check for
downlink NPSS signals more frequently than needed. Given
that the time interval between satellite passes over a given
spot on the Earth can range from several minutes to over 10
hours, depending on the constellations, frequent wake-ups lead
to a significant waste of energy. On the other hand, if t̃ is

too long, the UE can miss satellite passes more frequently,
resulting in the inability to join the NB-IoT network for a
very long time. In general, it may be noticed that the lowest
values of energy consumption can be achieved for values of
t̃ close to the average time of a LEO satellite pass over any
spot on the Earth: if a UE wakes up frequently enough not to
miss a satellite pass, the chance of saving energy is higher.
In addition, due to the approximate periodicity of satellite
passes, some specific wake-up frequencies may cause the UE
to miss multiple satellite passes in a row. Although energy
consumption is lower in sleep mode, sleeping too long can
still result in a significant cumulative energy consumption.
Considering the need for UEs to transmit uplink IoT data, the
prolonged inability to get connected to the network translates
into big amounts of cached data, which in turn may affect the
communication efficiency and result in delayed or failed data
transmission.

Furthermore, comparing the single satellite scenario (see
Fig. 5a) with the single orbit one (see Fig. 5b), the increased
number of satellites lets the interval between satellite passes
decrease, thus leading to a decreased waiting time for a
UE to join a DtS NB-IoT network and a reduced energy
consumption. This is even more evident by inspecting the
scenario with a Walker constellation Fig. 5c). One final remark
on the energy consumption can be made by observing that the
availability of more satellites leads to the expansion of the
range of optimal values for t̃. If this interval ranges between
120 and 180 seconds in the single satellite scenario, in the case
of multiple satellites in a single orbit, the optimal values of t̃
vary between 150 and 250 seconds. For a Walker constellation,
which involves a larger network of satellites distributed over
multiple orbits, the wake-up interval can be further expanded
to [150, 300] seconds.

With regard to the analysis of the measured latency between



11

Fig. 6: Possible estimations of one single pass with σ = 50.

the instant when the UE is bootstrapped and the instant when
it gets synchronized to the NB-IoT network, Fig. 5d, 5e, and
5f show that it looks like very much similar to the energy
consumption. However, for very small values of t̃, the latency
is just an increasing function of the wake-up interval. For
example, by having a close look at the energy consumption and
the measured latency in the single satellite scenario (Fig. 5a
and 5d), it may be noticed that for t̃ becoming smaller and
smaller than 100 seconds, the energy consumption increases,
but the latency decreases. In other words, waking up more
frequently is energy expensive, yet it allows a fast join to the
network. Hence, the correct setting of t̃ must be driven by the
final IoT application: for time-critical data, it may be more
convenient to trade off the energy consumption in favor of the
fastest Network Search phase. Although the study was limited
to using the Walker constellation, the worst-case scenario still
involves only one satellite in any constellation configuration.
As the number of satellites increases, both energy consump-
tion and latency are expected to decrease, and the wake-up
intervals can become longer. Therefore, 150 seconds in wake-
up intervals can be applied to any type of constellation, and it
will also be used in upcoming simulations. However, this value
may require adjustments for different altitudes and orbital
inclinations, which will be further investigated in future work
and are not covered in this paper.

Finally, it is worth providing a comparison with the manda-
tory GNSS-enabled implementation. When a GNSS-enabled
UE is bootstrapped, the GNSS receiver must run a “cold start”.
Assuming that the information about satellite constellations
is pre-loaded, a UE only needs to enter sleep mode after
startup and remain in such a state until the first expected
pass of the satellite. Table II shows the resulting comparison
between GNSS-enabled UE and GNSS-free UE for different
satellite constellations. In that, the GNSS-free UE is set with
an optimal value of t̃. It can be seen that there is a clear
reduction of energy consumption when using the GNSS-free

Fig. 7: Error of estimation.

solution, mainly because the cold start of GNSS is very much
power-hungry.

B. Optimal number of estimation runs to get into Steady State

After the very first synchronization based on the reception
of several NPSS signals (see Sec. III-B1), a UE can estimate 2
possible locations for its actual position by using the method
introduced in Sec. III-B2. To help the reader quickly figure
out what are the outputs of the position estimation, Fig. 6
shows the example of a satellite running across the same path.
This corresponds to the orbital plane of the satellite rotating
synchronously with the Earth. Even if this is physically impos-
sible in practice, it allows a quick rendering of the estimated
locations (in red) with respect to the actual position of the
UE (in blue). The inclination angle of the orbit is 85◦, and a
satellite goes from North to South in the pictured trajectory.
The UE wakes up exactly at a specific instant of time, and
it is able to uniformly capture 50 NPSS signals (broadcast
by that satellite) over a period of 1 second. In this case, the
standard deviation of the simulated error distribution on the
measured Doppler-shifted frequency is set to 50 Hz. Based
on such measurements, it is possible to estimate both the
maximum elevation angle θ∗ of the satellite’s trajectory and
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(a) Error less than 50 km. (b) Error less than 75 km. (c) Error less than 100 km.

Fig. 8: Number of estimations.

the time t0 when the first NPSS was received. The estimated
value t0 is used by the UE together with SIB information to
compute the coordinates of the satellite’s projection on the
Earth when it is the closest to the UE. As it can be seen in
Fig. 6, the actual position of the satellite is indicated in green,
while the computed values (based on measurements affected
by random errors) are pictured in orange. They are aligned
along the actual trajectory of the satellite, whose parameters
are known through the received SIB. It can be noticed that a
UE cannot determine on which side of the satellite it is located
since there are exactly 2 trajectories with the same orientation
within the UE’s communication range and the same maximum
elevation angle. For this reason, estimation results are grouped
around 2 locations, the actual one and the mirrored version,
with respect to the satellite track. In that, the measurement
errors affecting the estimation of the NPSS Doppler-shifted
frequencies translate into an estimation error on θ∗ and on
t0, and thus on the estimated satellite position and on the UE
possible locations. Interestingly, the UE location estimations
are also aligned. Such an alignment can be explained by
the fact that if t0 is estimated to be earlier than in reality,
the UE will compute the position of the satellite projection
when closest to the UE to be further north (in the configured
scenario) and θ∗ to be higher so that the final UE positions
will be thought to be closer to the trajectory than in reality.
Contrariwise, if t0 is estimated to be later than in reality, the
UE will compute the position of the satellite to be further
south and θ∗ to be smaller so that the final UE positions will
be thought to be further from the trajectory than in reality.

Pushing further the analysis on the same virtual environment
with the orbital plane rotating synchronously with the Earth,
Fig. 7 plots the position error when the standard deviation
of the measurement error on the Doppler-shifted frequency
is varied and for 3 different amounts of measured NPSS fre-
quencies (i.e., 20, 50, and 100) used to estimate the maximum
elevation angle and, as a consequence, the position of the UE.
Each point on the plot results from the average of 8000 random
measurements made by a UE placed at the same location of
Fig. 6. Clearly, a higher standard deviation for the simulated
measurement error translates into a bigger positioning error.
As well, using more NPSS measurements narrows down the
positioning error.

Being the goal of this subsection to study how the number
Ne of estimation runs needed to have the UE position converge
to a stable value, Fig. 8 plots Ne as a function of the standard

deviation of the measurement error. 95% confidence intervals
are also shown for the sake of statistical significance. It can
be seen that to keep the positioning error lower than 50 km
(see Fig. 8a) around 32 estimation runs have to be performed
if the measurement error is particularly intensive (300 Hz of
standard deviation) and the UEs cannot treat more than 20
frequency measurements simultaneously. In this worst case
scenario, a UE must wake-up 32 times to finally have a small
error on its positioning. As it can be expected, a smaller
standard deviation for the measurement error, e.g., 100 Hz,
permits the convergence to a positioning error lower than 50
km after Ne = 26 runs. Using more NPSS signals to trigger
the estimation process, e.g., 100 signals, significantly reduces
the number of estimation runs to values going from 6 in
the best scenario without measurement errors to 28 when the
measurement error is very intensive. It must be noticed that
in the considered simulation scenario with the measurement
error being null, the UE still needs a number of estimation runs
bigger than 2 to converge to a stable positioning value, because
with the routine presented in Sec. III-C the UE does not make
any assumption on the value of the measurement error, so the
lack of measurement error does not anticipate the stopping
condition. It is worth mentioning that the positioning precision
can be traded off in favor of a faster convergence of the routine,
as shown in Fig. 8b and 8c, showing the same analysis when
the acceptable errors are increased to respectively 75 and 100
km.

Finally, note that these results should be implemented in
devices before the first wake-up. Once the number of estima-
tions reaches this value, the device can switch to the Steady
State phase: a UE will wake up based on the application’s
requirements rather than waking up every time a satellite
passes in its transmission range.

C. Energy consumption and latency to get into Steady State

In the previous subsection, the optimal number of esti-
mations required to reach the steady state was discussed.
However, due to variations in satellite constellations, even if
the same number of estimation runs is required, the latency
and energy consumed can differ significantly. So, it is worth
considering the impact of different constellations on the overall
performance. As shown in Fig. 9, the worst-case performance
scenario was studied by considering the reception of only 20
NPSS signals and a standard deviation of 300 Hz in Doppler
shift measurements. Each result presented in a scenario is
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(a) Latency

(b) Energy consumption

Fig. 9: Latency and energy consumption for different scenar-
ios.

the average of 800 simulations. In every simulation, a device
is randomly selected, and position estimations are performed
until the estimated position error is reduced to less than 50
km. The energy consumption and latency to reach the steady
state show a similar trend as the number of satellites per orbit
increases. For instance, the energy consumption can reach
around 18 J and the latency around 13 days in the worst-
case scenario of 1 satellite per orbit. As expected, with an
increasing number of satellites per orbit, both the energy
consumption and latency decrease substantially. In the biggest
constellation considered, i.e., 4 satellites per orbit and a total of
3 orbits, energy consumption drops to around 3 J, and latency
decreases to about one day.

Interestingly, the performance in terms of energy and la-
tency does not depend only on the total number of satellites
but also on how they are spread across orbits. Sometimes,
having more satellites in fewer orbits can lead to better results.
For example, putting 4 satellites in 1 orbit might be more
efficient than spreading them across 2 or 3 orbits because
satellites in fewer orbits pass over the same area more often,
which helps with faster synchronization and saves energy
during wake-up. However, this behavior changes when there
are more satellites. If there are 6 satellites, a 3x2 setup (3 orbits
with 2 satellites each) outperform a 2x3 setup (2 orbits with
3 satellites each) in terms of both energy consumption and

latency. The 3x2 configuration provides a fairer distribution
of satellite passes, making synchronization easier and keeping
the energy consumption low. So, the best setup depends on
finding the right balance between how many satellites are in
each orbit and how many orbits are used.

In conclusion, it is essential to consider the number of satel-
lites and their distribution across orbits in real deployments.
While fewer orbits with more satellites can improve perfor-
mance in some cases by reducing energy and synchronization
time, this advantage may diminish as the satellite count
increases. A balance between satellite density per orbit and
the number of orbits is essential to ensure optimal coverage
and system efficiency.

D. Energy consumption on the long term

This subsection analyzes the energy consumption of the
proposed strategy and compares it with the currently manda-
tory GNSS-helped 3GPP solution. To show the importance
of the combination of the 3 phases of the proposed strategy,
the comparison will show what would happen if a subset of
the 3 phases is implemented. Specifically, the Network Search
phase implemented alone configures UEs to wake up at fixed
intervals to search for NPSS signals. Even after the end of
the communication, intermittent wake-ups continue to wait for
the next satellite passes. Then, if the Network Search phase
is followed only by the Synchronization to LEO satellites, a
UE intermittently wakes up, estimates 2 potential positions,
thereby building a list for the next passes and entering sleep
mode to wait. In this configuration, a UE must wake up at
every satellite’s pass. For the sake of energy comparison, a
simulation also shows what energy is consumed if the UE
does nothing.

Furthermore, the comparison is shown for different satellite
constellation scenarios, as plotted in Fig. 10. Given that a
single 600 km satellite typically passes over a given point
on Earth 1-2 times per day, the data transmission frequency is
set to once per day to fit all types of constellations. Then, the
Network Search wake-up interval t̃ is set to 150 seconds (see
Sec. III-A, and Sec. IV-A). Instead, t̃ is set to 30 seconds
when a UE wakes up during the Synchronization to LEO
satellites phase for a predicted satellite pass (see Sec. III-B4).
In detail, Fig. 10a, Fig. 10b, and Fig. 10c show the results
for simulations lasting 7 days and related to the case of the
standard deviation for the measurement error being equal to
50 Hz. The number of NPSS signals used for the estimation
is 100 and they are uniformly captured in a window long
1 second. The maximum tolerated positioning error is fixed
at 75 km. By using Fig. 8b, the configured Ne value is 7.
Instead, Fig. 10d, Fig. 10e, and Fig. 10f show the worst-case
scenario related to the standard deviation of the measurement
error being equal to 300 Hz and the possibility to capture only
20 signals to estimate the position. As shown in Fig. 8a, a UE
must perform Ne = 32 estimation run to determine its position
with a maximum tolerated error of 50 km. In these cases, the
simulations represent the energy consumption in the first 14
days.



14

(a) σ = 50, 100 signals
Single satellite.

(b) σ = 50, 100 signals
Single orbit with 4 satellites.

(c) σ = 50, 100 signals
Walker constellation: 12/3/1.

(d) σ = 300, 20 signals
Single satellite.

(e) σ = 300, 20 signals
Single orbit with 4 satellites.

(f) σ = 300, 20 signals
Walker constellation: 12/3/1.

Fig. 10: Energy consumption

First of all, Fig. 10a refers to the single satellite scenario
and it clearly shows that if a UE only employs Network
Search phase, its energy consumption is significantly higher
than any other solution. This is mainly due to the continuous
wake-up strategy aimed at constantly searching NPSS signals.
However, all the other GNSS-free solutions are more energy
efficient than the GNSS-based ones. This is attributed to
the reasons previously explained in Sec. ??: the GNSS cold
start process demands the highest energy consumption before
starting the very first communication. Note that in the single
satellite scenario, the process presented in Sec. III-C to stop
the position estimation process does not improve the energy-
saving strategy already enforced by the Synchronization to
LEO satellites phase. Interestingly, the energy consumption
behavior changes when more satellites are coordinated in a
LEO constellation, as shown in Fig. 10b (single orbit scenario)
and Fig. 10c (Walker constellation). It can be clearly seen
that the energy consumption of UEs not implementing the
stopping condition for getting into the Steady State phase
exceeds that of the GNSS-based solution. This is due to the
device needing to wake up at all satellite passes in order to
continuously update the list of next passes. As the number of
satellites increases, the frequency of satellite passes can reach
dozens of times per day, thus implying considerable energy
waste. Additionally, since each position estimation results in
2 potential locations, the device also wastes energy waking
up when no satellite is passing. In any case, the GNSS-free
wake-up strategy presented so far definitely outperforms the
GNSS-based solution in terms of energy efficiency. It is worth
pointing out that as the number of satellites increases, UEs can
enter the Steady State phase more quickly since the number
of needed passes to narrow down the estimation error will be
reached sooner in a denser constellation.

When considering the worst-case scenario (highest stan-

Fig. 11: Comparison of energy consumption during one year.

dard deviation for the measurement error, smallest required
positioning error, smallest number of NPSS signals used for
estimation), the energy consumption in the single satellite
scenario of Fig. 10d does not significantly differ from the
corresponding scenario of Fig. 10a: as the satellite only passes
1-2 times per day over a given spot, there is no significant
change in the energy consumption. However, in the case
of one single orbit and the Walker constellation (Fig. 10e
and 10f), due to an increased number Ne of estimation runs,
the energy consumption is higher in the short term. As it may
be noticed in Fig. 10e, the GNSS-based solution becomes more
energy efficient than the complete GNSS-free wake-up strategy
proposed within this paper after 2.5 days. However, after 9.5
days of activity, the GNSS-free solution becomes again and
stays even more energy-efficient than the GNSS-based. This
is also visible for the Walker constellation of Fig. 10f: on the
short term (in the first half day) and on the long term (after 8
days) the GNSS-free solution is the most power efficient.

The final comparison of Fig. 11 refers to the employment
of a Walker constellation composed by 16 satellites allowing
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different data transmission frequencies up to 6 per day. The
comparison is done between the complete GNSS-free wake-
up strategy introduced in this paper (in red) and the GNSS-
based solution (in blue). From Fig. 11, it is clear that as the
number of data transmissions per day increases, the difference
in energy consumption becomes increasingly significant in
favor of the GNSS-free solution introduced so far.

V. CONCLUSION

In this paper, a GNSS-free wake-up strategy for NB-IoT
Direct-to-Satellite architecture involving LEO constellation of
any size has been proposed, and compared against the man-
dated GNSS-based 3GPP solution. Focusing on discontinuous
coverage of LEO satellite constellations, this strategy allows
NB-IoT UE to estimate their own position and predict future
satellite passes, all without GNSS capabilities. Further than the
implicit advantage of making DtS NB-IoT architecture non-
dependent on GNSS and increasing the network resiliency,
with the help of simulation-based analysis, it has been verified
that the introduced strategy can effectively reduce energy con-
sumption due to network synchronization issues. In addition,
this strategy does not require any hardware update to the
network devices, yet it just requires a firmware update on
ground UEs. This makes it an ideal option for applications that
do not require precise positioning. The paper uses the Walker
constellation as an example, but this strategy can be extended
to other constellations to address a wider range of scenarios
by adding additional information in SIB. In future work,
the uplink transmission capabilities will be analyzed, and
more efficient position estimation strategies will be proposed.
Additionally, the proposed methods will be validated using real
experiments to ensure practical applicability and performance.
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