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Abstract. In the field of natural language processing (NLP), accurately
understanding and processing complex linguistic structures remains a
major challenge. This paper addresses the less-explored phenomenon of
cataphora—where a pronoun or noun phrase points forward to a yet-to-
be-mentioned entity in the discourse. While anaphora resolution has been
extensively studied, cataphora detection and resolution have not received
the same level of attention and remain underexplored. This paper seeks to
bridge this gap by evaluating state-of-the-art techniques and identifying
the obstacles that hinder effective cataphora resolution. We investigate
the role of syntactic and semantic ambiguities, contextual influences,
and the integration of world knowledge. Additionally, the potential of
deep learning, neural network and hybrid models to advance cataphora
resolution is explored.

1 Introduction

In the field of natural language processing (NLP), the task of accurately un-
derstanding and processing complex linguistic structures [36] remains a major
challenge. Among these complex structures, anaphora [46] and cataphora [2, 49]
are two linguistic phenomena that play a critical role in determining the coher-
ence and meaning of a text. While anaphora [30] refers to the use of a pronoun or
noun phrase that points back to a previously mentioned entity, cataphora is the
reverse: it is the reference of a pronoun or noun phrase that points forward to a
yet-to-be-mentioned entity in the discourse. Although anaphora resolution [35]
has been extensively studied in NLP, cataphora detection and resolution have
not received the same level of attention [2]. This research paper aims to bridge
this gap by exploring state-of-the-art techniques for cataphora detection and
resolution, as well as highlighting the current challenges and future directions in
this area.

In this paper, we will first provide an overview of the existing methods and
algorithms for cataphora detection and resolution, discussing their strengths and
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weaknesses. Next, we will delve into the challenges and limitations faced by cur-
rent approaches, with a particular focus on the impact of syntactic and semantic
ambiguities, as well as the influence of context and world knowledge on cat-
aphora resolution. We will also examine the role of deep learning and neural
network models in advancing the field, exploring their potential for addressing
the existing challenges in cataphora resolution. Finally, we will outline possible
directions for future research, emphasizing the need for more comprehensive eval-
uation metrics, larger and more diverse annotated corpora, and novel techniques
that can better capture the complex interplay between linguistic and contextual
cues in cataphora resolution.

2 Background and Related Work

2.1 Definition and Characteristics of Cataphora

Cataphora [49] is a linguistic phenomenon in which a pronoun or a noun phrase
(NP) refers to an entity that has not yet been introduced and that appears later
in the text or discourse. It creates a dependency that must be resolved to fully
comprehend the intended meaning and that can be subject to syntactic and
semantic constraints, including agreement in number, gender, and person, as
well as syntactic and semantic compatibility between the cataphoric expression
and its antecedent. This forward-looking reference is the opposite of anaphora,
where a pronoun or NP points back to a previously mentioned entity. Cataphora
plays an essential role in establishing coherence and meaning within a text, as it
facilitates the identification of entities and their relationships. Cataphoric refer-
ences [2] can be found in various syntactic structures and can involve different
types of expressions, including pronouns, demonstratives, and definite NPs. The
most common form of cataphora involves pronouns, such as "he," "she," "it," or
"they," which refer to a subsequent noun phrase. For example, in the following
sentence, the pronoun "he" is a cataphoric reference to "John." :

"Before he left the house, John grabbed his umbrella,"

The sentence is an example of strict cataphora, in that it makes use of a pro-
noun to refer to an antecedent. Non-strict cataphora apply the same structure,
but with a noun or noun phrase as the cataphora instead of a pronoun.

Cataphoric references often occur within specific discourse structures [6], such
as topic introduction, summary statements, or contrastive elements. Accurately
resolving cataphoric expressions is challenging because it relies heavily on con-
textual information and world knowledge that NLP systems may not have access
to. Despite this, identifying and resolving cataphoric expressions is essential for
various NLP applications, as it helps represent the semantic relationships be-
tween entities in a text.
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2.2 Cataphora types

Linguistic terminology and concepts can be nuanced, with variations in how
terms like cataphora are applied or understood in different contexts, languages
or among different scholars.

In the English language, cataphora manifests in several distinct forms. Under-
standing these types and shedding light on their linguistic properties, syntactic
structures, and computational implications is essential for our experiments.

Pronominal Cataphora Pronominal cataphora occurs when a pronoun pre-
cedes and refers to a noun or noun phrase later in a sentence or discourse.
Example: "Even if she doesn’t admit it, Mary will always know the truth."

Computational approaches to pronominal cataphora entail sophisticated al-
gorithms for coreference resolution, which aim to identify and link pronouns with
their corresponding antecedents in text corpora.

Advanced NLP models, especially those based on deep learning and trained
on large corpora, can identify and link "she" to "Mary" by understanding sen-
tence structure and context.

Determiner Cataphora This type involves a determiner (e.g., this, that, these,
those) pointing to a noun phrase that appears later.

Example: "In that scenario, the team would need to score in the final minutes
to win."

Similar to pronominal cataphora, determiner cataphora can be addressed
through coreference resolution techniques. The models need to understand the
context in which the determiner is used and link it to the appropriate noun
phrase, a task that might require more contextual information and understanding
of the discourse structure.

Lexical Cataphora Lexical cataphora occurs when a word or phrase refers to
a more specific term or explanation that follows.

Example: "The punishment, three days of suspension, was harsh but fair."
Addressing lexical cataphora involves recognizing the introductory phrase

and linking it to its explanatory or specifying clause. This can be challenging
and may require syntactic parsing to identify the structure of sentences and
semantic analysis to understand the relationship between the general term and
its specific explanation.

Clause Cataphora Clause cataphora occurs when a dependent clause pre-
cedes its main clause within a sentence or discourse. This type of cataphora
often provides a reason, condition, or outcome that is explained or concluded
subsequently, facilitating discourse coherence and narrative progression.

Example: "To secure victory, while facing sush a harsh competition, the ath-
lete must outperform her last best performance."
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Computational approaches to clause cataphora necessitate sophisticated pars-
ing algorithms capable of identifying and analyzing syntactic dependencies be-
tween clauses in complex sentences.

Advanced NLP techniques, such as dependency parsing combined with se-
mantic role labeling, can help in understanding the causal or conditional rela-
tionships between the clauses.

Nominal Cataphora Nominal cataphora involves the use of a noun phrase or
noun that precedes its referent, pointing forward to a more detailed explanation
or specification. This type of cataphora is often employed to introduce descrip-
tive noun phrases, followed by the explicit mention of the referent later in the
discourse. This type can overlap with pronominal and determiner cataphora but
is distinct in its focus on nouns or noun phrases.

Example: "This idea, that you can achieve anything through hard work, is
widely promoted in society."

Computational models for nominal cataphora necessitate robust techniques
for noun phrase identification and coreference resolution, particularly in tasks
requiring fine-grained semantic analysis, to identify the introductory nominal
phrase ("This idea") and its subsequent detailed explanation ("that you can
achieve anything through hard work").

This may require not just syntactic understanding but also semantic process-
ing to grasp the nature of the explanation or specification.

Adverbial cataphora Adverbial cataphora manifests when an adverbial phrase
precedes the action, state or event it modifies, creating anticipation for the sub-
sequent description of the action. This type of cataphora plays a crucial role
in structuring discourse temporally, guiding the reader or listener’s interpreta-
tion of narrative events, as it often sets the stage for how, when, where, or why
something happens.

Example: "To make matters worse, after all the challenges he faced, the main
speaker canceled at the last minute."

Handling adverbial cataphora effectively requires understanding the tempo-
ral, locational, causal, or manner information provided by the adverbial phrase
and how it relates to the subsequent action or state. Dependency parsing, to
identify the relationship between sentence components, and semantic role label-
ing, to understand the contextual roles of these components, are crucial. The
goal is to link the adverbial phrase ("To make matters worse") with the event it
describes ("the main speaker canceled at the last minute").

2.3 Importance of Cataphora Resolution in NLP Applications

Accurately identifying and resolving cataphoric references is an essential step in
NLU and has significant implications for various NLP applications, as it con-
tributes to the accurate representation of the semantic relationships between
entities in a text. These applications include machine translation, information
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extraction, text summarization, dialogue systems, and coreference resolution for
example.

In machine translation, the resolution of cataphoric expressions plays a piv-
otal role in maintaining coherence and preserving the intended meaning of a
text during translation into another language. Similarly, in information extrac-
tion systems, it helps establish connections between entities and extract more
accurate and complete information from unstructured text. This process is also
crucial for generating concise and coherent summaries in text summarization
applications and essential for dialogue systems reliant on NLU to interpret user
input and generate appropriate responses. Lastly, resolving cataphoric expres-
sions is an essential part of coreference resolution [42, 5], which is the task of
identifying and linking various expressions referring to the same entity within a
text.

Overall, accurately resolving cataphoric expressions is essential for NLP sys-
tems to better understand and process textual information, leading to improved
performance and more sophisticated NLU capabilities.

2.4 Overview of Anaphora Resolution and its Relation to
Cataphora

Although anaphora and cataphora have differences, they share commonalities
that make their resolution tasks interconnected and complementary in NLP ap-
plications. Both require syntactic and semantic constraints to determine the
compatibility between the referring expression and its antecedent. They also con-
tribute to establishing coherence and maintaining the discourse structure within
a text, identifying entities and their relationships. Additionally, both tasks pose
similar challenges, requiring contextual information and world knowledge, which
actual NLP systems may have limited access to, even the most advanced ones.

Anaphora resolution has historically received more attention in NLP research
than cataphora’s due to the higher frequency of anaphoric expressions, their
relevance to various NLP applications, the availability of data, and the historical
focus on anaphora in linguistics. This resulted in the development of various
approaches such as rule-based, statistical, and machine learning-based methods
[52, 36]. These techniques have significantly contributed to improving coreference
resolution [42] systems and integrating them into NLP applications.

In contrast, cataphora resolution has not been extensively studied, and there-
fore, lags behind in terms of methodological advancements. However, researchers
can use the progress made about anaphora’s as a valuable foundation and by
building on existing knowledge and techniques developed, they can advance cat-
aphora resolution and develop accurate and robust methods. This advancement
will further enhance the performance of existing coreference resolution and nat-
ural language understanding systems.
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3 Existing Approaches to Cataphora Detection and
Resolution

3.1 Rule-based Methods

Rule-based methods for cataphora detection and resolution use predefined lin-
guistic rules and heuristics to identify and link cataphoric expressions to their
antecedents. These methods rely on linguistic theories and expert knowledge to
provide insights into the syntactic, semantic, and discourse-level constraints gov-
erning cataphoric references [23]. While rule-based approaches have been widely
used in early NLP research and can be highly accurate, they have limitations.

Syntactic rules are often used in rule-based methods to identify potential an-
tecedents for cataphoric expressions by taking into account the syntactic struc-
ture of sentences, the grammatical relations between constituents [21], and the
linear order of elements in the text. Morphological agreement is also incorpo-
rated to require agreement between the cataphoric expression and its antecedent
in terms of number, gender, and person [21, 1]. To further refine the list of candi-
date antecedents, semantic constraints may be applied based on the compatibil-
ity of the cataphoric expression and its potential antecedent. These methods may
take into account the discourse structure and coherence of the text to resolve
cataphoric references [25].

Despite their effectiveness in specific contexts and languages, rule-based meth-
ods have limitations [39]. They lack flexibility, may not generalize well to dif-
ferent languages, genres, or domains, and require expert knowledge and manual
adjustments. They are sensitive to errors in the input data and can be compu-
tationally expensive, especially when dealing with large-scale data or complex
linguistic phenomena. Nevertheless, they provide a foundation for the develop-
ment of more advanced techniques for cataphora resolution, such as statistical
and machine learning approaches [23, 26].

3.2 Statistical and Machine Learning Techniques

Researchers have turned to statistical and machine learning (ML) techniques
to address the limitations of rule-based methods [23, 26, 24]. These approaches
are characterized by their ability to automatically learn patterns and features
associated with cataphoric references from annotated training data.

Feature extraction is a critical step in statistical and ML methods, and rel-
evant features can include syntactic, semantic, and discourse-related properties
like syntactic patterns, positional information of pronouns, semantic cues, the
distance between the pronoun and the candidate antecedents [43]. Supervised
learning techniques, such as Support Vector Machines, Decision Trees, and Naive
Bayes classifiers, are commonly used in cataphora resolution, but unsupervised
and semi-supervised learning techniques can also be employed [12]. Evaluation
metrics such as precision, recall, F1-score, and accuracy are used to assess the
performance of these methods.
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While statistical and ML techniques offer several advantages over rule-based
methods, such as their ability to learn from data and handle variations in lan-
guage, genre, or domain, they also come with their own set of challenges and
limitations [12]. These include their dependence on annotated data, the challenge
of identifying relevant and informative features, and the lack of interpretability
and explainability in the resulting models. Despite these challenges, statistical
and machine learning techniques have contributed significantly to the advance-
ment of cataphora resolution and paved the way for more advanced approaches,
such as neural network models and deep learning.

3.3 Neural Network Models and Deep Learning Approaches

Neural network models have significantly improved various NLP tasks, which
includes cataphora detection and resolution, by automatically learning feature
representations and capturing complex patterns in the data. These models offer
better performance, scalability, and adaptability compared to ML methods after
being trained on large datasets and learnt to link pronouns with their referents,
whether they are anaphoric or cataphoric in nature.

Word embeddings and contextualized representations are used to represent
cataphoric expressions and their potential antecedents, capturing the semantic
and syntactic properties of the text [41]. Sequence models, such as RNNs and
LSTMs, model the dependencies and relationships between entities in a sequence,
while attention mechanisms enhance these models by selectively focusing on
relevant parts of the input.

End-to-end learning [27] and transfer learning techniques, such as fine-tuning
pre-trained language models, have further improved the performance and gener-
alizability of neural network models for cataphora resolution and shown promis-
ing results [17].

However, these approaches also face challenges, such as the need for signifi-
cant computational resources and difficulties in interpretability and explainabil-
ity. Furthermore, neural network models may struggle to capture fine-grained
linguistic knowledge and specific linguistic constraints that govern cataphora
resolution.

In summary, deep learning techniques have shown significant potential in ad-
vancing the research field around cataphoras. Future research will aim to address
the challenges and limitations associated with these approaches, with the goal
of developing more accurate, efficient, and interpretable models.

4 Challenges and Limitations in Cataphora Detection
and Resolution

4.1 Syntactic and Semantic Ambiguities

Cataphora resolution, as a subtask of coreference resolution, is inherently af-
fected by lexical, syntactic and semantic ambiguities in language[29, 3], who’s
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presence is one of its primary challenges. These ambiguities pose challenges for
both human readers and computational models attempting to identify and link
cataphoric expressions to their antecedents.

Cataphoric expressions are often complex and ambiguous, making it difficult
for computational models to accurately identify and resolve them. For instance,
the pronoun "He" in the sentence "When He started bleeding, Michael was
starring at Pierre through the open window." could refer to either to Micheal
or to Pierre, depending on the context. Similarly, in the sentence "John tried
fixing it, but the printer still prints the ticket wrong.", the pronoun "it" could
refer to either the printer or the ticket. Understanding and resolving these types
of ambiguities is essential for accurate NLU in NLP applications. They can arise
from various sources, such as structural and coordination ambiguities, lexical
and predicate ambiguities, and cataphoric ambiguity.

Structural ambiguity refers to cases where a sentence can be parsed in multi-
ple ways, leading to different syntactic structures [3]. This ambiguity can create
uncertainty regarding the grammatical role of a noun phrase, making it difficult
to determine whether it serves as a valid antecedent for a cataphoric expression.
Coordination ambiguity occurs when it is unclear how conjuncts in a coordinated
structure should be grouped or related. This ambiguity can create uncertainty
about the scope and relationships of potential antecedents within a coordinated
structure.

Lexical ambiguity arises when a word or phrase has multiple meanings or
senses [29]. This ambiguity can affect cataphora resolution, as the correct inter-
pretation of the ambiguous word or phrase is crucial for determining the seman-
tic compatibility between a cataphoric expression and its potential antecedent.
Predicate ambiguity occurs when it is unclear how the arguments of a predicate
should be assigned or interpreted. This ambiguity can impact cataphora reso-
lution, as the relationships between cataphoric expressions and their potential
antecedents may depend on the correct interpretation of the predicate and its
arguments.

Cataphoric ambiguity arises when a cataphoric expression can be linked to
multiple potential antecedents. This ambiguity can make it challenging to de-
termine the correct antecedent for a cataphoric expression, as the models need
to consider various syntactic, semantic, and discourse-level factors to resolve the
ambiguity. Overall, resolving these ambiguities requires advanced natural lan-
guage understanding models that can handle the complexity and variability of
natural language text.

4.2 Contextual and World Knowledge Constraints

Cataphora resolution is not only influenced by syntactic and semantic ambigu-
ities [3] but also by contextual and world knowledge constraints [31, 20]. These
constraints are crucial for human language comprehension, aiding in disam-
biguating potential antecedents and establishing coherent and meaningful in-
terpretations of text. Incorporating these constraints in cataphora resolution
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Fig. 1: An exemple of GPT 3.5 wrongly identifying and resolving an anaphora
instead of a cataphora

models is essential for developing accurate and robust systems capable of un-
derstanding and processing natural language in a manner that resembles human
comprehension.

Contextual constraints can be classified into local and global contexts. The
immediate context surrounding a cataphoric expression can provide valuable in-
formation for identifying and linking the expression to its correct antecedent,
such as the grammatical role of the referring expression and the coherence rela-
tions between clauses or sentences. The broader context of a text or discourse
can also provide cues for resolving cataphoric expressions, such as the topic,
theme, or genre of the text.

World knowledge constraints can be classified into commonsense knowledge
and domain-specific knowledge. Commonsense knowledge refers to the general
knowledge about the world that humans typically possess, such as facts about
objects, properties, events, and relationships. Domain-specific knowledge per-
tains to specialized knowledge about particular fields, such as medicine, law, or
sports. Incorporating this knowledge in cataphora resolution models can help to
improve their accuracy and robustness, particularly when processing texts from
specific domains.

To integrate these constraints into cataphora resolution models, researchers
can leverage knowledge bases, ontologies, and commonsense reasoning resources
like ConceptNet [44] or Cyc [28]. They can also use advanced computational
models that can automatically learn to capture and exploit contextual and world
knowledge from the data. Addressing these challenges will enable researchers
to continue advancing the state of the art, leading to more sophisticated and
human-like NLU systems.

4.3 Cross-linguistic, Multilingual and Genre-specific Variations

Cross-linguistic and Multilingual Variations in Cataphoric References
Cross-linguistic and multilingual variations underscore a significant challenge in
the field of NLP. The variability in the use and interpretation of cataphoric
references across languages can be attributed to distinct syntactic structures,
pronoun systems, and linguistic conventions [1, 39, 41, 8, 19, 11]. For instance,
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whereas English may exhibit stringent syntactic rules that confine cataphora
to specific contexts, other languages might afford a more lenient syntax that
accommodates a wider utilization of cataphoric references. Furthermore, the
semantic intricacies of pronouns in various languages necessitate models that
possess an acute understanding of these nuances to accurately resolve references.

Addressing this challenge necessitates the utilization of comprehensive lin-
guistic datasets that encapsulate the syntactic and semantic diversity across
languages. These datasets should facilitate a deep understanding of pronoun
placement, referent relationships, and how syntactic structures influence inter-
pretation. Additionally, the semantic properties of pronouns and referring ex-
pressions across different languages must be meticulously accounted for. This
entails interpreting not only the syntax but also the semantic cues that are
pivotal for the effective resolution of cataphoric references [1, 39, 41, 8, 19, 11, 4].

(a) Arctic LLM giving the wrong
definition of a cataphora in French

(b) Arctic LLM giving the correct
definition of a cataphora in English

Fig. 2: The impact of language on LLMs behavior

Genre-specific Variations and Their Implications While genre-specific
variations indeed influence the use and interpretation of cataphora, they ac-
centuate the need for computational models to be adaptable to the contextual
nuances of various texts—ranging from literary compositions to conversational
transcripts. However, the impact of these variations is relatively low compared
to other challenges.

Advancing Cataphora Resolution Systems: A Multifaceted Approach
The advancement of cataphora resolution systems that are adept in navigating
both cross-linguistic complexities and genre-specific nuances requires a compre-
hensive and multifaceted approach. This encompasses the creation of diverse,
linguistically rich training datasets and the development of models capable of
dynamically adjusting their interpretative strategies based on the linguistic and
stylistic context of a given text. Employing techniques such as transfer learn-
ing—where a model trained on one language or genre is adeptly adapted to
another—and multi-task learning, which facilitates learning from related tasks
such as genre classification or language identification, stands as a beacon of
progress in enhancing the capabilities of cataphora resolution systems [55, 13,
33, 11, 53].
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In conclusion, the pursuit of developing robust and accurate cataphora res-
olution systems necessitates an integrative approach that accounts for the vast
cross-linguistic and multilingual variations.

5 Evaluation Metrics and Benchmark Datasets

5.1 Overview of Evaluation Metrics for Cataphora Resolution

Evaluating the performance of cataphora resolution models is crucial for identi-
fying the strengths and weaknesses of different approaches and for guiding the
development of more accurate and robust methods. In this section, we provide
an overview of the main evaluation metrics used to assess the performance of
cataphora resolution techniques.

a. Precision: Precision measures the proportion of correctly resolved cat-
aphoric expressions among all the expressions identified by the model as cat-
aphora. A high precision indicates that the model has a low rate of false posi-
tives, i.e., it rarely misidentifies non-cataphoric expressions as cataphora or links
cataphoric expressions to incorrect antecedents.

b. Recall: Recall measures the proportion of true cataphoric expressions that
were successfully resolved by the model. A high recall indicates that the model
has a low rate of false negatives, i.e., it rarely misses cataphoric expressions or
fails to resolve them.

c. F1-score: F1-score [10] is the harmonic mean of precision and recall, pro-
viding a single metric that balances the trade-off between these two measures. A
high F1-score indicates that the model performs well in both precision and recall,
achieving a good balance between minimizing false positives and false negatives.

d. Accuracy: Accuracy is the proportion of correct predictions made by the
model, considering both true positives (correctly resolved cataphora) and true
negatives (correctly identified non-cataphoric expressions). A high accuracy indi-
cates that the model performs well overall in identifying and resolving cataphoric
expressions.

5.2 Evaluation Datasets

Several benchmark datasets have been developed to facilitate the evaluation and
comparison of anaphora resolution methods. These datasets typically consist
of annotated texts, where anaphoric expressions and their corresponding an-
tecedents are labeled. Examples of such datasets include the OntoNotes corpus,
or the Anaphora Resolution EXercise (AREx) corpus. Although these datasets
primarily focus on anaphora resolution, they can also be used to evaluate cat-
aphora resolution techniques by adapting the annotations and evaluation proto-
cols accordingly.

For our experiment, we structured and will rely on a handcrafted dataset
composed of three parts : one subset of 300 sentences with a cataphoric reference,
one subset of 200 with an anaphoric reference and another subset of 100 without
any reference.
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6 Comparative Analysis

6.1 Compared methods

We have tried exploring various methodologies to address the inherent chal-
lenges posed by this linguistic phenomenon. Among these, three main approaches
stand out: coreference resolution models [42, 5], pre-trained large language mod-
els (LLMs) [34], and hybrid methods that we propose that are a combination of
rule-based systems with the aforementioned models. Each method presents its
own set of advantages and limitations, with mixed results.

Coreference models Coreference resolution models [42, 5] represent a founda-
tional approach in NLP. These models are engineered to identify and reconcile
referential expressions within texts, employing syntactic and semantic analysis
to establish the relationships between pronouns and their antecedents. The ef-
ficiency of these models is largely attributable to their algorithmic precision in
parsing and understanding structured linguistic data. However, their effective-
ness can be constrained by the linguistic diversity and complexity of the texts
under analysis, highlighting a potential limitation in their adaptability to varied
linguistic contexts. The academic discourse surrounding these models often cen-
ters on their capability to generalize across languages and genres, an area ripe
for further exploration and development.

The models explored cover the Stanza coreference resolution module (CRM)
[32], AllenNLP CRM [9] and FastCoref [38], that offer specialized capabilities in
identifying and linking referential expressions within text. These models leverage
syntactic and semantic analysis to discern the relationships between pronouns
and their antecedents, providing a foundation for cataphora resolution. However,
their performance can vary based on the linguistic characteristics and complexity
of the texts they analyze.

Pre-trained LLMs The advent of pre-trained LLMs has marked a paradigm
shift in NLP. These models, known for their capacity for zero-shot and few-shot
learning [22, 18] and potentially augmented through fine-tuning offer a com-
prehensive understanding of language structure and context [34]. The principal
academic interest in LLMs lies in their ability to grasp and apply nuanced lan-
guage patterns without explicit programming, a testament to their advanced
algorithmic underpinnings. This adaptability makes LLMs particularly effective
in complex linguistic scenarios, surpassing traditional models in their contextual
awareness and flexibility. Nonetheless, the computational resource intensity and
the need for extensive data during the training phase remain significant con-
siderations in their deployment, also considering fine-tuning perspectives, while
few-shot learning can be seen as a viable alternative.

GPT-3.5, GPT-4 [37], GPT-4o, Mistral Large [15, 16], and Llama3 [47, 48],
represent cutting-edge and the most performant LLMs, as they bring a vast
understanding of language structure and context to bear on the task of cataphora
resolution and have been selected for our experiments.



Cataphora detection and resolution 13

Hybrid methods Hybrid methods present an innovative approach by com-
bining the precision of rule-based systems with the contextual understanding
of either coreference models or LLMs. This methodology initiates with a rule-
based layer that identifies potential antecedents, such as pronouns, nouns, and
clauses, integrating linguistic rules for gender and number agreement to refine
the focus of analysis. This preparatory phase is critical in optimizing the subse-
quent computational process, directing the model’s resources towards the most
probable candidates, significantly reducing the incidence of false positives and
enhancing overall accuracy. This approach should showcase a promising avenue
for enhancing the accuracy and efficiency of cataphora resolution. This balanced
approach underscores the potential for synergistic methodologies in addressing
the complexities of the linguistic phenomena.

6.2 Experiment methodology

In our study, the construction of our dataset involved three distinct phases. Ini-
tially, we manually annotated references, focusing on identifying both anaphoric
and cataphoric elements within the sentences.

For each subset, we generated a set of candidate pronouns and references
by applying rule-based methods. These rules were designed to identify various
linguistic elements, including possessive pronouns, personal pronouns, common
nouns, proper nouns, and nominal groups. By leveraging these rules, we es-
tablished a comprehensive pool of candidate references to facilitate subsequent
analysis.

Following the generation of candidate sets, we proceeded to create two other
distinct subsets. The first subset comprised 100 examples from each dataset
segment, arranged sequentially (i.e., 100 anaphoric examples followed by 100
cataphoric examples and then 100 sentences without references), for a total of 300
examples. The second subset encompassed all examples arranged in a random
order. This randomization aimed to assess the impact of contextual variation
on the performance of LLMs, thereby ensuring comprehensive evaluation and
analysis of the model’s capabilities in handling diverse linguistic contexts.

To evaluate the performance of the selected models, we devised the following
experimental setup:

Firstly, three state-of-the-art neural coreference models, namely FastCoref,
Stanza, and AllenNLP, were applied to the three original subsets of our dataset.
Since the results of these models are unaffected by the distribution of sentences,
they were initially employed for preliminary assessment. Among these models,
Stanza emerged as the most effective coreference model. The sentences were later
provided along with candidates obtained using rule-based methods to ease the
identification of cataphorical references.

Secondly, we assessed the performance of selected LLMs, including GPT 3.5,
GPT 4, GPT 4o, Llama3 and Mistral Large, under two distinct scenarios: 1-shot
and 5-shot situations. Initially, these models were evaluated on the three sepa-
rated datasets to gauge their proficiency in cataphora resolution. Subsequently,
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the evaluation was extended to the merged dataset and the dataset with random
distribution to ascertain the models’ robustness across varied contexts.

The evaluation prompt provided to these models was structured to elicit their
ability to identify cataphoric references within sentences. Specifically, the prompt
directed the models to list cataphoric references, separating the original sentence
and the identified cataphoric references by a semicolon. Additionally, the prompt
accommodated the possibility of multiple cataphoric references within a single
phrase, necessitating the listing of such references in a structured format.

An example provided within the prompt clarified the expected response for-
mat, demonstrating how the original sentence and the corresponding cataphoric
references should be delineated. This standardized prompt ensured consistency
in the evaluation process across all LLMs tested.

The 1-shot prompt used took this form :
"I will give you a list of sentences that might contain cataphoric references,

I want you to identify these cataphoric references and list them, separating the
original sentence and the cataphoric references by a ; and there can be multi-
ple cataphoric references in a same phrase, so make it a list of couples sepa-
rated by commas. I give you an example : He was so embarrassed, Harry was so
ashamed;[(He,Harry)]"

Finally, in the hybrid scenario for LLMs, we introduced a modification to
the evaluation prompt. We indicated that at the conclusion of each sentence, a
proposition of potential pronouns was provided, serving as the sole candidates
to be considered if a cataphoric reference existed within the sentence. This mod-
ification aimed to constrain the scope of their search to the provided pool only
during the resolution process.

All the results for all the different approaches have been manually annotated.

7 Computational results, analysis and discussion

7.1 Neural Coreference Resolution approach

Models Standard Hybrid
Precision Recall F1-Score Accuracy Precision Recall F1-Score Accuracy

Stanza 45.45% 68.11% 54.52% 26.83% 50.63% 66.45% 57.47% 35.50%

FastCoref 39.70% 44.19% 41.82% 33.67% 38.79% 42.52% 40.57% 33.00%

AllenNLP 42.74% 49.83% 46.01% 37.33% 42.57% 49.50% 45.78% 37.33%
Table 1: Metrics for Neural Coreference Resolution approach

Stanza Hybrid Stanza shows better precision and F1-Score compared to the
standard model, indicating the effectiveness of the hybrid approach. However,
the overall success rate remains low, highlighting underlying issues in resolving
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complex cataphors. Stanza is particularly sensitive to the order of sentences;
changing the order can disrupt the model, leading to hallucinations and incor-
rect responses. Additionally, Stanza struggles with sentences containing multiple
cataphors, making it challenging to handle references correctly. The Mean Recip-
rocal Rank (MRR) improves with the hybrid model, suggesting better precision
in cataphor resolution.

To optimize Stanza, enhancing the model to manage multiple contexts and
reduce hallucinations could improve performance. Stabilizing responses regard-
less of sentence order could help reduce sensitivity and errors.

AllenNLP Performance between the standard and hybrid model of AllenNLP
is similar, with the standard model showing a slight edge. This indicates that the
hybrid approach does not provide significant benefits for AllenNLP. Therefore,
efforts should focus on improving the standard model to enhance precision and
recall.

FastCoref In FastCoref, standard model shows slightly better recall and F1-
Score compared to hybrid model, with a higher success rate. Thus, the enhance-
ment of the model, particularly in handling complex sentences and avoiding
reference errors, is recommended.

7.2 LLM Based Cataphora Resolution approach

Batch Examples The 5-shot approaches in LLMs generally show superior
performance in terms of F1-Score and success rate, indicating robustness and
effectiveness in resolving cataphors. In contrast, 1-shot and hybrid approaches
are less effective, with hybrids sometimes introducing unnecessary references by
forcing themselves to identify references that are not existant. Specific observa-
tions include GPT-4o in 1-shot, which shows low precision but perfect recall,
and Llama3 and Mistral Large, which perform exceptionally well in 5-shot con-
figurations.

Merged Examples When sentences are ordered, LLMs, particularly in 5-shot,
demonstrate greater stability. GPT-4 and GPT-4o show a good improvement
in 5-shot. Llama3 and Mistral Large are also more robust in 5-shot, showing
less sensitivity to sentence order and maintaining high performance even with
randomized examples.

Randomized Examples In randomized examples, the loss and generation of
phrases often disrupt results. For instance, Mistral Large in 1-shot sometimes
repeats phrases without correct resolution. The 5-shot approaches outperform
1-shot and hybrids, which sometimes refer to parts of sentences incorrectly, in-
dicating a need for refinement to avoid non-existent relationships.
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Models Precision Recall F1-Score Accuracy

GPT-3.5 1-shot 71.36% 99.67% 83.17% 68.67%

GPT-3.5 5-shot 66.23% 100.00% 79.68% 63.33%

GPT-3.5 Hybrid 70.62% 99.33% 82.55% 59.50%

GPT-4 1-shot 54.82% 83.33% 66.14% 55.17%

GPT-4 5-shot 50.21% 79.00% 61.40% 49.00%

GPT-4 Hybrid 56.90% 88.00% 69.11% 58.33%

GPT-4o 1-shot 0.78% 100.00% 1.56% 7.83%

GPT-4o 5-shot 72.54% 96.00% 82.64% 78.50%
GPT-4o Hybrid 64.03% 89.00% 74.48% 64.17%

Llama3 1-shot 71.69% 90.33% 79.94% 70.50%
Llama3 5-shot 75.70% 98.67% 85.67% 71.50%
Llama3 Hybrid 55.65% 90.33% 68.87% 29.33%

Mistral Large 1-shot 60.12% 100.00% 75.09% 16.83%

Mistral Large 5-shot 77.84% 98.33% 86.89% 82.83%
Mistral Large Hybrid 58.59% 94.33% 72.29% 43.83%

Table 2: Metrics for LLM-based Cataphora Resolution Methods (Batch Treat-
ment)

Models Precision Recall F1-Score Accuracy

GPT-3.5 1-shot 71.36% 99.67% 83.17% 68.67%

GPT-3.5 5-shot 66.23% 100.00% 79.68% 63.33%

GPT-3.5 Hybrid 70.62% 99.33% 82.55% 59.50%

GPT-4 1-shot 54.82% 83.33% 66.14% 55.17%

GPT-4 5-shot 50.21% 79.00% 61.40% 49.00%

GPT-4 Hybrid 56.90% 88.00% 69.11% 58.33%

GPT-4o 1-shot 0.78% 100.00% 1.56% 7.83%

GPT-4o 5-shot 72.54% 96.00% 82.64% 78.50%
GPT-4o Hybrid 64.03% 89.00% 74.48% 64.17%

Llama3 1-shot 71.69% 90.33% 79.94% 70.50%

Llama3 5-shot 75.70% 98.67% 85.67% 71.50%
Llama3 Hybrid 55.65% 90.33% 68.87% 29.33%

Mistral Large 1-shot 60.12% 100.00% 75.09% 16.83%

Mistral Large 5-shot 77.84% 98.33% 86.89% 82.83%
Mistral Large Hybrid 58.59% 94.33% 72.29% 43.83%

Table 4: Metrics for LLM-based Cataphora Resolution approach (Randomized
Treatment)



Cataphora detection and resolution 17

Models Precision Recall F1-Score Accuracy

GPT-3.5 1-shot 56.27% 96.96% 71.22% 51.26%

GPT-3.5 5-shot 71.60% 79.18% 75.20% 64.32%

GPT-3.5 Hybrid 52.63% 3.45% 6.47% 50.42%

GPT-4 1-shot 74.67% 75.42% 75.04% 75.04%
GPT-4 5-shot 83.96% 52.86% 64.88% 71.36%

GPT-4 Hybrid 61.03% 95.96% 74.61% 63.48%

GPT-4o 1-shot 69.29% 85.86% 76.69% 73.37%
GPT-4o 5-shot 74.38% 80.13% 77.15% 76.05%
GPT-4o Hybrid 72.88% 75.08% 73.96% 67.34%

Llama3 1-shot 70.89% 56.76% 63.04% 62.98%

Llama3 5-shot 84.07% 51.52% 63.88% 64.49%

Llama3 Hybrid 58.03% 97.31% 72.70% 39.87%

Mistral Large 1-shot 52.88% 95.96% 68.18% 23.12%

Mistral Large 5-shot 71.64% 82.49% 76.68% 74.04%
Mistral Large Hybrid 58.27% 97.31% 72.89% 56.45%

Table 3: Metrics for LLM-based Cataphora Resolution approach (Merged Treat-
ment)

Other observations In various scenarios, LLMs often encounter difficulties
that affect their performance. One notable issue is that LLMs can be misled
by the rule-based indications, where they may correctly identify the reference
but fail to select the appropriate pronoun. Mistral Large, for example, struggles
significantly with nominal phrases and traps, presenting a hard challenge for all
models.

When processing random examples, a substantial number of sentences are
either lost or new sentences are inadvertently generated, which disrupts the re-
sults. Mistral Large 1-shot, in particular, has a tendency to repeat the phrase
without progressing towards a correct resolution. Moreover, hybrid models some-
times incorrectly reference parts of the reference instead of the whole, construct-
ing non-existent references. For instance, in the sentence "Without considering
its impact, the decision was hastily made," the hybrid model might incorrectly
reference "decision’s impact" rather than correctly pointing to "decision."

To improve performance, it’s essential to incorporate decomposition rules
based on punctuation in addition to managing parsing, syntax, and semantics.

Some models, given a long input, are unable to respond correctly and ex-
hibit altered behaviors. For example, Llama3 becomes highly erratic when using
hybrid models.

Initial tests in French have shown promising directions for future improve-
ments, with varying processing speeds across different models and offering more
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tools, due to French language specifics, to identify the candidates and making
them match with the references, especially genre and number.

Consider the following processing speed observations: Meta can finish infer-
ence first if it avoids generating additional irrelevant sentences, but it might fail
last due to the window size limitation. GPT-4o, with a large processing window,
typically performs robustly, whereas GPT-3.5, despite having a smaller window,
operates faster. Mistral Large, with the largest window, takes longer to pro-
cess input, and excessive input significantly impacts its behavior. This pattern
is consistent across models, where maintaining a maximum input length of 100
sentences, sometimes 50, is crucial for coherence. This constraint is particularly
relevant in random hybrid approaches.

Lastly, attempts to enhance performance through embedding-based meth-
ods combined with rule-based techniques have not yielded satisfactory results,
indicating that further refinement and experimentation are necessary.

Recommendations for LLMs The 5-shot approaches should be preferred for
their overall better performance and robustness. Training models with a varied
set of examples, including nominal phrases and traps, can improve robustness.
Hybrid models should be refined to avoid incorrect references and enhance con-
textual understanding. The use of more robust rules may lead to better results.
Implementing filters to check and correct generated or lost phrases and robust
pre-processing techniques can further improve coherence and relevance.

8 Future Directions and Emerging Trends

8.1 Leveraging LLMs for Cataphora Resolution

LLMs, especially those based on transformer architectures like GPT (Generative
Pretrained Transformer) [54, 37], Mistral[15], Llama [47] and BERT (Bidirec-
tional Encoder Representations from Transformers) [17], are inherently designed
to capture deep contextual cues from text. Their ability to model vast amounts
of data allows them to infer relationships and references within text more effec-
tively than earlier models with a more nuanced comprehension and prediction
of language patterns.

However, despite their efficacy, LLMs encounter challenges in cataphora res-
olution, including biases within training data, complexities associated with cap-
turing long-range dependencies in extensive texts, and limitations in fully grasp-
ing the subtleties of forward references.

Integrating tasks explicitly focused on forward reference resolution during the
training phase could augment the model’s capability to address such linguistic
structures. This involves incorporating longer contexts with deeper understand-
ing, which can be achieved through techniques such as fine-tuning processes
that incorporate high contextual awareness [7]. These approaches may entail
fine-tuning existing LLMs on datasets specifically tailored for cataphora resolu-
tion or devising pretraining objectives that encompass tasks explicitly related to
forward reference resolution.
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Furthermore, hybrid models are proposed as an additional strategy, combin-
ing the strengths of LLMs with rule-based or symbolic reasoning methods. This
hybrid approach is particularly beneficial for scenarios where contextual clues are
too subtle for purely statistical models to interpret effectively. The dual-layered
processing approach —where the rule-based system first hypothesize potential
referents based on context, followed by an LLM evaluating these hypotheses
against linguistic rules— ensures both accuracy and adherence to specific lin-
guistic norms. This not only enhances the precision in resolving cataphora but
also contributes to the interpretability of the models’ decision-making process,
a crucial aspect for applications requiring transparent and explainable AI solu-
tions.

However, implementing hybrid models comes with its set of challenges, in-
cluding the integration of disparate processing paradigms and optimizing the
system for efficiency without compromising accuracy.

8.2 Incorporating External Knowledge, Commonsense Reasoning
and Chain of Thoughts

The incorporation of external knowledge bases into LLMs through the use of
knowledge bases like Wikidata [50], YAGO [45] and ConceptNet [44] offer struc-
tured, encyclopedic information that LLMs can leverage to understand the world
better. For instance, when a model encounters a forward-reference pronoun, it
can query these knowledge bases to fetch relevant information that might indi-
cate possible referents. Integrating these databases requires sophisticated tech-
niques such as entity linking, where entities mentioned in text are matched with
their counterparts in the database, and entity disambiguation, to ensure that the
model correctly interprets which entity it is dealing with based on the context.
This approach not only enriches the model’s understanding of specific references
but also broadens its general world knowledge, enabling it to make more informed
inferences about the text.

This could also involve using entity linking or incorporating world knowledge
to provide clues about likely referents in the hybrid models approach proposed
[40].

Beyond the integration of factual knowledge, enhancing LLMs with common-
sense reasoning capabilities is crucial for resolving cataphora effectively. Com-
monsense reasoning involves understanding everyday knowledge about the world,
human behavior, and the unwritten rules governing interactions and events. By
incorporating commonsense databases like COMET-ATOMIC [14] or utilizing
models trained on commonsense datasets, LLMs can access a vast array of gen-
eral knowledge and reasoning patterns. This enhancement allows models to per-
form beyond mere text pattern recognition, enabling them to infer unstated
but implied elements within the text. For example, if a sentence begins with
a pronoun followed by an action that typically requires a specific type of en-
tity, commonsense reasoning can help narrow down the referent’s identity based
on typical roles associated with the action, even before the entity is explicitly
mentioned.
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The Chain of Thoughts (CoT) [51] can also provide a structured approach to
improving model interpretability and reasoning capabilities. CoT was originally
designed to improve models’ problem-solving abilities by iteratively breaking
down complex problems into simpler, sequential steps, can be similarly lever-
aged for the complex task of cataphora resolution. This involves guiding the
model through a series of logical steps or thought processes, enhancing its abil-
ity to utilize external knowledge and apply commonsense reasoning in a more
transparent and structured manner.

The use of CoT encourages models to explicitly articulate intermediate rea-
soning steps that lead to the resolution of a cataphoric reference. By doing so,
LLMs can be directed to first identify the presence of a forward reference, then
consult relevant external knowledge bases or commonsense databases, and fi-
nally apply this information to infer the most likely referent. For example, upon
encountering a pronoun that refers forward, the model can generate a chain of
thoughts like: "The pronoun she is used. Based on the context and commonsense
reasoning, she is likely to refer to a person with a leadership role. Consulting
external knowledge suggests she could be referring to the CEO mentioned later
in the text." This step-by-step approach not only aids in resolving the reference
but also makes the model’s decision-making process more interpretable.

One significant issue is the seamless integration of external databases without
compromising the model’s coherence and performance. Additionally, there’s the
concern of ensuring the relevance and accuracy of the information retrieved from
external sources, as well as the computational overhead involved in querying and
processing this information in real-time. Moreover, ethical considerations arise
regarding the potential biases embedded in external knowledge sources and how
they might influence the model’s understanding and outputs.

9 Conclusion

9.1 Summary of Key Findings and Insights

The ability of language models to understand and resolve cataphoric references
remains a challenging yet fascinating frontier in NLP. The insights from the
research paper not only underscore the complexity of cataphora but also chart
a course for advancing our models’ capabilities in this area.

Embracing Hybrid Models The proposition of hybrid models offers a promis-
ing avenue for enhancing cataphora resolution. These models synergize the pre-
dictive strengths of statistical language models with the deterministic nature of
rule-based systems. By doing so, they can navigate the subtleties of language
that purely statistical approaches might overlook, especially in instances where
contextual cues are minimal or ambiguous.

Integrating Structured Knowledge for Contextual Enrichment The in-
corporation of structured external knowledge into language models heralds a
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significant leap towards resolving cataphora. By leveraging entity linking and
world knowledge, models gain access to a broader context beyond the immedi-
ate text, enabling them to infer potential referents with greater accuracy. This
approach underscores the importance of context, not just within the text but also
in the broader knowledge ecosystem, enriching the model’s inference capabilities.

Overcoming Data and Training Hurdles A significant barrier to cataphora
resolution is the scarcity of dedicated datasets. The call for diverse and complex
linguistic structures in training data is a critical step toward developing models
capable of sophisticated resolution strategies. Such data not only enriches the
training process but also simulates the multifaceted nature of language, prepar-
ing models for the wide array of real-world scenarios they will encounter.

Advancing Pretraining and Fine-Tuning Techniques An approach for
improvement lies in refining the pretraining and fine-tuning methodologies of
language models. By embedding tasks within the training phase that specifi-
cally target the resolution of forward references, models can develop a nuanced
understanding of cataphora. This tailored approach to training necessitates a de-
parture from generic pretraining objectives, urging a focused effort on scenarios
where models discern and interpret cataphoric references.

Benchmarking and Evaluation: Setting New Standards The develop-
ment of comprehensive benchmark datasets and nuanced evaluation metrics is
imperative for advancing cataphora resolution. These tools will not only facili-
tate a deeper understanding of model performance but also drive innovation by
setting new standards and challenges for researchers and developers in the field.

9.2 Implications for NLP Research and Applications

We hope this exploration of cataphora detection and resolution within the field of
NLP will help on shining light on this linguistic phenomena that didn’t meet the
same interest as anaphoras. Beyond advancing theoretical understanding, this
research has profound implications for real-world scenarios, to enhance machines’
capacity to comprehend and process natural language effectively. By leveraging
contextualized and large language models for cataphora resolution and with the
handcraft of rules for hybrid models, NLP researchers are at the forefront of
pioneering endeavors. These models not only hold the potential to elevate text
comprehension but also to facilitate more nuanced interactions between machines
and human language, thereby revolutionizing various domains.

The ramifications of cataphora resolution extend across diverse applications,
including information retrieval and search engines, question answering systems,
machine translation, and text summarization. In information retrieval, accurate
resolution enables systems to provide more relevant search results by deciphering
complex linguistic structures. Similarly, in question answering systems, resolving
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cataphoric references leads to more precise responses, enhancing user experience.
Moreover, in machine translation, contextually appropriate translations are en-
sured by interpreting pronouns and references accurately. Lastly, in text sum-
marization, coherent and informative summaries are generated through accurate
resolution, resulting in clearer and more concise summaries. Despite challenges
like handling forward references and data limitations, ongoing advancements in
model architectures and training methodologies can be of capital importance for
advancing this research field.

9.3 Future Research Opportunities in Cataphora Detection and
Resolution

Despite recent advancements, numerous open research questions and challenges
persist, paving the way for future investigations in the realm of cataphora de-
tection and resolution. Some potential avenues for further research include:

One prospective direction involves optimizing the integration of Chain of
Thoughts (CoT) with external knowledge and commonsense reasoning, with a
focus on efficiency and scalability. Streamlining the CoT process could mitigate
computational demands while upholding or enhancing the quality of cataphora
resolution. Moreover, the development of sophisticated methods for dynamically
selecting and integrating external knowledge sources based on the model’s on-
going thought processes could bolster performance across a broad spectrum of
NLP tasks.

Another avenue ripe for exploration is the development of hybrid models for
cataphora resolution, which entail the effective integration of various reason-
ing and learning methodologies. Future endeavors might concentrate on refining
integration techniques to ensure the seamless operation of hybrid systems, inves-
tigating their applicability across diverse linguistic and domain-specific contexts,
and extending the approach to address other intricate NLP tasks that stand to
benefit from a nuanced comprehension of language structures.
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