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A B S T R A C T

Physical models for Packed Bed Thermal Energy Storage (PBTES) system plays a crucial role in predicting
its dynamic behavior and long-term performance under various operational conditions. Nevertheless, the
prevailing physical models struggles to balance between computational efficiency and accuracy. This paper
introduces a novel hybrid model for PBTES that combines the strengths of numerical modeling and machine
learning, aiming to address this challenge. The proposed model includes a low-precision yet faster-to-solve
linearized version of the state-of-the-art two-phase model, integrated with a machine learning module. In the
hybrid model, the linear two phase model is solved numerically using finite volume method on a coarse mesh.
Then, the ML module takes this low precision and linear solution, and maps it into a high precision non-linear
solution corresponding to fine mesh. The proposed hybrid model is highly robust and generalized, and has
been found to be effective in handling cases even beyond the training range of the machine learning module.
During the validation process, the hybrid two-phase model delivered the non-linear solutions nearly 350 times
faster than the traditional non-linear two-phase model. It demonstrated good accuracy, achieving an overall
error percentage just 0.16 and a 𝑅2 score of 0.99. The findings highlight the potential of this hybrid modeling
approach for fast and accurate simulations of PBTES, suggesting its applicability in complex applications such
as model control optimization and long period simulations.
1. Introduction

Thermal Energy Storage (TES) is pivotal in the energy sector. It
contributes significantly towards improved energy efficiency and re-
liability of energy systems and reduces their environmental impacts.
Specifically, TES enables increased integration of renewable energy
sources by mitigating their intermittency. Also, it serves to reduce the
effects of fluctuations in the demand on the production, and functions
as a thermal buffer. It operates by storing thermal energy during
periods of low demand or excess generation in the form of sensible heat
or latent heat. The stored energy can then be released as needed, which
can help to balance the demand and supply of thermal energy.

In concentrated solar power plants, TES can be used to store solar
energy surplus effectively and ensures continuous power generation
by using the stored energy during periods of limited solar availability
and also helps in the development of solar thermal systems [1,2]. In
adiabatic compressed air energy storage, integration of TES increases
the storage efficiency and ensures a stable and on-demand thermal
output [3]. In the industrial context, TES improves energy efficiency
by capturing, storing, and recovering the waste heat produced during
the production process [4,5]. In district heating networks, TES can store
excess heat during periods of low demand and helps in load balancing
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by releasing it during peak demands. Also, it helps in better integration
of renewable energy sources into the district heating system.

One of the most cost-effective variants of TES is Packed Bed Thermal
Energy Storage (PBTES) [6]. It consists of a container filled with a
solid filler material, through which a heat transfer fluid is circulated.
It can store energy in the form of sensible or latent heat. Sensible heat
storage is known for its superior safety and cost-effectiveness and, it
is mostly preferred for both low and high-temperature heat storage
applications. Conversely, latent heat storage, which involves phase
change materials, typically more expensive and is more suitable for
applications necessitating higher storage densities and low to medium
temperature levels [7]. PBTES systems are noted for their versatility
and finds a wide range of applications across the energy sector.

The dynamic behavior and performance of PBTES are governed
by various complex heat transfer interactions. Therefore, numerical
models are employed to facilitate the modeling, control, and design
optimization of PBTES by predicting its dynamic behavior. In the
literature, several numerical models have been developed to model
the dynamic behavior of PBTES. There are three major numerical
models for PBTES, which includes the single phase model [8], the two
phase model [9], the three phase model [10]. The two phase model
https://doi.org/10.1016/j.est.2024.113068
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Nomenclature

𝐴 Specific surface area (m2) Greek letters
𝐶𝑝 Specific heat capacity (JK−1kg−1) 𝜖 Void fraction (–)
𝐷 Diameter (m) 𝜇 Dynamic viscosity (kgm−1s−1)
𝑘 Thermal conductivity (Wm−1K−1) 𝜌 Density (kgm−3)
𝑇 Temperature (K) 𝜃 Dimensionless temperature (–)
𝑈 Fluid velocity (ms−1) 𝜉 Dimensionless spatial coordinate (–)
𝑡 Time coordinate (s) 𝜏 Dimensionless time (–)
𝑧 Spatial coordinate (m)
𝐿 Tank length (m) Subscripts
𝑀 Mass (kg) 0 Initial
𝑉 Volume (m3) 𝑖𝑛𝑡 Internal
�̇� Mass flow rate (kgs−1) 𝑓 Fluid
𝑃𝑒 Peclet number (–) 𝑠 Solid
𝑆𝑡 Time scaling factor (s) 𝑠𝑓 Fluid and solid shared property
𝐵𝑖 Biot number (–) 𝑖𝑛 Inlet
𝑅𝑒 Reynolds number (–) 𝑒𝑛𝑣 Ambient
ℎ Heat transfer coefficient (Wm−2K−1) 𝑚𝑎𝑥 Maximum
ℎ𝑣 Volumetric heat transfer coefficient (Wm−3K−1)
CV Control Volume
𝐻 Volumetric heat transfer coefficient

between tank and ambient (Wm−3K−1)
is the most popular option and is widely adopted in previous studies
on numerical simulation of PBTES [7,9,11,12]. The two phase model
generally provides accurate approximation of the thermal performance
due to its consideration of temperature gradients and heat transfer
dynamics between the thermal fluid and the solid filler material. But
the down side is that it is computationally expensive and hence, it
is time-consuming to solve this model [13]. Consequently, they are
often ill-suited for optimal model control, long time period simula-
tions and other real-time applications. To overcome the computational
burden of two phase model, a perturbation model [14] has been
developed. There have also been efforts to develop analytical [11,15]
and semi-analytical [16] solutions for the perturbation model. While
the perturbation model and its analytical forms offers a simplified and
computationally efficient alternative to the two phase model, it has
limitations in handling variable inputs and non-linear properties due
to its underlying assumptions and approximations leading to a less
accurate model.

As Artificial Intelligence techniques continue to develop rapidly, the
prospect of using Machine Learning (ML) in the modeling of PBTES
is becoming more interesting and promising. ML models are computa-
tionally efficient and provide faster predictions compared to traditional
numerical models. They are robust and accurately predicts key perfor-
mances by effectively managing non-linearity and complex interactions
in PBTES [17]. For the purpose of optimization, data driven ML models
for thermal storage have been developed with neural networks [18–
20], ensemble learning models [21] and neural networks with Group
Method of Data Handling (GMDH) [22], which provides faster predic-
tion of thermal performances and facilitates faster optimization process.
Apart from these studies, ML models for PBTES are not extensively
studied in the literature. Even though, ML models provide faster pre-
dictions with good accuracy, they are heavily reliant on the quantity
and quality of the training data and prone to overfitting. Also they
have weak generalization which may lead to poor performance outside
their training range, resulting in a reduction of confidence in their
predictions [17]. Furthermore, the major disadvantage of these models
is that they often do not incorporate underlying physical principles,
making their predictions purely data-driven and result in patterns that
adhere to the training data but defy the known laws of physics outside
that range.

One feasible approach is the implementation of hybrid models

which combines the benefits of physics-based and machine learning

2 
models. These models constitute a blend of numerical and machine
learning methodologies and they comply with physical laws while
simultaneously exhibit high accuracy and speed. Hybrid modeling has
already made a significant impact across a wide range of scientific
disciplines such as tomography image processing [23], environmental
science [24], water systems modeling [25], energy processes [26],
robotics [27], chemical reactions modeling [28], and groundwater
modeling [29]. This class of methods harness the strengths of both nu-
merical models and machine learning models, and they have improved
model transparency, explainability, and analytic capabilities at reduced
computational cost.

This research primarily aims to improve the state-of-the-art two-
phase model by making it faster and easier to solve, while maintaining
accuracy through a hybrid modeling approach. In this paper, a hybrid
Two Phase model for sensible heat version of PBTES is proposed. The
hybrid version of the two phase model presented here combines a
linearized version of two phase model solved using a coarse mesh with
a machine learning module to generate high precision non-linear solu-
tions corresponding to fine mesh. The usage of coarse mesh does not
compromise the accuracy of the hybrid model, and during validation,
the hybrid model demonstrated excellent computational performance
with high accuracy.

This manuscript is organized as following: Section 2 describes the
state of art mathematical model of the PBTES, details the numerical
method used to solve it and highlights the difference between the
‘‘linear’’ and ‘‘non-linear’’ variants of the model in terms of computa-
tional time and accuracy. Section 3 describes the novel hybrid model
of the PBTES. Section 4 presents the model’s performance on various
validation sequences, including those covering operational conditions
beyond the training set, and discusses the results. Section 5 concludes
the paper.

2. Mathematical model and numerical methodology

The storage tank, as illustrated in Fig. 1, consists of a vertical
cylinder filled with solid filler material and a heat transfer fluid which
flows through the filler material. The top and bottom of the tank
have distributors with ports, which ensures that the incoming flow is
uniformly distributed over the cross-sectional area of the tank. There
are several options for the solid filler material such as rocks, pebbles,

metals and ceramics. Mostly, they are recycled materials from waste.
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Fig. 1. Schematic diagram of packed bed thermal energy storage.

For heat transfer fluid, the most popular options are thermal oils, steam
and water. The operation of the PBTES comprises two processes namely
charging and discharging. During the charging process, hot fluid enters
the tank through the top port and diffuses through the filler material,
transferring heat from the fluid to the filler material, and exits from
the bottom port. Conversely, during the discharging process, the flow
direction is reversed, the cold fluid enters from the bottom port, and
as it passes through the hot filler material, heat is transferred from the
filler material to the fluid and hot fluid exits from the top.

2.1. Numerical model

In this study, state of the art Two-Phase (TP) model for PBTES is
utilized. This model has been validated against experimental results
in previous studies [9,30], demonstrating its robustness and reliability.
The following assumptions were made in the TP model,

(i) The inlet fluid velocity is assumed to be uniform along the radial
axis, so the distributors are not modeled.

(ii) The fluid is incompressible, and the momentum equations are
not modeled.

(iii) The solid is represented as a continuous, homogeneous, and
isotropic granular medium.

(iv) Thermal diffusion is considered only along the tank’s axial di-
rection, resulting in one-dimensional energy equations.

With the above assumptions, the one-dimensional energy equations
for fluid and solid as provided in [9], are given by Eqs. (1) and (2)
respectively.

𝜖
(

𝜌𝐶𝑝
)

𝑓

𝜕𝑇𝑓
𝜕𝑡

+ 𝜖
(

𝜌𝐶𝑝
)

𝑓 𝑈
𝜕𝑇𝑓
𝜕𝑧

= 𝜕
𝜕𝑧

(

𝑘𝑓
𝜕𝑇𝑓
𝜕𝑧

)

+ ℎ𝑣(𝑇𝑠 − 𝑇𝑓 ) −𝐻(𝑇𝑓 − 𝑇𝑒𝑛𝑣)
(1)

(1 − 𝜖)
(

𝜌𝐶𝑝
)

𝑠
𝜕𝑇𝑠
𝜕𝑡

= 𝑘𝑠
𝜕2𝑇𝑠
𝜕𝑧2

− ℎ𝑣(𝑇𝑠 − 𝑇𝑓 ) (2)

Boundary and initial conditions of Eqs. (1) and (2) are given as
following,

𝑇𝑓 (𝑡, 𝑧 = 0) = 𝑇𝑓,𝑖𝑛;
( 𝜕𝑇𝑓

𝜕𝑧

)

𝑧=𝐿
= 0

(

𝜕𝑇𝑠
𝜕𝑧

)

𝑧=0
= 0;

(

𝜕𝑇𝑠
𝜕𝑧

)

𝑧=𝐿
= 0

𝑇 (𝑡 = 0, 𝑧) = 𝑇 (𝑧); 𝑇 (𝑡 = 0, 𝑧) = 𝑇 (𝑧)
𝑓 𝑓,0 𝑠 𝑠,0
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The above boundary conditions corresponds to the charging process
and for the discharging process the fluid boundary conditions are
reversed. The velocity of the fluid 𝑈 is given by Eq. (3). The volumetric
heat transfer coefficient ℎ𝑣 between fluid and solid is determined using
the correlation provided by [31], which is given by Eq. (4). Further-
more, to account for the heat capacity contribution of the storage wall
in the model, solid density is modified by integrating the wall’s heat
capacity into the calculation. The modified solid density �̂�𝑠 is given by
Eq. (5). The addition of wall contribution leads to a slower numerical
evolution due to add-on thermal inertia, but makes TP model’s solution
align better with experimental results [9].

𝑈 = �̇�

𝜌𝑓𝜋
𝐷2
𝑡
4 𝜖

(3)

ℎ𝑣 =
6(1 − 𝜖)𝑘𝑓 (2 + 1.1𝑅𝑒0.6𝑓 𝑃𝑟0.33𝑓 )

𝐷2
𝑟𝑜𝑐𝑘

(4)

̂𝑠 = 𝜌𝑠 +
𝑀𝑤𝑎𝑙𝑙𝐶𝑝𝑤𝑎𝑙𝑙
(1 − 𝜖)𝐶𝑝𝑠𝑉𝑖𝑛𝑡

(5)

To enhance the generality and applicability of the study, the TP
energy equations are converted into a dimensionless form and then
analyzed. This transformation allows the results to be scaled for dif-
ferent applications, ensuring the model’s scalability for both small and
large-scale systems. The TP energy equations are transformed into a
non dimensional form using following transformations,

𝜃 =
𝑇 − 𝑇𝑚𝑖𝑛

𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛
; 𝜉 = 𝑧

𝐿
; 𝜏 = 𝑡

𝑆𝑡
; 𝑆𝑡 =

𝐿
𝜖𝑈𝑚𝑎𝑥

The time 𝑡 and spatial coordinate 𝑧 are scaled with a time scaling
factor 𝑆𝑡 and the length of the storage tank 𝐿 respectively. Further-
more, the temperatures of the fluid and solid are normalized within
the cold (𝑇𝑚𝑖𝑛) and hot (𝑇𝑚𝑎𝑥) operating temperatures of the thermal
storage. In this study, 𝑇𝑚𝑖𝑛 = 100 ◦C and 𝑇𝑚𝑎𝑥 = 250 ◦C are used as
operating temperature range of PBTES. The non-dimensional form of
the TP energy equations are given by Eqs. (6) and (7) respectively.
𝜕𝜃𝑓
𝜕𝜏

+ Pe
𝜕𝜃𝑓
𝜕𝜉

= 𝛼𝑓
𝜕
𝜕𝜉

(

𝑘𝑓
𝜕𝜃𝑓
𝜕𝜉

)

+ 𝛽𝑓 (𝜃𝑠 − 𝜃𝑓 ) − 𝛾𝑓 (𝜃𝑓 − 𝜃𝑒𝑛𝑣) (6)

𝜕𝜃𝑠
𝜕𝜏

= 𝛼𝑠
𝜕2𝜃𝑠
𝜕𝜉2

− 𝛽𝑠(𝜃𝑠 − 𝜃𝑓 ) (7)

The non dimensionless parameters used in the transformation are
given as following,

Pe =
𝑈𝑆𝑡
𝐿

; 𝛼𝑓 =
𝑆𝑡

𝜖(𝜌𝐶𝑝)𝑓 (𝐿)2
; 𝛽𝑓 =

ℎ𝑣𝑆𝑡
𝜖(𝜌𝐶𝑝)𝑓

; 𝛾𝑓 =
𝐻𝑆𝑡

𝜖(𝜌𝐶𝑝)𝑓

𝛼𝑠 =
𝑘𝑠𝑆𝑡

(1 − 𝜖)(𝜌𝐶𝑝)𝑠(𝐿)2
; 𝛽𝑠 =

ℎ𝑣𝑆𝑡
(1 − 𝜖)(𝜌𝐶𝑝)𝑠

The dimensionless parameters 𝑃𝑒 and 𝛽 represents the flow char-
acteristics, and 𝛼 represents the material properties of the system.
The relative importance of heat transfer between the fluid and the
ambient environment compared to the storage capacity of the fluid is
represented by 𝛾.

2.2. Numerical method

The TP model can be solved numerically using the finite volume
method [30,32–34], the finite difference method [9], or method of
characteristics [12]. Among these methods, Finite Volume (FV) method
is a powerful numerical technique. Its primary strength lies in the
conservation of fluxes across the control volume (CV)’s boundaries,
ensuring energy conservation. It can handle discontinuities and thermal
gradients with ease making it robust and accurate. This explain its
popularity in the literature. Therefore, in this study, the transient TP
model is solved using the finite volume method on a uniform grid. In
FV method, the storage domain is divided into n number of CVs and
the dimensionless equations (6) and (7) are integrated over each CV,
resulting in 2 ∗ 𝑛 number of Ordinary Differential Equations (ODEs).
Then, ODEs are solved using ODE solvers for time integration.
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Table 1
Thermo-physical properties of fluid and solid.

Properties Linear model Non-linear model

𝜌𝑓 845 −0.000321(𝑇 2
𝑓 ) − 0.614254(𝑇𝑓 ) + 1020.62

𝜇𝑓 0.00057 exp(−2.048 log(𝑇𝑓 ) + 10.773) × 1.0𝑒−03

𝑘𝑓 0.1 −1.5𝑒−07(𝑇 2
𝑓 ) − 3.3𝑒−05(𝑇𝑓 ) + 0.118294

𝐶𝑝𝑓 2380 8.970785𝑒−4(𝑇 2
𝑓 ) + 3.313(𝑇𝑓 ) + 1496.005

𝜌𝑠 2595 2595
𝑘𝑠 5.5 5.5
𝐶𝑝𝑠 900 0.8841(𝑇𝑠) + 795.9

2.3. Thermo-physical properties of fluid and solid

In the TP model, the thermo-physical properties of the fluid and the
solid are generally dependent on their respective temperatures, making
the TP model non-linear. The variations of thermo-physical properties
with respect to temperature are generally expressed as polynomial
equations. These temperature-dependent properties provides more re-
alistic and accurate approximation of the behavior of the model by
capturing the dynamic changes more effectively and making the results
align better with experimental results [9,30]. Conversely, the thermo-
physical properties of the model can be considered as temperature
independent that is constants, leading to a linear TP model. This
can be done by finding the average values of the thermo-physical
properties in the range of the working temperature. Furthermore, in
the linear model, since the thermo-physical properties of the fluid are
not temperature dependent, it leads to a linear volumetric heat transfer
coefficient. The linearized model is computationally efficient and easier
to solve. However, this simplification overlooks critical variations in
thermo-physical properties due to changes in temperature, resulting
in discrepancies in predicting temperature profiles within the storage.
This less computationally intensive linear TP model can be useful
for preliminary studies, intense optimization, and simulation scenarios
where high precision is not critical.

In this study a storage tank of length 𝐿 = 3 m and diameter 𝐷𝑡 = 1 m
s considered. A mixture of silica gravel with diameter 𝐷𝑟𝑜𝑐𝑘 = 0.03 m
nd silica sand with diameter 𝐷𝑠𝑎𝑛𝑑 = 0.003 m in a mass proportion
f 80% and 20% respectively is chosen as the solid filler material
ith a void fraction of 0.27. Therminol 88 that supports a maximum

emperature of 350 ◦C is selected as working fluid. The thermo-physical
roperties of the solid filler material (gravel+sand) and the fluid (Ther-
inol 88) used in both the linear and non-linear models in this study

re listed in Table 1. The tank dimensions, filler material characteris-
ics, the choice of the working fluid, and thermo-physical properties are
n accordance with [9,30].

.4. Grid convergence study

To determine the appropriate number of CVs needed for solving
he non-linear TP model using the finite volume (FV) method, a grid
onvergence study is conducted. This study ensures the accuracy and
tability of the numerical solution, verifying that the discretized model
dequately captures the complex behavior of the TP model. The non-
inear TP model is solved using FV method with different number of
Vs. The fluid and solid solutions obtained for different number of CVs
re compared against the respective reference solutions. The reference
olution is obtained by solving the model using 2000 CVs, and it is
onsidered grid-independent and highly accurate. For the convergence
tudy, a simulation which comprise 4 consecutive charging and dis-
harging process is performed. Mean Squared Error (MSE) is used as
valuating metrics. The variation of MSE and computation time for
ifferent number of CVs is given in Fig. 2. The grid convergence plot
hows that beyond 1000 CVs, further refinement yields only minor im-
rovements in accuracy, while significantly increasing computational

ime. Therefore, 1000 CVs have been chosen as the optimal number. l

4 
Table 2
Comparison of computation time - linear vs non-linear
TP model.

Model Computation time [s]

Linear 0.46
Non-linear 17.38

Fig. 2. Grid convergence: Variation of MSE and computation time over different
number of CVs.

2.5. Comparative study between linear and non-linear TP model

To showcase the effect of linearization of the non-linear TP model,
a comparative analysis is conducted between the numerical solutions
of the linear and non-linear models, providing a comprehensive un-
derstanding of the dynamics of their respective solutions under these
defined conditions. In this study, the discretized FV ODEs for linear and
non-linear TP model are solved in Julia programming language using
the DifferentialEquations.jl [35] library’s ODE solver.

Both linear and non-linear TP models are solved for the time varying
inlet fluid temperature 𝜃𝑓,𝑖𝑛 and inlet mass flow rate �̇�𝑖𝑛. The variation
of 𝜃𝑓,𝑖𝑛 is gradual and smooth over the time, where as �̇�𝑖𝑛 is varied in a
tep like manner over the time. The comparative study involves solving
he models for two consecutive pairs of charging and discharging
rocesses, and each processes is simulated for a dimensionless time
= 15. The time varying inputs for which the simulation performed

s as depicted in Fig. 3. The solid temperature distributions solution
long the storage length at different dimensionless times 𝜏 = 4, 8, 12 are
hown in Figs. 4(a) and 4(b) respectively. The fluid outlet temperature
olution during each discharging process is shown in Figs. 5(a) and
(b). Additionally, Fig. 6 illustrates the error between spatial solutions
t each time step between non-linear and linear solutions for the entire
ime period of the simulation. This is done by calculating MSE between
he corresponding non-linear and linear temperature distribution solu-
ions in ◦C (full dimension) along the length of storage for each time
tep.

From the error distribution (Fig. 6), it is evident that a significant
ifference exists between the temperature solutions obtained by solving
he linear and non-linear TP models. This discrepancy may keep-on
ontinuing as the charging and discharging cycles progress. For the
inear TP model, the comparative study reveals that linearization does
ot adequately capture the proper dynamics of both the fluid and solid.
rom Tables 2 and 3, though the linear TP model is computationally
fficient and capable of producing solutions quickly, it tends to have
oor accuracy. In contrast, the non-linear TP model is almost 38 times
lower than linear TP model but provides more precise approximation.

. Hybrid two phase model

To bridge the accuracy gap between the computationally efficient

inear TP model and more accurate but expensive non-linear model, a
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Fig. 3. Input sequences for the comparative study: (a) Inlet fluid temperature, (b) Inlet fluid mass flow rate.
Fig. 4. Comparison of solid temperature distribution at three different instance during the charging processes (𝜏 = 4, 8, 12): (a) 1st Charging Process, (b) 2nd Charging Process.
Fig. 5. Fluid outlet temperature during the discharging processes over the respective time periods: (a) 1st discharging Process and (b) 2nd discharging Process.
t

ybrid TP model is proposed. It combines the linear TP model with a
achine Learning (ML) module to output high precision non-linear so-
ution. Furthermore, in the hybrid model, the linear TP model is solved l

5 
using a smaller number of CVs (𝑛ℎ𝑦𝑏) than the 1000 CVs established in
he FV model convergence study. This initial step produces a coarse

inear solution. The ML module takes this coarse and low precision
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Table 3
Overall MSE between linear and non-linear TP model’s solution.

Phase Dimension less [–] Full dimension [◦C]

Fluid 2.00e−03 45.03
Solid 2.41e−03 54.22

linear solution, and maps it into a high precision non-linear solution
that matches the numerical resolution of a solution corresponding to
very fine mesh (1000 CVs). As this hybrid modeling approach primarily
focus on learning the mapping from linearity to non-linearity, this
hybrid modeling approach is easily extendable to unstructured and
higher-dimensional meshes, as well as to other numerical methods.

3.1. Machine learning module

As previously mentioned, the ML module principally learns the
mapping from coarse linear solution to fine non-linear solution. The
use of neural networks to approximate fine grid solutions from coarse
grid solutions has been explored in the literature. Neural networks have
been employed to generate high-resolution mesh solutions from coarse
or interpolated coarse solutions, demonstrating their potential for en-
hancing resolution in computational models [36,37]. In the context of
mapping non-linear solution using neural networks, some studies in
the literature have explored this by using the neural network to learn
an implicit transformation that makes the non-linear system behave
linearly in a new space [38], and transformation of large linear systems
into small non-linear system using neural networks [39]. However,
these approaches majorly differs from the methodology employed in
this hybrid TP model, where non-linear model is explicitly linearized
and ML module effectively performs mapping from linear solution to
non-linear solution while also resolving the coarse to fine mesh solution
at same time.

The ML module consists of a feature extractor, a Deep Neural
Network (DNN) and a feature reconstructor. The feature extractor and
reconstructor, plays a huge role by aiding the mapping process done by
DNN. The feature extractor processes the coarse linear solution for each
time step and extracts the dominant linear features that characterize
the coarse solution. Since the solution is obtained by solving the linear
model for fewer number of CVs, it may exhibits numerical oscillations
or instabilities. This phenomenon occurs due to insufficient spatial
resolution, which may fail to accurately capture the gradients and
dynamics of the underlying physical problem. If this solution is directly
given to DNN, the presence of noise and oscillations can make the
training process unstable, causing convergence issues. Also, it prevents
the neural network from learning the essential characteristics, leading
to poor generalized and over-fitted model. These makes the feature
extraction process significant. Then, DNN takes those extracted linear
features (solid and fluid) along with primary inputs of linear model and
maps into corresponding non linear features (solid and fluid). Finally,
the feature reconstructor, which reconstructs high resolution non-linear
spatial solutions. Here, the primary computational cost lies mainly in
solving the linear TP model. This hybrid model effectively streamlines
the process, balancing the computational efficiency of linear TP model
with the precision of non-linear TP model. Fig. 7 provides a visual
representation of the hybrid TP model with detailed workflow.

3.2. Comprehensive design specifications of the ML module

In the ML module, Principal Components Analysis (PCA) [40,41] is
utilized behind the feature extractor and reconstructor. PCA transforms
the original values into a new set of uncorrelated values called principal
components. Each principal component is a linear combination of the
original values and captures as much variance as possible, with the
first component capturing the most variance. The feature extractor

takes in the linear temperature distribution solution corresponding to

6 
Table 4
Architecture of the DNN.

No. of layers 6
No. of neurons per layer 100
Activation function Leaky Rectified Linear Unit

𝑛ℎ𝑦𝑏 CVs for each time step. Then it applies PCA transformation to
this linear solution and extracts the features which is of reduced size
𝑁𝑝𝑐𝑎. The choice of 𝑁𝑝𝑐𝑎 is flexible and depends on 𝑛ℎ𝑦𝑏. It should
e of an appropriate size to avoid noise and prevent carrying over
scillations from the coarse solution. Choosing a very small 𝑁𝑝𝑐𝑎 can
ake the training process faster but it can lead to poor performance

f ML module and vice-versa. This feature extraction process helps the
NN in effectively learning the map. The second component is DNN.
or this context of mapping from coarse linear to refined non-linear
olution, a simple DNN is found to be sufficient and performs well.
he specifications of the DNN are very basic without any dropout and
pecial regularization, and the details about architecture used in this
tudy are outlined in Table 4. The last component in the ML module
s the feature reconstructor. It takes the mapped non-linear features
f size 𝑁𝑝𝑐𝑎 and applies the inverse transformation of the PCA, and
econstructs the refined non-linear solutions corresponding to 1000
Vs.

.3. Data generation and training of the ML module

The key input variables for the TP model are the working fluid’s
nlet mass flow rate and inlet temperature. The data generation process
or this study involves a comprehensive simulations of both charging
nd discharging processes in linear and non-linear TP models. The
inear TP model is solved with 𝑛ℎ𝑦𝑏 number of CVs (coarse mesh) and
on-linear TP model is solved with 1000 number of CVs (fine mesh).
he choice of 𝑛ℎ𝑦𝑏 will be discussed later. For the charging process, the

nlet fluid temperature is varied between 0.6 to 1.0 in dimensionless
alue, which translates into 190 ◦C and 250 ◦C and the inlet mass flow
ate is varied between 0.45 to 0.65 kg∕s. Similarly, in the discharging
rocess, the inlet fluid temperature is varied between 0.0 to 0.2 in
imensionless value, which translates into 100 ◦C and 130 ◦C and the

inlet mass flow rate range is kept same as charging. For both processes,
the inputs are gradually and smoothly varied in a completely random
way over the time. Each charging and discharging process made to
last for a dimensionless time duration of 𝜏 = 10 (around 4 h in actual
time). It is crucial to maintain the same time step value 𝛥𝑡 while solving
the numerical models to generate training data, as this helps the DNN
capture patterns between different input samples. However, during the
testing and deployment phases, it is not necessary to maintain the same
𝛥𝑡, and adaptive time-stepping schemes can be used.

To generate data for training of ML module, 10 sequences of simu-
lations are performed. In each sequence, 4 consecutive pairs of charg-
ing and discharging processes are continuously simulated. For every
sequence, the initial charging process commenced with zero initial con-
dition for both the fluid and the solid phase. Then, after each charging
or discharging process, the final solution from the non-linear model
of the preceding process was applied as the initial condition to both
the linear and non-linear models for the current process. This is mainly
done to mimic the workflow of the hybrid TP model in the prediction
and deployment stage, where non linear mapping is performed after
each process, and the final state of the mapped non-linear solution
of the preceding process was applied as the initial condition for the
current process. If the training data is not generated by following this
technique, the difference between the linear and non-linear model will
keep on progressing in a random manner without any pattern and
makes the learning of mapping very difficult. Overall, this training data
generation technique is crucial in minimizing error propagation in the
linear model after each process and improving the machine learning
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Fig. 6. Time step wise MSE between linear and non-linear solutions in full dimension.

Fig. 7. Schematic workflow of the hybrid TP model.
7 
model’s ability to effectively learn the non-linearity during training
phase.

The training of ML module is as follows: Separate PCA models
are built for fluid and solid linear solutions, as well as for fluid and
solid non-linear solutions. Thus, in total four PCA models are trained.
The feature extractor uses the transformation part of the PCA models
trained on the fluid and solid linear solutions to reduce the dimen-
sions from 𝑛ℎ𝑦𝑏 to 𝑁𝑝𝑐𝑎. Conversely, the reconstructor uses the inverse
transformation component of the PCA models for fluid and solid non-
linear solutions, transforming the data back from 𝑁𝑝𝑐𝑎 to the original
1000 CVs. This approach ensures that the feature extraction and re-
construction processes are specifically tailored to the characteristics of
respective solutions. The inputs for training the DNN are prepared by
combining the extracted fluid and solid features with other inputs, and
stacking them for each time step. The DNN is then trained to generate
the corresponding fluid and solid non-linear features. The optimization
algorithm used for the training of the neural network is ADAM. During
training, the learning rate for the optimization algorithm is dynami-
cally adjusted using learning rate schedulers. It is mainly decreased
during the training which helps in converging towards a more accurate
solution and avoids overfitting.

4. Model validation and discussion

To validate the performance of the hybrid TP model against the
non-linear TP model, multiple validation simulations are performed.
The models are solved using ODE solvers through the Julia package
‘‘DifferentialEquations.jl’’. A particular attention was given to code op-
timization to ensure type stability and to profit from code compilation.
For the time-stepping algorithm, both stiff and non-stiff methods works
well for the TP models. Among these, a 3-stage, 5th order Runge–Kutta
method with a 3rd order embedded method for error estimation was
found to be the most efficient and accurate. Therefore, this algorithm
is used for all the TP models in this study.

The effect of the number of CVs used in the hybrid model on its
the accuracy and computational performance has been analyzed to
choose the optimal number. To perform this analysis, hybrid TP model
is built for different 𝑛ℎ𝑦𝑏. The performance of these hybrid models are
evaluated by validating each model using the same simulation sequence
used for grid convergence study of non-linear TP model (Section 2.4).
Fig. 8 illustrates the change in performance of the hybrid models with
different 𝑛ℎ𝑦𝑏. From this plot, it appears that reducing 𝑛ℎ𝑦𝑏 does not
affect the accuracy of the model measured by the MSE until reaching
a minimal number (∼25 in our case), below which the accuracy de-
teriorates rapidly. However, as 𝑛ℎ𝑦𝑏 increases, the computational time
rises significantly. In this study, the optimal number of CVs used in the
linear model within the hybrid TP model is chosen as 𝑛ℎ𝑦𝑏 = 25 which
excels in terms of both accuracy an computational performances.

Each validation simulation consists of a number of consecutive pairs
of charging and discharging processes. Similar to the training data
generation process, the fluid inlet temperature is varied randomly in
gradual and smooth way in all sequences, adhering to the specified
ranges for charging process (0.6 to 1.0) and discharging process (0.0 to
0.2). But, for the inlet mass flow rate, even though it is varied gradually
and smoothly in random aspect during the training data generation,
in the validation phase it is randomly varied in a step like way. The
input sequences for the validation phase are made to undergo these
kind of variations to mimics the nature of these inputs in actual real
world scenarios.

Each charging and discharging process lasts for a duration of 𝜏 = 10.
In terms of validation methodology, for each charging or discharging
process, first the linear TP model is solved. Then, the corresponding
linear solution is mapped to non-linear solution using the ML module.
Then the final state of this non-linear solution is given as the initial
condition for the next process. This is done repeatedly for all the
processes in a simulation. Overall, the linear solution is mapped into
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Table 5
Configuration of validation simulations.

Simulation Number of charging and discharging pairs Total storage operation duration [h] �̇� Range [kg/s]

1 4 3.3 0.45 to 0.65
2 10 8.3 0.45 to 0.65
3 20 16.6 0.45 to 0.65
4 30 25.0 0.45 to 0.65
5 30 25.0 0.35 to 0.75
6 40 33.3 0.35 to 0.75
d
T

Fig. 8. Effect of 𝑛ℎ𝑦𝑏 in the hybrid TP model’s performance.

a non linear solution at the end of each charging/discharging process.
It is also possible to dynamically map the linear solution to a non-linear
solution periodically, at each time step, or at a specific time. This allows
to dynamically couple the hybrid TP model of PBTES with other energy
system models.

The details regarding the number of pairs of processes in a simula-
tion and the inlet mass flow rate range used can be found in Table 5. In
validation simulations 1 to 4, the inlet mass flow rate is varied within
the ML module’s training range. The validation simulations 5 and 6
are designed to test the robustness and generality of the hybrid model,
showcasing the capability of the model to perform well under different
conditions which are not represented in the training data. In these
simulations, the inlet mass flow rate is varied beyond the training data’s
scope by extending the variation bounds beyond the training range.

A detailed overview of the results of the first simulation which
has only 4 pairs of charging and discharging processes is presented
in the following. The dynamics of the inputs for this first validation
simulation is shown in Fig. 9. For this first simulation, the two main
aspects which helps in analyzing the performance of the model are
plotted. Firstly, the solid temperature distributions along the length of
the storage at the end of each charging process are plotted in Fig. 10.
Secondly, the fluid outlet temperatures during each discharging process
over respective time period are plotted in Fig. 11. In this validation
study, the performance metrics such as Mean Squared Error (MSE),
𝑅2 score and overall error percentage (Relative Mean Absolute Error)
are used for evaluation. These metrics are calculated by comparing the
temperature solutions (both fluid and solid) of the linear and hybrid
TP models against the corresponding solutions from the non-linear TP
model in ◦C. Table 6 compares the performance the metrics of the linear
and hybrid TP model vs non-linear TP model, while Fig. 12 presents
the MSE box plot for all the validation simulations. Table 7 provides
the comparison of the computation time taken by different model to
perform different validation simulations.

The hybrid TP model demonstrated significant performance in com-
putational efficiency and accuracy. For the first validation simulation,
in Figs. 10 and 11, both solid temperature distribution solution during
charging processes and the fluid outlet temperature solution during the
discharging processes obtained from the hybrid TP model show very
8 
good agreement with the non-linear TP model solutions. The linear
TP model, however, shows different dynamics due to the linearization
process. The ML module in the hybrid model effectively maps the linear
to non-linear solutions, ensuring the hybrid model’s results match well
with the non-linear model, demonstrating exceptional performance,
as seen in these plots. From Table 6 and Fig. 12 shows that in all
validation simulations, the hybrid TP model consistently achieved a
lower overall MSE of 0.15 ◦C and an error percentage of just 0.16, and
emonstrating significantly better accuracy performance than the linear
P model. An 𝑅2 score of 0.9995 indicates a high level of accuracy

and a strong correlation between hybrid and non-linear TP model
solutions. Furthermore, the hybrid TP model also performed really good
in validation simulations 5 and 6, where the inlet mass flow rate is
varied beyond the training range, which also has same level of accuracy
performance as other validation simulations. To more showcase these
results for simulations 5 and 6, a violin plot is presented in Fig. 13,
which is created by calculating the ratio of the hybrid solution to the
non-linear solution at each time step and across spatial discretization.
This plot shows very narrow probability distribution centered around
1 for both simulation 5 and 6. This demonstrates the hybrid model’s
accuracy outside the training range and highlights its explainability and
generality for the scenarios outside the training range.

In terms of computational efficiency, the hybrid TP model demon-
strated a remarkable improvement over the traditional non-linear TP
model. In average, during the model validation as shown in Table 7, the
hybrid TP model is 350 times faster than non-linear TP model. Since the
linear model used in the hybrid TP model is solved using a coarse mesh
with only 25 CVs, it only requires solving 50 equations (2 equations
per CV). This significantly reduces computational requirements, leading
to faster computation times and lower memory usage. Additionally,
the ML module in the hybrid model has very low inference time,
which minimally impacts the overall computational performance. Con-
sequently, the hybrid model provides the non-linear solution much
more quickly. In contrast, both the linear and non-linear TP models are
typically solved for 1000 CVs, requiring 2000 equations to be solved.
Specifically, the non-linear TP model is significantly slower due to the
increased computational demand from its non-linearity. This requires
updating more parameters for each function call and needing more
iterations of solvers to maintain accuracy.

Overall, the hybrid TP model leverages the computational speed of
linear models while integrating the precision of non-linear mappings
through machine learning. Also the usage of fewer CVs in the hybrid
TP model does not affect the accuracy and it effectively maps the coarse
linear solution into high resolution non-linear solution. The hybrid
TP model is highly suitable for large-scale thermal energy storage
system simulations, where both rapid computation and accuracy are
crucial. Since the models are studied in dimensionless form, this hybrid
modeling approach ensures seamless scaling and adaptation to both
small and large-scale systems. Due to its linear nature and reduced
computational resource requirements, the hybrid TP model is highly
compatible for optimization tasks, long-term simulations, and energy
management applications. The computational efficiency of the hybrid
TP model makes it an ideal choice for scenarios demanding high per-
formance and reliability. Additionally, it allows for more simulations
to be run in parallel, enabling more extensive analysis within the same
time frame.
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Fig. 9. Input sequences for Validation Simulation 1: (a) Inlet fluid temperature, (b) Inlet fluid mass flow rate.
Fig. 10. Comparison of solid temperature distribution solutions between different models at the end of the 1st (a), 2nd (b), 3rd (c), and 4th (d) charging processes for the first
validation simulation.
5. Conclusion

In this paper a hybrid model for modeling PBTES was proposed.
It combines a linearized TP model solved using a coarse FV mesh
9 
with a ML module that maps the linear and coarse solution to a non-
linear and fine solution. The proposed hybrid TP model for PBTES has
demonstrated a promising gain in computational efficiency and has
very good accuracy compared to the fine non-linear TP model. The
hybrid TP model bridges effectively the gap between the demands of
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Fig. 11. Comparison of fluid outlet temperature between different models over the respective time periods during the 1st (a), 2nd (b), 3rd (c), and 4th (d) discharging processes
for the first validation simulation.
Fig. 12. Mean squared error bar plot for different validation sequences. (a) linear vs non-linear TP model and (b) hybrid vs non-linear TP model.
Table 6
Comparative Accuracy Metrics: Linear and Hybrid TP vs. Non-linear TP model’s solutions in ◦C across different validation simulations.

Validation simulation Linear vs Non-linear Hybrid vs Non-linear

MSE [◦C] 𝑅2 Error % MSE [◦C] 𝑅2 Error %

1 54.19 0.6621 3.35 0.14 0.9981 0.16
2 43.20 0.6280 2.96 0.12 0.9989 0.14
3 43.17 0.6318 2.95 0.12 0.9990 0.14
4 44.12 0.5763 3.04 0.15 0.9992 0.16
5 42.63 0.6277 2.97 0.17 0.9990 0.18
6 43.19 0.6368 2.96 0.18 0.9990 0.18
10 
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Table 7
Computation time comparison between models for different validation sequences.

Validation
simulation

Computation time [s]

Linear TP
(1000 CVs)

Non-linear TP
(1000 CVs)

Hybrid TP
(25 CVs)

1 0.454 20.249 0.045
2 1.209 40.280 0.120
3 2.358 83.478 0.286
4 3.597 125.769 0.368
5 3.599 127.245 0.364
6 4.794 182.896 0.485

Fig. 13. Violin plot for the ratio between hybrid and non-linear solutions for validation
imulations 5 and 6.

omputational resources and the necessity for accuracy, by melding the
omputational speed of the coarse linear TP model with the precision
f the fine non-linear TP model. In validation, the hybrid TP model
s on average 350 times faster than the non-linear TP model, while
lso demonstrating superior accuracy, with 𝑅2 score of 0.99, overall

MSE of just 0.15 ◦C and a very low error percentage of 0.16. By also
validating the model outside the training scope, model’s extrapolation
ability, its general applicability and robustness are shown. Thus, the
hybrid TP model is capable of adapting and generating the non-linear
solutions accurately under conditions across diverse scenarios that are
not represented in the training phase. Furthermore, this hybrid model-
ing approach ensures the model’s versatility, allowing it to be adapted
to various storage materials and fluids, and easily scaled for both small
and large-scale systems. This research opens several avenues for further
exploration. One potential direction for future research could involve
extending the methodologies and findings of this study to latent heat
version of PBTES, which involves phase change in the filler material.
Overall, the hybrid TP model is computationally less expensive and
has good accuracy, which makes it highly compatible for the model
optimization for control applications and simulation of PBTES over long
duration which is typically the case for energy planning models.
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