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Abstract
Objective. We introduce a versatile methodology for the accurate modelling of PET imaging
systems via Monte Carlo simulations, using the Geant4 application for tomographic emission
(GATE) platform. Accurate Monte Carlo modelling involves the incorporation of a complete
analytical signal processing chain, called the digitizer in GATE, to emulate the different count rates
encountered in actual positron emission tomography (PET) systems. Approach. The proposed
approach consists of two steps: (1) modelling the digitizer to replicate the detection chain of real
systems, covering all available parameters, whether publicly accessible or supplied by
manufacturers; (2) estimating the remaining parameters, i.e. background noise level, detection
efficiency, and pile-up, using optimisation techniques based on experimental single and prompt
event rates. We show that this two-step optimisation reproduces the other experimental count rates
(true, scatter, and random), without the need for additional adjustments. This method has been
applied and validated with experimental data derived from the NEMA count losses test for three
state-of-the-art SiPM-based time-of-flight (TOF)-PET systems: Philips Vereos, Siemens Biograph
Vision 600 and GE Discovery MI 4-ring.Main results. The results show good agreement between
experiments and simulations for the three PET systems, with absolute relative discrepancies below
3%, 6%, 6%, 7% and 12% for prompt, random, true, scatter and noise equivalent count rates,
respectively, within the 0–10 kBq·ml−1 activity concentration range typically observed in
whole-body 18F scans. Significance. Overall, the proposed digitizer optimisation method was shown
to be effective in reproducing count rates and NECR for three of the latest generation SiPM-based
TOF-PET imaging systems. The proposed methodology could be applied to other PET scanners.

1. Introduction

GATE (Sarrut et al 2021, 2022) is an open-source platform based on the Geant4 engine (Allison et al 2016)
for Monte Carlo simulations in medical imaging and radiotherapy. It is based on Geant4’s functionalities to
support the design of positron emission tomography (PET) systems, enabling geometric modelling of
detection systems and the management of detector responses via an analytical signal processing chain known
as the ‘digitizer’. This digitizer plays an essential role in shaping the signals, determining interaction
timestamps and positions, modelling timing and energy resolutions, accounting for detector saturation
effects, and managing the pulse-processing logic essential for the selection and coupling of single events into
coincidences. The determination of digitizer parameters is crucial for accurate simulations, especially at low
activity levels where background noise predominates, and at high activity levels where saturation effects,
such as dead time and pile-up, significantly affect the results.

© 2024 The Author(s). Published on behalf of Institute of Physics and Engineering inMedicine by IOP Publishing Ltd
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Obtaining specific parameter settings for digitizers directly from manufacturers often poses significant
challenges. These difficulties arise from proprietary concerns, limited accessibility, and strict non-disclosure
policies that manufacturers enforce, complicating the retrieval of essential data needed for accurate digitizer
modelling. This context underscores the necessity for developing robust optimisation methods that can
independently establish these parameters.

Several clinical PET systems from leading manufacturers—Philips Healthcare, Siemens Healthineers, and
General Electric Healthcare (GE) - have been modelled using GATE/Geant4, including Philips
Allegro (Lamare et al 2006), Gemini TF (Trindade et al 2012), and Vereos (Salvadori et al 2020); Siemens
Biograph 6 (Gonias et al 2007), DUO (Nikolopoulos et al 2013), mMR (Aklan et al 2015) and Vision (Zein
et al 2020); and GE Discovery LS (Schmidtlein et al 2005), RX (Geramifar et al 2011), and MI (Kalaitzidis
et al 2022, Tiwari et al 2022, Merlet et al 2024). A comprehensive review of GATE-modelled PET systems is
provided in Sarrut et al (2021).

One way to set the values for the digitizer parameters is to apply an optimisation process on most
variables, including the known ones. This method was recently introduced by Herald et al (2022), in which
evolutionary algorithms are used to optimise all the digitizer parameters simultaneously. This method
produces remarkable results but requires significant computational resources due to the extensive parameter
set.

Another approach stem from the work of Guez et al (2008), combining manufacturer-provided values
with models that fit experimental count rates. This approach was further refined by Salvadori et al (2020) for
the Philips Vereos PET system and extended by Merlet et al (2024) to the GE Discovery MI 4-ring PET
system. Although these studies were performed with slight variations in optimisation methodology, they
both showed the proper GATE modelling of their respective PET system. This indicates that it may be
possible to develop a generic (system-independent) optimisation method for the digitizer.

In this context, we propose a generic method to design and evaluate the digitizer, using experimental data
from the NEMA count losses and scatter fraction protocol, hereinafter called ‘NEMA count losses’. We apply
this methodology to three state-of-the-art time-of-flight (TOF) PET systems equipped with silicon
photomultipliers (SiPM) : Philips Vereos, Siemens Biograph Vision 600 (Vision 600) and GE Discovery MI
4-ring (DMI 4-ring).

2. Material andmethods

This section details the three studied PET systems as well as the experimental data required for digitizer
optimisation and validation. Subsequently, we describe the Monte Carlo simulation model and the proposed
digitizer optimisation procedure.

2.1. Geometry of the three PET systems
Specifications of the systems are documented in Hsu et al (2017), Reddin et al (2018), Zhang et al
(2018), Rausch et al (2019), and van Sluis et al (2019). The geometric configurations of the three PET
systems were modelled in GATE, incorporating dimensions and material compositions as specified by the
manufacturers.

The design was based on a cylindrical geometry, with components organised into four hierarchical levels:
Sectors, Blocks,Mini-Blocks and Crystals (figure 1). The arrangement and materials of the detector blocks and
mini-blocks, the internal structure of the plastic housing surrounding the field of view (FOV), and the
patient bed were also modelled (Salvadori et al 2020). This step is important to account for scatter radiation
and attenuation effects in surrounding materials.

2.2. NEMA count losses and scatter fraction
Experimental evaluations were conducted in accordance with the NEMA count losses protocol (NEMA
2018), following the manufacturer’s acquisition guidelines. An 18F line source, with a radius of 1.6 mm and a
length of 700 mm, was placed within the NEMA scatter phantom—a solid polypropylene cylinder with a
radius of 102 mm and a length of 700 mm. The source, initially filled to achieve the peak value of noise
equivalent count rate (NECR) for each PET system, contained activities of 1616 MBq for the Vereos, 1210
MBq for the Vision, and 718 MBq for the DMI 4-ring.

The scatter phantom was placed on the patient bed and centred in the FOV, with the line source offset by
45 mm from the cylinder’s central axis. Several acquisitions were performed over a period of 16 hours,
following the manufacturer’s protocol. Total, random, true, scatter and NEC rates (Tot, R, T, S and NECR)
were determined for each acquisition frame according to the NEMA standard (NEMA 2018).

Both the Vereos and Vision PET systems estimate random coincidences from the measured delayed
coincidences, with noise regularisation through variance reduction. On the other hand, the DMI 4-ring
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Figure 1. GATE geometric models of the Vereos, Vision 600, and DMI 4-ring PET systems, all featuring 4 depth levels. The Vereos
system includes 18 Sectors, while the Vision 600 and DMI 4-ring comprise 36 and 34 Sectors, respectively. Within the detection
system, the total number of crystals is 23 040 for Vereos, 38 912 for Vision 600, and 19 584 for DMI 4-ring.

system estimates randoms based on single event counts. In both cases (delayed and single method), the
estimation of randoms was considered noise-free, and the NECR was calculated without additional noise
contributions using the formula, NECR= T2

T+S+R .

2.3. Experimental determination of background noise
The data frames from the NEMA count losses assessment were analysed to investigate the relationship
between the single event rate of a Sector and the activity concentration. The single event rate for a Sector was
derived from the system-wide single event rate, assuming uniform single event rates and detection
efficiencies across all detectors.

The experimental background noise was assessed using linear regression on the single event rates
measured at low activity concentrations (below 3 kBq·ml−1). This regression (SnDT), extrapolated to zero
activity, provided the single event rate in the absence of any activity in the FOV, denoted λexp. This rate,
derived from the experimental single event rates, reflects the background noise at the end of the detection
process, accounting for detection efficiency and energy thresholding.

2.4. Generic digitizer model
In GATE, the interactions of a particle in the crystals are called hits (Sarrut et al 2021). Along the detection
chain, the hits are grouped, converted into singles, and sorted into coincidences by the digitizer. The digitizer
is a signal processing chain composed of a sequence of modules, each associated with specific parameters. To
faithfully replicate the count rates observed in actual PET systems, both the model and the associated
parameters require precise tuning. As shown in figure 2, the generic digitizer model encompasses nine
sequential modules: (1) Adder, (2) Readout, (3) Background noise, (4) Detection efficiency, (5) Energy
blurring, (6) Temporal resolution, (7) Pile-up, (8) Energy thresholds, and (9) Coincidence sorter. The
parameters of these nine modules are detailed in table 3. When possible, parameters were set based on
specifications provided by the manufacturers. Otherwise, parameters were estimated through an
optimisation process and validated against experimental data. These parameters are described in detail in the
following subsections.

3



Phys. Med. Biol. 69 (2024) 165013 J Salvadori et al

Figure 2. The proposed generic digitizer model, illustrating the three key parameters remaining for optimisation: the background
event rate (λ), the detection efficiency correction factor (ϵ), and the pile-up integration time for single events (ρ).

2.4.1. Adder and readout
The Adder constitutes the initial module in the digitization chain. For each primary event, it groups the hits
occurring in a given detection volume into pulses. This is done by first summing the energy deposited by all
the hits and then calculating the energy-weighted centroid position.

The Readout module groups and computes the output position of the combined hits at a given
geometrical level of the system, generating what are referred to as singles. This module incorporates two
strategies for signal integration based on energy: the winner-takes-all policy, simulating 1:1 coupling between
crystals and SiPM detectors—as done in Salvadori et al (2020) - and the energy centroid policy, simulating the
multiplexed readout (Anger’s logic) - as done in Merlet et al (2024)). In the first case, the winner-takes-all
approach allows for user-defined readout levels, identifying the interacting crystal as the one with the highest
energy deposition. In the second case (energy centroid), signal integration occurs one geometrical level above
the crystal level (see figure 1), with the position of interaction determined by the energy-weighted centroid of
hits within that volume. All three evaluated PETs have a SiPM-based detection system. Although Vereos
uniquely features a true 1:1 SiPMs coupling, the winner-takes-all approach was preferred, as it accurately
reflects the SiPMs readout structure and offers enhanced flexibility with respect to the readout level.

In actual systems, signal integration occurs (1) at the block level (level 2) for the Vision, providing a
readout area of 32× 32 mm2 (Reddin et al 2018), and (2) at the mini-block level (level 3) for both the Vereos
and the DMI 4-ring, with readout areas of 8×8 mm2 (Schaart et al 2016) and 16×48 mm2 (Wagadarikar et al
2014), respectively. Since GATE currently lacks a module in the digitizer for modelling the scattered photon
recovery process (Wagadarikar et al 2014), signal integration for all systems was executed at level 1 (Sectors)
to mitigate potential underestimation of sensitivity (Salvadori et al 2020) (see discussion).

2.4.2. Background noise and detection efficiency
Background noise (BN) represents the rate of single events detected by the system when there is no activity in
the FOV. This noise may originate from detection electronics, dark counts inherent to SiPM-based detection
systems (Gundacker and Heering 2020), or the natural radioactivity of the scintillation crystals (176Lu for
LYSO and LSO). Positioned at the beginning of the detection chain, before the detection efficiency module,
BN aims to replicate the noise contribution at the end of the digitization chain (after energy selection).
Consequently, the energy distribution of background events is modelled by a Gaussian centred at 511 keV
with a standard deviation of 1 keV, ensuring that the entire distribution falls within the energy window. The
time distribution of background events is assumed to follow a Poisson distribution, with the probability of

detecting n background events in a time interval t given by P(n, t) = (λt)n

n! e−λt, where λ is the average
background event rate.

The detection efficiency (DE) module compensates for detection losses not accounted for in the
simulation and corrects for any inaccuracies in geometry and material composition, with ϵ representing the
fraction of singles accepted by the module. Since ϵ and λ are modelled at the beginning of the detection chain,
before energy windowing, direct measurement in clinical systems is impractical. Thus, an optimisation
method for these parameters, coupled with indirect experimental validation, is proposed in section 2.5.1.

2.4.3. Energy and timing resolutions
The coincidence timing resolution (CTR) and energy resolution (ER) at 511 keV for the Vereos, Vision, and
DMI 4-ring are documented to be 310 ps, 11.2% (Rausch et al 2019), 210 ps, 9.0% (Reddin et al 2018), and
374 ps, 9.4% (Hsu et al 2017), respectively. In GATE, these parameters are implemented through Gaussian
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convolutions applied to the timestamps and energies of the singles, with the timing resolution module
parameterised by the single timing resolution (STR), defined as STR= CTR√

2
.

2.4.4. Dead time and pile-up
Dead time represents the duration τ after each event, during which the system cannot detect another event.
Pile-up effect is the potential detection of multiple events during the signal integration time ρ. These two
deleterious effects are responsible for the saturation of the system when the incoming photon rate increases.
Modelling of both effects is important at high activity. Following the readout module, dead time and pile-up
were applied at the sectors level (level 1).

Dead time can be modelled either before or after the energy window, without affecting the scatter
fraction. If modelled after the energy window, experimentally determined dead time values can be used.
Alternatively, if modelled before the energy window, an optimisation process is required. Unlike dead time,
pile-up is directly related to energy thresholding, as stacking two single events can either move a true
coincidence photon’s signal outside the energy window or occasionally move a scattered photon’s signal
inside the energy window, thus affecting the scatter fraction.

Therefore, both pile-up and dead time were modelled before energy discrimination, following an
optimisation process. Initially, the pile-up integration time was optimised to match the experimental scatter
fraction, followed by dead time optimisation to match the experimental single event rates. However, for all
PET systems, optimal scatter fractions were achieved without underestimating the single rates when dead
time was set to 0. Consequently, dead time was removed from the digitizer chain.

2.4.5. Energy windows
The energy window widths were set to 449.7–613.2 keV for the Vereos, 435–585 keV for the Vision, and
425–650 keV for the DMI 4-ring, in accordance with the manufacturers’ specifications. The minimum
transverse Sector difference (minSectorDifference) required to define a valid line-of-response was also set in
accordance with the manufacturers’ recommendations: five for the Vereos (80◦), five for the Vision (44.5◦),
and four for the DMI 4-ring (42.4◦).

2.4.6. Coincidence sorter
According to the manufacturers’ specifications, single events were paired by the coincidence sorter
module (Strydhorst and Buvat 2016) using a time coincidence window (TCW) of width 2.0115 ns (Vereos),
2.3633 ns (Vision) and 2.4543 ns (DMI 4-ring).

GATE offers two methodologies for the allDigiOpenCoincGate policy, used to aggregate single events into
coincidences. The first, known as single-window, initiates a TCW upon detecting a single event, during which
no additional TCWs can be opened by other single events. The alternative, known asmultiple-window, allows
each single event to trigger its own TCW, with a logical OR operation applied to all windows to identify
coincidences. Based on Salvadori et al (2020), Kalaitzidis et al (2022), and Merlet et al (2024), the
multiple-window approach was used as it offers a better modelling of clinical PET count rates.

Given the width of the TCW, a particular single event may fit to be paired with multiple other single
events. GATE provides nine policies to deal with these multiple coincidences. As described by Moraes et al
(2015), the coincidence policy currently implemented in modern PET systems is best modelled by the
takeAllGoods policy. In this case, all multiple coincidences are accepted: i.e. a single event detected at time t
defines a coincidence with all single events detected between t-TW and t+TW. The combination of the
multiple-window and takeAllGoods policies has been shown to better estimate random coincidences when
using the delayed time window method (Strydhorst and Buvat 2016). In addition, this combination was the
only one that allowed our models to generate a sufficient number of coincidences to accurately replicate the
observed experimental prompt rates.

Philips (Vereos) and Siemens (Vision 600) use the delayed coincidence window technique to estimate the
distribution of random coincidences (Brasse et al 2005). According to the manufacturers’ specifications, an
additional coincidence window of identical width has been incorporated for these systems, with a delay of
100 ns for the Vereos and 13 ns for the Vision. Conversely, GE derives random coincidence estimates directly
from single event counts (Stearns et al 2003), and therefore does not use delayed windows. In this method,
the random coincidence rate rxy between two detectors x and y, with their respective single event rates sx and
sy, is calculated as rxy = 2TCW sx sy.

5
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Figure 3. Illustration of the optimisation process for parameters λ, ϵ, and ρ: Step 1 involves conducting simulations at low activity
levels using the proposed generic digitizer model, set with no background noise (λ= 0), no saturation effects (ρ= 0), and perfect
detection efficiency (ϵ= 1). The optimal values for λ and ϵ are determined by minimising the mean square error (MSE) between
the experimental single event rates Sexp(Cn) and the sum of simulated rates and background noise (Ssim(Cn)+λ) for activity
concentrations Cn < 3 kBq·ml−1. Step 2 focuses on the iterative optimisation of ρ by minimising the squared difference between
simulated and experimental prompt coincidence rates at the peak activity (Cmax).

2.5. Optimisation of the digitizer chain
The previous section detailed the main components of the digitizer as depicted in figure 2, setting several
parameters such as readout (using the winner-takes-all policy at level (1), energy and timing resolutions and
windows (as per specifications), and the process for coincidence sorting (using themultiple-window and
takeAllGoods approaches). However, three parameters remain undetermined: the average background event
rate (λ), the detection efficiency correction factor (ϵ) and the pile-up integration time for single events (ρ) as
introduced in section 2.4. The determination of these parameters involved two optimisation processes.

First, λ and ϵ were optimised by fitting the simulated single event rates with experimental data at low
activity levels. The second optimisation considered pile-up modelling and optimises ρ to fit prompt event
rates at high activity. This two-steps optimisation is detailed in the following subsections and illustrated in
figure 3.

2.5.1. Step 1 - background noise and detection efficiency
At this stage, the detection efficiency factor ϵ remains undefined. Furthermore, the experimentally measured
background noise (λexp) cannot be used directly, as it reflects the noise level after the unknown DE factor.
Therefore, λopt and ϵopt were derived by adjusting the simulated single event rate against experimental data at
low activity levels. This calibration involved running N simulations (ranging from 5 to 10, according to the

6



Phys. Med. Biol. 69 (2024) 165013 J Salvadori et al

PET system) under low activity conditions Cn < 3 kBq·ml−1 for n= N, employing a digitizer configured
with λ= 0, ϵ= 1, and ρ= 0—modelling a system with no background noise, no saturation effects, and
perfect detection efficiency. Each simulation was conducted with 1 million prompts (Salvadori et al 2020).
Subsequently, λ and ϵ were optimised using equations (1) and (2), with least-square optimiser(

λopt, ϵopt
)
= argmin

λ,ϵ
F(λ,ϵ) (1)

F(λ,ϵ) =
N∑

n=1

(
Sexp (Cn)− ϵ (Ssim (Cn)+λ)

)2
. (2)

Given that BN precedes DE in the model, the product λopt × ϵopt was compared with the experimental
background noise (λexp) to validate the accuracy of the optimisation.

2.5.2. Step 2 - PILE-up
The pile-up integration time ρ was optimised by minimising the squared difference between the simulated
and experimental prompt coincidence rates. A grid search was performed using simulations with several ρ
values, at the peak activity frame Cmax, with λ= λopt and ϵ= ϵopt. The grid search was stopped once the
relative difference

√
H/Pexp(Cmax) was lower than 0.02

ρopt = argmin
ρ

H(ρ) (3)

H(ρ) =
(
Psim (Cmax,ρ)− Pexp (Cmax)

)2
. (4)

2.6. Validation of the digitizer model
After optimisation, the performance of the digitizer was assessed following the NEMA count loss protocol as
outlined in section 2.2. Proprietary scripts, validated by comparing experimental results with those from the
manufacturer’s software, were developed for each PET system to enable analysis of both experimental and
simulated data using the same code. Data for the Vereos and Vision 600 were recorded and simulated in list
mode (LM) and analysed using LM-based methods. Conversely, for the DMI 4-ring, data were recorded,
simulated, and analysed using a sinogram-based approach. For all systems, multiple Monte Carlo
simulations were conducted, each mirroring an experimental NECR frame with 2 million prompts per
simulation. The simulated and experimental measurements of prompt, random, true, scatter, and NECR
rates were compared, focusing on relative discrepancies.

3. Results

3.1. Experimental determination of background noise and dead time
Figure 4(A) presents the correlation between the rate of detected singles and the activity concentration, as
derived from the NEMA count rate test. The linear regression for low activity levels (< 3 kBq·ml−1) is also
shown. Table 1 lists the linear regression coefficients and quality metrics, along with the experimental
background rate (λexp). For each regression, the coefficient of determination R2 and the root mean square
error (RMSE) are included. The parameter ‘b’ of the linear fit is scaled by the number of Sectors Nsector to
obtain λexp, the overall experimental background event rate for the system.

Figure 4(B) shows that the Vereos system has the lowest count loss with increasing activity levels. At an
activity concentration of 23.5 kBq·ml−1, corresponding to the peak NECR for the DMI 4-ring, the dead time
factor ( SnDTSexp

) was 1.05, 1.15, 1.09 for the Vereos, Vision 600 and DMI 4-ring, respectively. Notably, the DMI

4-ring’s detection system encounters a significantly higher background event fluence rate (BN per unit area)
compared to the Vision 600 or Vereos, with values of 2.664, 1.067, and 1.022 cps.mm−2, respectively.

3.2. Optimisation of the digitizer chain
For background noise and detection efficiency, table 2 shows the results of the optimisation of λ and ϵ.
Relative differences between λopt × ϵopt and λexp were below 0.5%. The optimised pile-up integration times
(ρopt) were 5.6 ns, 19.2 ns and 20 ns for the Vereos, Vision 600 and DMI 4-ring, respectively.

To illustrate the usefulness of each step in the proposed method, figure 5 presents the results for the
Vision 600, including prompt, delay, scatter, true, NEC rates, and scatter fraction, both without optimisation
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Figure 4. (A) Relationship between single count rates at the Sector level (Sexp, represented by cross symbols) and activity
concentration derived from the NEMA count losses test for the Vereos (black), Vision (red), and DMI 4-ring (blue) PET systems.
The linear regressions at low activity levels (< 3 kBq·ml−1) are shown (dashed lines), predicting single count rates without dead
time (SnDT). (B) The dead time factor ( SnDT

Sexp
) as a function of activity concentration.

Table 1. Parameters of the linear regression used to model the single rate at the Sector level without dead time (a and b) with associated
goodness of fit criteria (R2 and RMSE). The parameter ‘b’ is scaled by the number of Sectors Nsector to obtain λexp, the overall
experimental background event rate.

Linear regression parameters
SnDT = a×C+ b Goodness of fit Background noise

λexp = b×Nsectora b R2 RMSE

Vereos 79.07 22.03 kcps > 0.99 0.07 396.58 kcps
Vision 600 67.31 17.30 kcps > 0.99 0.02 657.19 kcps
DMI 4-ring 70.83 34.32 kcps > 0.99 0.09 1166.71 kcps

Table 2. Optimised values of λ and ϵ. λopt × ϵopt is compared to λexp.

λopt (kcps) ϵopt λopt × ϵopt (kcps) λexp (kcps) ∆ (%)

Vereos 461.0 0.861 397.03 396.58 0.1
Vision 600 710.0 0.927 658.31 657.19 0.2
DMI 4-ring 1198.0 0.977 1170.19 1166.71 0.3

and after each optimisation step. Optimising detection efficiency (ϵ) and background noise (λ) enables
precise modelling at low activity levels. Detection efficiency impacts all count rates, while background noise
predominantly affects random rates (figure 5(B)). Additionally, modelling of pile-up integration time (ρ)
compensates for count losses and captures the overall trend of the scatter fraction, despite an observed offset.
Corresponding figures for the Vereos and the DMI 4-ring are available in the supplementary files A1 and B1.

3.3. Validation of the digitizer model
As shown in figure 6, the simulations exhibit excellent agreement with the experimental data for prompt
coincidence rates for all three systems, with the maximum relative discrepancy not exceeding 3% over the
entire range of activity concentrations. The agreement for random coincidence rates was also commendable,
showing a maximum relative difference of less than 7%. The maximal relative deviations observed for
prompt, random, true, and scatter coincidences were (2.5%,−3.0%, 6.7%,−14.5%), (−1.6%,−3.1%, 2.8%,
−8.3%), and (−1.9%,−6.2%, 11.6%,−6.4%) for the Vereos, Vision 600, and DMI 4-ring, respectively.

With increasing activity concentration, there was a noticeable trend toward progressive overestimation of
the simulated true event rates and NECR, particularly for the DMI 4-ring. The relative difference for the
DMI 4-ring escalated from 3.0% (true) and 7.5% (NECR) at 5 kBq·ml−1 to 11.6% and 24.6% at the activity
level of the NECR peak (23.47 kBq·ml−1). Similarly, a progressive underestimation of simulated scatter event
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Table 3. Parameter values for the final configuration of the digitizer. The parameters in blue are those that have been optimised.

PET system Vereos Vision 600 DMI 4-ring

Singles

Readout level 1 1 1
Readout policy winner-takes-all winner-takes-all winner-takes-all
Background noise energy distribution Gauss, FWHM 1 keV Gauss, FWHM 1 keV Gauss, FWHM 1 keV
Background noise time distribution Poisson λopt = 461 kcps Poisson λopt = 710 kcps Poisson λopt = 1198 kcps
Energy blurring 11.2% 9% 9.4%
Detection efficiency ϵopt = 0.861 ϵopt = 0.927 ϵopt = 0.977
Singles timing resolution 220 ps 178.5 ps 265.9 ps
Pile-up level 1 1 1
Pile-up value ρopt = 5.6 ns ρopt = 19.2 ns ρopt = 20 ns
Energy window 449.7–613.2 keV 435–585 keV 425–650 keV

Coincidences

Sorter type Multiple-window Multiple-window Multiple-window
Time coincidence window 2.0115 ns 2.3633 ns 2.4543 ns
MultiplePolicy takeAllGoods takeAllGoods takeAllGoods
Delay offset 100 ns 13 ns NA
MinSectorDifference 5 5 4

rates was observed for the Vereos and Vision 600 systems, with the relative difference increasing from−5.3%
(Vereos) and−6.2% (Vision 600) at 5 kBq·ml−1 to−14.5% and−8.3% at the activity level of the NECR
peak (57.59 kBq·ml−1 and 29.25 kBq·ml−1). The overestimation of the simulated true event rate and the
underestimation of the simulated scatter event rate, when compared to experimental data, lead to a
consistent underestimation of the simulated scatter fraction for all three systems. At the activity
concentration corresponding to the NECR peak, the relative deviation was−14.1%,−6.1%, and−5.8% for
the Vereos, Vision 600, and DMI 4-ring, respectively.

For all systems evaluated, the activity at the NECR peak, denoted Cpeak, closely matched experimental
values, with discrepancies of less than 5%. Nevertheless, the simulated true coincidences’ overestimation led
to an overestimated NECRpeak by 14.4% and 24.6% for the Vereos and DMI 4-ring, respectively. NECRpeak

and associated Cpeak values are summarised in table 4.
As detailed in table 5, the maximum relative differences between all simulated event rates and

experimental data remained within 12% for activity concentrations in the range of 0–10 kBq·ml−1, reflecting
the clinical rates typically observed in whole-body 18F scans (Salvadori et al 2021). This maximum disparity
extended to 20.8% (NECR for the DMI 4-ring) for activity concentrations ranging up to 21 kBq·ml−1, as
encountered in 82Rb cardiac examinations (Salvadori et al 2021).

4. Discussion and conclusion

This work presented a versatile methodology for modelling and optimising PET digitizers within GATE. It
was applied to three state-of-the-art SiPM-based TOF-PET systems and validated by comparison with
experimental data. The simulated prompt rates demonstrated remarkable consistency with the experimental
prompt rates, with relative differences below 2.5% across all systems and activity ranges. The modelling of
random coincidences was also satisfactory, with maximum discrepancies not exceeding 7%.

However, as activity concentrations increased, a noticeable pattern emerged where simulated true rates
were overestimated and simulated scatter rates were underestimated. This overestimation of true rates has a
quadratic effect on the NECR, while the divergent trends between true and scatter rates result in a systematic
underestimation of the scatter fraction throughout the activity spectrum. This discrepancy has not been fully
elucidated but may stem from the GATE model, incorporating variations in the geometric modelling or
material composition of the phantoms and detection systems, as well as a potential oversimplification in
modelling saturation effects (pile-up and dead time) in the digitizer. Furthermore, uncertainties in the
experimental acquisition could also be contributory, such as the uniform activity distribution in the line
source. For instance, discrepancies in NECRpeak values of the DMI 4-ring have been noted: 180 kcps
according to GE specifications (GE Healthcare 2016), 164 kcps in this study, and 200 kcps reported by Hsu
et al (2017). Consequently, variations in the experimental NECRpeak value could lead to differences in the
optimisation of digitizer values. Finally, conducting signal integration at the highest level (Rsector) due to the
lack of a scatter recovery implementation in GATE might have contributed to these discrepancies. This allows
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Figure 5. Simulated prompt, delay, scatter, true, NEC rates, and scatter fraction for the Vision system without optimisation (ϵ=
1, λ= 0 kcps, ρ= 0 ns; square symbols), followed by each optimisation step: (1) optimisation of background noise and detection
efficiency (ϵ= 0.927, λ= 710 kcps, ρ= 0 ns; diamond symbols), and (2) integration time adjustment for pile-up effects (ϵ=
0.927, λ= 710 kcps, ρ= 19.2 ns; circle symbols). Cross symbols represent experimental data.

the model to reach the experimental sensitivity, but may also influence the scatter fraction. Nevertheless, the
proposed method reproduces the experimental count rates in all systems, with relative inaccuracies of less
than 12% for clinically relevant 18F activity concentrations (0-10 kBq·ml−1) and less than 21% for higher
activities up to 21 kBq·ml−1 seen in 82Rb cardiac studies.

The GATE Dead-Time module for single events was not included in the digitizer chain, as discussed in
section 2.4.4. This decision highlights the potential oversimplifications in the representation of saturation
effects within the GATE digitizer framework. Such simplifications might contribute to the observed
challenges in accurately aligning the scatter fractions and single/prompt event rates at high activity levels
(figure 5). Improvements to the digitizer are anticipated in the forthcoming GATE version 10 (Sarrut et al
2022).
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Figure 6. Comparison of simulated and experimental data for prompt, delayed, scattered, true, and NEC rates up to the peak
NECR activity level. Vertical lines indicate the peak activity concentrations typically encountered in clinical PET examinations,
with 18F (dashed line) and 82Rb (solid line) denoting the specific isotopes used.

The Vereos system showed lower count losses as activity levels increased, in comparison to the other two
systems, as depicted in figure 4. Specifically, at an activity level of 23.47 kBq·ml−1, which corresponds to the
peak activity (Apeak) of the DMI 4-ring, the count loss for the Vereos is significantly lower than that for the
Vision 600 and DMI 4-ring, with dead time factors being 9.9% and 4.1% lower, respectively. This reduction
in count losses at higher activity concentrations can be attributed to the increasing impact of dead time and
pile-up effects, both of which are inversely related to the size of the trigger domains, i.e. the detection surface
area associated with each trigger circuit. The Vereos uses considerably smaller trigger domains compared to
the Vision 600 and DMI 4-ring (0.64 cm2 versus 10.37 cm2 and 7.68 cm2, respectively), leading to a
substantial decrease in the data flow per trigger circuit, which in turn, effectively mitigates the dead time and
pile-up effects (Salvadori et al 2021).

The DMI 4-ring detection system exhibited the highest background event fluence rate (BN per unit area),
which was 161% and 150% higher than the Vision 600 and Vereos systems, respectively (2.66 vs 1.07 and 1.02
cps.mm−2). This may be due to its wider energy window (225 keV vs 150 keV for Vision 600 and 164 keV for
Vereos) and thicker crystals (25 mm vs 20 mm for the Vision 600 and 19 mm for the Vereos). Intriguingly,
despite having a 7.3% wider energy window and similar crystal length compared to the Vision 600 (164 keV
vs 150 keV and 19 mm vs 20 mm, respectively), the Vereos system showed a marginally lower background
fluence rate than the Vision 600 (1.022 vs 1.067 counts s−1 mm−2). This discrepancy could be attributed to
an interesting feature of the digital SiPM technology used in the Vereos, which, unlike the analog SiPM-based
detection systems of the DMI 4-ring and Vision 600 where Geiger-mode avalanche photodiodes (G-APDs)
are connected in parallel, allows for the digital detection and counting of individual G-APD breakdowns.
Each G-APD in the digital SiPM system has a memory bit, allowing the diode to be turned on or off. It could
be used to deactivate diodes exhibiting high dark counts, potentially reducing background noise (Frach et al
2009, Gundacker and Heering 2020).

This study presented an innovative methodology to develop and validate a generic digitizer model within
GATE for various state-of-the-art PET systems. A distinctive aspect of this approach lies in the accurate
emulation of the geometries and digitizer chains with a minimal number of parameters to be optimised. The
optimisation is confined to single and prompt event rates, with an expectation that this would lead to
congruence among all count rates.

This work could be useful to better understand the behaviour of PET systems and to support the
development of new PET designs.
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Table 4. Peak NECR values (NECRpeak) and associated activity concentrations (Cpeak).

Cpeak (kBq·ml−1) NECRpeak (kcps)

Vereos Vision 600 DMI 4-ring Vereos Vision 600 DMI 4-ring

Simulated 57.59 29.25 23.47 179356 291375 204923
Experimental 54.98 29.25 23.47 156854 279964 164447
Relative difference 4.76% 0.00% 0.00% 14.35% 4.08% 24.61%

Table 5.Maximum relative difference between simulated (study) and experimental (reference) data across all acquisitions. Values are
reported for two activity ranges: clinical 18F scans and 89Rb cardiac perfusion scans.

18F [0-10 kBq·ml−1] 82Rb [0-21 kBq·ml−1]

Vereos Vision 600 DMI 4-ring Vereos Vision 600 DMI 4-ring

Prompt 2.5% −1.4% −1.9% 2.5% −1.6% −1.9%
Random −3.0% −3.1% −5.3% −3.0% −3.1% −5.9%
True 4.3% 2.8% 5.2% 4.9% 2.8% 9.7%
Scatter −5.9% −6.8% −6.4% −7.9% −7.4% −6.4%
NECR 8.5% 6.6% 11.8% 10.7% 6.6% 20.8%
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Appendix A. Vereos digitizer optimisation

Figure A1. Simulated prompt, delay, scatter, true, NEC rates, and scatter fraction for the Vereos system without optimisation (ϵ=
1, λ= 0 kcps, ρ= 0 ns; square symbols), followed by each optimisation step: (1) optimisation of background noise and detection
efficiency (ϵ= 0.861, λ= 461 kcps, ρ= 0 ns; diamond symbols), and (2) integration time adjustment for pile-up effects (ϵ=
0.861, λ= 461 kcps, ρ= 5.6 ns; circle symbols). Cross symbols represent experimental data.
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Appendix B. DMI 4-ring digitizer optimisation

Figure B1. Simulated prompt, delay, scatter, true, NEC rates, and scatter fraction for the DMI 4-ring system without optimisation
(ϵ= 1, λ= 0 kcps, ρ= 0 ns; square symbols), followed by each optimisation step: (1) optimisation of background noise and
detection efficiency (ϵ= 0.977, λ= 1198 kcps, ρ= 0 ns; diamond symbols), and (2) integration time adjustment for pile-up
effects (ϵ= 0.977, λ= 1198 kcps, ρ= 20 ns; circle symbols). Cross symbols represent experimental data.
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