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The number of excitations in a large quantum system (harmonic oscillator or qudit) can be
measured in a quantum non demolition manner using a dispersively coupled qubit. It typically
requires a series of qubit pulses that encode various binary questions about the photon number.
Recently, a method based on the fluorescence measurement of a qubit driven by a train of identical
pulses was introduced to track the photon number in a cavity, hence simplifying its monitoring and
raising interesting questions about the measurement backaction of this scheme. A first realization
with superconducting circuits demonstrated how the average number of photons could be measured
in this way. Here we present an experiment that reaches single shot photocounting and number
tracking owing to a cavity decay rate 4 orders of magnitude smaller than both the dispersive coupling
rate and the qubit emission rate. An innovative notch filter and pogo-pin based galvanic contact
makes possible these seemingly incompatible features. The qubit dynamics under the pulse train
is characterized. We observe quantum jumps by monitoring the photon number via the qubit
fluorescence as photons leave the cavity one at a time. Besides, we extract the measurement rate
and induced dephasing rate and compare them to theoretical models. Our method could be applied
to quantum error correction protocols on bosonic codes or qudits.

Resolving the number of photons in an electromag-
netic mode is at the core of many quantum information
protocols [1–4]. Most of them require quantum nonde-
molition (QND) measurements for measurement based
feedback or heralding. In the microwave domain, such
measurements can be performed using dispersively cou-
pled Rydberg atoms [5] or superconducting qubits [6].
Predetermined [7, 8] or adaptive [9–13] measurement se-
quences can monitor the photon number in time and even
detect quantum jumps. Each measurement step yields
at most a single bit of information about the photon
number. By adapting each step, it is possible to reach
this upper bound and photocount in a number of cy-
cles that scales logarithmically with the maximal photon
number [11–13]. Recently, another qubit-based detector
was introduced, which is able to track the photon number
using a train of identical qubit pulses forming a frequency
comb [14]. Consequently the frequency of the qubit
fluorescence encodes the photon number at any time.
While a proof-of-principle experiment demonstrated sig-
nals proportional to the photon number [14], the mea-
surement rate was insufficient compared to the cavity
lifetime for single-shot extraction. Here, we demonstrate
photon number tracking in a 3D cavity using a frequency
comb driving a dispersively coupled qubit. We experi-
mentally compare the photon number measurement rate
of our scheme based on heterodyne detection of the qubit
fluorescence to the rate at which the environment could
extract information. This QND photon number moni-
tor, with a fixed drive and detection scheme, could sim-
plify feedback schemes and quantum error correction for
bosonic codes [15] or qudits [16, 17].

The detection principle can easily be grasped with a
classical analogy (Fig. 1a). Consider a basket (cavity)
filled with apples (photons) that can escape. The number
n of apples can be determined by hitting a string (qubit)
from which the basket hangs. The string oscillates at
a frequency depending on n and recording the emitted
sound (heterodyne measurement of fluorescence signal)
reveals the apple number. Hitting repeatedly the string
leads to the monitoring of n: in the frequency domain, it
corresponds to driving the string with a comb.

Experimentally, the basket is an aluminum λ/4 coaxial
cavity [18] at frequency ωc/2π = 4.573 GHz. The qubit
is a transmon at ωq/2π = 6.247 GHz, dispersively cou-
pled to the cavity with a frequency shift −χ/2π = −5.25
MHz per photon. Photon number tracking requires to
operate in the photon number resolved regime χ > Γ2,
with Γ2/2π ≈ 3.5 MHz the qubit coherence rate [14].
To optimize the information rate, we maximize the qubit
emission rate 1/Tq ≤ 2Γ2 into the measurement line un-
der this constraint.

To protect the cavity from decaying through the qubit,
we use a notch filter at the cavity frequency (Fig. 1b).
The filter circuit is composed of two on-chip spurlines
in series (Fig. 1c). The qubit and the notch filter are
patterned out of a tantalum film on the same sapphire
chip, which is inserted into the cavity [19]. A galvanic
connection is ensured between the measurement line and
the on-chip filter using an SMA microwave connector ter-
minated by a pogo pin [20], which is a pin connected to
a spring (Fig. 1c). This filter design leads to a high cou-
pling rate 1/Tq = (23±3 ns)−1 between the qubit and the
measurement line, while preserving a cavity lifetime Tc
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FIG. 1. (a) Acoustic analogy of the experiment. In order to
monitor the number of apples in a basket, it is attached to a
string. By repeatedly hitting the string, recording the emitted
sound reveals the number n at any time. (b) The heterodyne
detection of the driven qubit (red) emission into the line leads
to the monitoring of the photon number of the dispersively
coupled cavity (green). A notch filter centered on ωc (box)
prevents the cavity from decaying through the qubit. (c) The
cavity is a high purity aluminium λ/4 coaxial resonator. Two
transmon qubits on sapphire chips stick into the cavity. The
filter on the (red) qubit drive line is composed of two tantalum
spurlines and galvanically connected to a transmission line
using a pogo pin (photograph in inset). Wigner tomography
of the cavity is performed using the auxiliary transmon qubit
(purple) and its dedicated readout resonator (not shown).

larger than 200 µs for a single photon. The heterodyne
detection benefits from the large bandwidth of a travel-
ing wave parametric amplifier (TWPA [21]) that covers
many χ. An auxiliary transmon qubit and its readout
resonator are used to perform direct Wigner tomography
of the cavity state [19, 22–24].

The qubit is driven with a frequency comb of amplitude
Ω and peaks at ωq + k∆ω where k spans all integers
between −K and K. In the lab frame, the qubit drive
Hamiltonian thus reads

Ĥd = −ℏ
Ω

2

K∑

k=−K

cos [(ωq + k∆ω)t] σ̂y. (1)

In the limit of an infinite Dirac comb (K → ∞), it be-
comes a series of Dirac peaks in the time domain with a

period 2π/∆ω. In the frame rotating at ωq − χĉ†ĉ, and
under the rotating wave approximation, it gives

Ĥd = ℏ
πΩ

∆ω

∞∑

l=−∞
δ

(
t− 2πl

∆ω

)
σ̂(t), (2)

where σ̂(t) = sin
(
ĉ†ĉχt

)
σ̂x − cos

(
ĉ†ĉχt

)
σ̂y and ĉ†ĉ is the

photon number in the cavity. The dynamics of the qubit
Bloch vector thus consists in periodic kicks every 2π/∆ω
by an angle θ = 2πΩ/∆ω. The natural choice is to have
one peak per possible qubit frequency (∆ω = χ). The
rotation axis of the kicks would then be the same for any
photon number since φ = 2πĉ†ĉχ/∆ω is a multiple of
2π. However, the period between two kicks would then
be 2π/χ ≈ 190 ns, which is much longer than Tq. To limit
idle times in the qubit fluorescence signal, we choose a
twice larger peak spacing ∆ω = 2χ, which doubles the
information rate (Fig. 2a). Consequently, φ is equal to 0
mod 2π for even photon numbers and π mod 2π for odd
photon numbers. Therefore the kick direction flips with
each kick for odd photon numbers.
In the experiment, we choose a finite number 2K+1 =

21 peaks in the comb. In the frequency domain the drive
is the product of a square window of width 21χ/2π and
the infinite comb. Consequently, in the time domain, the
resulting waveform is the convolution of the infinite comb
with a sinc function. This width sets the timescale of
each qubit kick to π/21χ ≈ 5 ns, which is much shorter
than Tq. Additionally, this choice guarantees that the
qubit frequency remains well within the bandwidth of the
comb, regardless of the desired photon number ranging
from 0 to Nmax = 9. To further minimize boundary
effects, we position the comb center frequency at ωq−4χ,
which corresponds to the qubit frequency associated with
4 photons in the cavity.
The average predicted dynamics of the qubit is shown

in Fig. 2b,c when the cavity has 0 (blue) or 1 (orange)
photon. At intervals of π/χ, the qubit state undergoes
a kick lasting approximately 5 ns, followed by relaxation
as it fluoresces into the measurement line. In contrast
with even photon numbers, the rotation axis flips at ev-
ery kick for odd photon numbers. Heterodyne detection
of the fluorescence field measures the two quadratures
(â†out + âout)/2 and i(âout − â†out)/2. The emitted field
amplitude can be expressed as âout = âin − σ̂−/

√
Tq,

where ⟨âin⟩ is the driving comb and σ̂− = (σ̂x − iσ̂y)/2
is the qubit lowering operator [25]. The average dynam-
ics of the qubit coherences (Fig. 2c) can thus be directly
observed in the heterodyne signal.
We first prepare a Fock state |n⟩ using a coherent exci-

tation on the cavity followed by heralding using the qubit
emission under a drive at a single tone ωq−nχ [14, 19, 26].
We then apply the comb. The qubit fluorescence is ampli-
fied and downconverted by a local oscillator at ωq + ωIF,
with ωIF = 2π × 66 MHz. The amplified fluorescence
signal is recorded as a voltage V (t) using an analog-
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FIG. 2. (a) Black peaks: driving comb amplitude Ω Eq. (1)
in the frequency domain. Colored Lorentzian shapes: qubit
frequency spectra corresponding to cavity photon numbers
from 0 to 6. (b) Simulated average trajectories of the qubit in
the Bloch sphere for n = 0 (blue) and n = 1 (green). The kick
angle is set to θ = πΩ/χ = 3π/4, and as in the experiment,
χTq = 0.76. (c) Corresponding average values of ⟨σ̂x⟩ as a
function of time. (d) Averaged measured record Vn(t) when
the cavity is prepared in a Fock state |n⟩ from n = 0 to
4 from bottom to top, and for a comb amplitude such that
θ = πΩ/χ ≈ π/2. The curves are offset by the much larger
driving comb signal c(t). (e) Corresponding quadrature In(t)
of the emitted fluorescence signal reconstructed (see text) at
each qubit frequency ωq − nχ.

to-digital-converter. The average Vn(t) of these records
under the heralding of n photons is shown in Fig. 2d
offset by the contribution of the reflected driving comb
c(t) ∝ Re(⟨âin⟩) [19]. These signals can be processed to
reveal the evolution of ⟨σ̂x⟩ and ⟨σ̂y⟩ in the qubit frame
when there are n photons. To do so, we extract their
analytic representations [19] and demodulate them at
ωIF + nχ to obtain two average quadratures In(t) and
Qn(t). The traces of In(t) are shown in Fig. 2e for n = 0
to 4 and match the expected evolution of ⟨σ̂x⟩. The kicks
and the subsequent decays are visible. The kick direction
alternates for odd numbers of photons as expected. The
remaining oscillations in the reconstructed signal may be
due to an imperfect subtraction of the driving comb c(t),
or to a distortion of the driving comb or output signal by
the measurement setup.

Decoding the measurement record V (t) in order to in-
fer the photon number is a task similar to quantum sens-
ing using continuous measurement [27–35]. Here we use
the average records Vn as demodulation weight functions,
and define Nmax+1 measurement outcomes represented

FIG. 3. (a) Evolution of the measurement outcomes mn as
a function of time t after a linear transform by G−1. The
measurement is performed on one realization using a driving
comb whose amplitude corresponds to an expected kick rota-
tion angle θ = π/2. (b) Evolution of the inferred probability
distribution Pt(n) of the photon number n using the outcomes
in (a).

as a vector m⃗ whose components are

mn(t) =

∫ t

t−τ

V (t′)Vn(t
′)dt′, (3)

where the integration time τ = 2 µs is chosen much
shorter than the cavity lifetime Tc and multiple (21×) of
π/χ. As a demonstration, we excite the cavity with more
than 20 photons on average using a strong resonant pulse,
then drive the qubit with the frequency comb and record
m⃗ as a function of time t. Quantum jumps can already
be visualized by a simple data processing. We perform a
time independent linear transform [19] r⃗(t) = G−1m⃗(t)
so that, on average, rn(t) = 1 for n photons in the cavity,
while all the other components rk ̸=n vanish. Concretely,
G is the Gram matrix of the average records Vn(t) so that
Gnm =

∫ τ

0
Vn(t)Vm(t)dt. The evolution of r⃗ is shown in

Fig. 3a for one realization of the experiment. A faint red
trace emerges from the noise, which reveals the succes-
sive losses of single photons in the cavity that here decays
from 9 to 0 photons over 1 ms.
To predict the number n of photons at any time of the

evolution, the probability distribution of n is updated
conditionally on the outcome m⃗(t) through Bayesian up-
date at every time step jτ . It first requires determining
the likelihood P(m⃗|n) conditioned on the cavity being in
the Fock state |n⟩. P(m⃗|n) can be approximated by a
Gaussian function of m⃗ owing to the small measurement
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FIG. 4. (a) Red dots: observed average measurement rate
Γm as a function of drive amplitude, expressed as the qubit
expected rotation angle θ per kick. Orange shadow: mea-
surement rate obtained using a stochastic master equation
with detection efficiency η spanning the range [0.17, 0.20].
Blue shadow: theoretical bound for an infinite comb and het-
erodyne measurement with efficiencies η ∈ [0.17, 0.20]. (b)
Red dots: observed cavity dephasing rate Γd as a function of
θ. Orange: simulated measurement induced dephasing rate.
Black: theoretical accessible information rate. Blue: theoret-
ical maximal (η = 1) measurement rate obtained by hetero-
dyne detection.

efficiency η = 0.17 ± 0.02. Therefore, we characterize
its distribution by the measured mean ⟨m⃗⟩|n⟩ and covari-
ance matrix of m⃗ for each |n⟩ only [19]. Using this proce-
dure, along with accounting for photon loss during each
time step jτ , the noisy measurement outcomes m⃗(jτ) of
Fig. 3a lead to the probability distribution Pjτ (n) shown
in Fig. 3b for the same realization. Note that we assume
no prior information (P0(n) = 1/10), but this choice has
anyway no impact on the quantum trajectory after a few
τ . With many realizations, we extract the average pho-
ton number decay. Interestingly, it is not exponential,
which indicates a subtle interplay between cavity dissi-
pation and qubit dynamics [19].

We now determine the measurement rate Γm of the
photon number. Formally, it is the time derivative of the
mutual information between the photon number n and
the outcome m⃗ at t = 0 [36, 37]. In the weak measure-
ment regime τΓm ≪ 1, it can be approximated by

τΓm =−
∫

P(m⃗) logP(m⃗)dm⃗

+
∑

n

P0(n)

∫
P(m⃗|n) logP(m⃗|n)dm⃗,

(4)

where P(m⃗) =
∑

n P0(n)P(m⃗|n). As shown in Fig. 3b,

at most two photon numbers are likely at any time. We
thus choose the prior P0(q) = P0(q + 1) = 1/2, and av-
erage over all q values to compute a measurement rate
Γm [19]. Plugging in Eq. (4) the measured distributions
P(m⃗|n) at various driving amplitudes Ω, Γm is obtained
as a function of the kick angle θ = πΩ/χ (Fig. 4a). It is
maximal when the qubit is kicked to states correspond-
ing to the largest ⟨σ̂x⟩. It can be intuitively understood
since heterodyne detection probes the quadratures of the
emitted fluorescence signal, which are on average pro-
portional to the coherence ⟨σ̂x − iσ̂y⟩. Notably, the rate
Γm is much larger than the cavity decay rate 1/Tc (more
than 16 times), which is well in the single shot measure-
ment regime. Our complete model [19] reproduces the
observed rate Γm using simulated measurement records
by a stochastic master equation with detection efficiency
η = 0.185 ± 0.015 as a fit parameter, in agreement with
the independently measured η.

It is interesting to compare this measurement rate to
the rate at which information about the photon number
leaks into the environment, i.e. the cavity dephasing rate
Γd. We compute it as the added decay rate of Tr{ρ̂(t)â}
on top of the natural decoherence rate [19].

We use the auxiliary transmon qubit (purple in Fig. 1c)
to perform Wigner tomography on the cavity state and
extract Tr{ρ̂(t)â} =

∫
αWt(α)d

2α, with Wt(α) the
Wigner function of ρ̂(t). The dependence of Γd on kick
angle is shown as red dots in Fig. 4b. Strikingly, its maxi-
mum is reached at θ ≈ π, where the qubit has the largest
energy to emit, and thus the most information to leak
out. We note that the model that successfully predicts
the measurement rate (orange) underestimates the mea-
surement induced dephasing rate at large drive ampli-
tudes, indicating that the driving comb leads to stronger
decoherence than anticipated.

The dephasing rate Γd is about 20 times larger than
Γm at θ = π/2 (its maximum). Indeed our measure-
ment setup does not recover the full information avail-
able because of a limited detection efficiency and the very
use of heterodyne detection. To better understand this
information loss, we use a simplified model where the
comb is infinite. It reproduces the measured Γm with
0.17 < η < 0.20 (blue in Fig. 4a) for small angles θ.
However, the dephasing rate is larger than the measure-
ment rate of an ideal (η = 1) heterodyne measurement
(blue in Fig. 4b). Accordingly, with the same model, the
upper bound on the measurement rate for any detection
scheme – accessible information rate – (black in Fig. 4b)
is close to the measured Γd for small angles θ and up
to about 3 times larger than what the best heterodyne
detector could do: Even an ideal heterodyne detector
would destroy up to about 2/3 of the accessible informa-
tion. The experiment provides here a textbook example
of destroyed information by a measurement apparatus,
here the heterodyne detector [38]. In contrast to low de-
tection efficiency, heterodyne measurement with η = 1
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would reveal information even for θ = π. Indeed, while
the average heterodyne signal is zero, its cumulants re-
veal the photon number. The signal-to-noise ratio on
the cumulants of order l scales as ηl so that, in the ex-
periment, the average is the main source of information,
hence the minimum at θ = π.

In conclusion, our superconducting circuit and signal
processing demonstrate the possibility to monitor photon
numbers in a cavity with a fixed driving. This result was
obtained with a TWPA [21] that led to close to 20% de-
tection efficiency. Information about the photon number
is extracted up to 16 times faster than the cavity decay
rate. A simple model quantitatively explains the dephas-
ing and measurement rates for small drive amplitudes.
As we look ahead to more integrated amplifiers, it would
be interesting to observe how the driving amplitude that
maximizes the measurement rate evolves with increased
efficiency. Additionally, the pogo-pin and spurline fil-
ters offer a convenient architecture for achieving galvanic
coupling with quantum circuits within a long lived mi-
crowave cavity. Interesting open questions remain to be
explored such as the origin of the dependence of Fock
state decay rates on the comb amplitude. This seems to
be a dual effect to the readout problem of superconduct-
ing qubit [39–46].
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Pierre Guilmin, Sébastien Jezouin, Perola Milman, Maz-
yar Mirrahimi, Klaus Mølmer, Alain Sarlette, Antoine
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Supplementary materials: Monitoring the energy of a cavity by observing the
emission of a repeatedly excited qubit

I. DEVICE AND MEASUREMENT SETUP

A. Device fabrication

The circuit is composed of one 3D λ/4 coaxial cavity resonator, into which two samples are inserted. The first
sample comprises the monitoring transmon and its notch filter, the second contains the tomography transmon qubit
with its readout resonator and Purcell filter. These samples are made of a 200 nm thick film of sputtered Tantalum
on a 430 µm thick sapphire substrate (deposited by Star Cryoelectronics, Santa Fe, USA). The Josephson junctions
of both transmons are standard Dolan bridge e-beam evaporated Al/AlOx/Al junctions [1].

B. Measurement setup

The readout resonator, the tomography qubit, and the qubit are driven on resonance by pulses that are generated
using an OPX from Quantum Machines®. It has a sampling rate of 1 GS/s. AWG driving pulses are modulated at
a frequency 125 MHz for readout, 110 MHz for tomography qubit, 70 MHz for cavity and 68 MHz for the monitoring
qubit. They are up-converted using I-Q mixers for the readout resonator, monitoring qubit and cavity, regular
mixers for the tomography qubit, with continuous microwave tones produced by three channels of an AnaPico®
APUASYN20-4 for the readout resonator, cavity and qubit, Agilent® E8257D for tomography qubit. The fourth
channel of AnaPico® APUASYN20-4 is used for the TWPA pump. An AnaPico® APSIN12G is used to provide a
strong detuned drive on the qubit in order to calibrate the reflection coefficient [2].

The two reflected signals from the readout and qubit are combined with a diplexer and then amplified with a
TWPA provided by Lincoln Labs [3]. The follow-up amplification is performed by a HEMT amplifier from Low Noise
Factory® at 4 K and by two room-temperature amplifiers. The two signals are down-converted using image reject
mixers before digitization by the input ports of the OPX. We tune the TWPA pump frequency (6.079 GHz) and
power in order to reach a total quantum efficiency of η = 17± 1 % at ωq/2π + 10 MHz. The efficiency was extracted
from the measured mean and variance of the demodulated quadratures using the qubit as a reference for calibrating
the gain of the amplification chain (see section 6 in Ref. [4]). However, we observed on posterior experiments that
this efficiency can fluctuate by almost 20 % between ωq/2π and ωq/2π − 9χ.

The frequency comb is generated by numerically computing the temporal shape corresponding to a frequency comb.
The use of an I-Q mixer allows to use negative intermediate frequencies to expand the comb on both sides of the
source frequency.

TABLE S1. Table of circuit parameters

Table of circuit parameters

Circuit parameter Symbol Hamiltonian term Value

Cavity frequency ωc/2π ℏωcâ
†â 4.573 GHz

Qubit frequency ωq/2π ℏωqσ̂z/2 6.181 GHz
Tomography qubit frequency ωt/2π ℏωtσ̂

t
z/2 3.459 GHz

Readout frequency ωr/2π ℏωr r̂
†r̂ 7.875 GHz

Cavity-qubit cross Kerr rate χ/2π −ℏχâ†âσ̂z 5.25 MHz
Cavity-tomography qubit cross-Kerr rate χct/2π −ℏχctâ

†âσ̂t
z/2 593 kHz

Cavity self-Kerr rate χcc/2π −ℏχccâ
†2â2 9 kHz

Circuit parameter Symbol Dissipation operator Value
Qubit decay time Tq 1/TqDσ̂− 22 ns
Cavity decay time Tc 1/TcDâ 200 µs
Tomography qubit decay time Tt 1/TtDσ̂t

−
3.6 µs

Readout decay time T1,r 1/T1,rDr̂ 415 ns
Cavity dephasing time Tc,ϕ 2/Tc,ϕDâ†â 36 µs
Tomography qubit dephasing time Tq,ϕ 1/2Tq,ϕDσ̂t

z
12.3 µs
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FIG. S1. Schematic of the setup. Each element has its RF source, whose color is matched. Room-temperature isolators are
not represented for the sake of clarity.

II. SINGLE-TONE PHOTON COUNTING FOR PRE- AND POST-SELECTION

A. Single shot measurement with a single tone

In this section, we focus on the case where the qubit is driven with a single tone to determine whether the cavity
contains a certain number of photons [4, 5]. This configuration is reciprocal to the usual dispersive readout of a qubit.
We introduce the reflection coefficient as the ratio r = ⟨âout⟩/⟨âin⟩ in the steady state. The denominator is calibrated
by applying a strong ac Stark shift drive to the qubit (Fig. S3a), so that it is detuned far from ωq. We generalize
the definition of a reflection coefficient r to the case of single measurement records. Therefore, after a displacement
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FIG. S2. Top panel: pictures of, from right to left, the qubit and the on-chip filter on its support, the pogo pin, and the
pogo pin inserted in the tunnel in which the chip is inserted. Red arrows show the pogo pin and the contact point on the
sample. Bottom panel: frequency profile of the spurline filters, from an HFSS simulation. The actual frequency of the cavity
is represented in green, that of the qubit in dark red.

of the cavity, we can build histograms of r as a function of the frequency of the tone (Fig. S3b). For a given photon
number, the average reflection coefficient spans a circle in the complex plane as the probe frequency is changed [1].
We introduce a phase φ relative to the center r0 = 0.3 + 0 × i of that circle (see Fig. S3b). We recover the usual
2π phase shift of the reflection coefficient on a harmonic oscillator in the angular distribution P(φ). Each number of
photons leads to a unique phase shift as can be observed in Fig. S3c. In particular, when we drive at ωq − nχ, the
histogram peak corresponding to Fock state |n⟩ is centered on a π phase shift. Thus, even though the histograms of
various photon numbers overlap, it is possible to pre/post-select this Fock state by setting a threshold on the real
value of one averaged single record. The tighter the threshold, the higher the fidelity but the smaller the selection
yield as we discuss now.

B. Pre- and post selection using the qubit

The protocol we use to pre- and post-select a given number of photons is shown in Fig. S4a. It is performed by
sending a 20 µ-drive at ωq − nχ before and after the measurement. For each pulse, we determine the associated
reflection coefficient. The measurement is heralded to Fock state |n⟩ if both measurements give reflection coefficients
falling below threshold. The thresholds we use are shown in Fig. S5a,c as dashed red lines on the measured histograms
at the post-selection step for each desired photon number n.

There is a trade-off between preparation fidelity by heralding and its yield. We choose a drastic pre-selection
threshold on Re(r) that ensures preparation fidelities of at least 97 % by the pre-selection pulse alone as shown in
Fig. S4b while the selection yields (below 1 %) are reported in Table S2.
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FIG. S3. (a) Pulse sequence. The cavity is driven on resonance so as to excite it with large number of photons, and a series
of 10 µs readout pulse (red) with amplitude Ω and detuning ∆ = ω − ωq are applied on the qubit while the reflected signal
is recorded to infer a reflection coefficient r. The same protocol is then performed while applying a strong ac Stark shift
drive (gray, dashed). It detunes the qubit far from the frequencies of interest, which provides a reference signal to properly
calibrate the reflection coefficient. (b) Histograms of the reflection coefficient r constructed from this procedure. We can
clearly distinguish the components coming from the different number of photons. (c) Distribution of the argument φ of the
complex number r computed from (b) as a function of the detuning ∆. χ appears as the frequency translation parameter of
the resonance of the qubit.

TABLE S2. Yield table of the pre- and post-selection after a displacement of α ≈ 3.4 when the kick angle θ is set to 0.

Fock state Pre-selection Post-selection Typical number of samples 2Nn

fraction (%) fraction (%) after post-selection
0 0.5 33.3 200580
1 0.7 26.0 157370
2 0.7 19.7 119370
3 0.6 14.1 85800
4 0.5 11.1 67150
5 0.4 7.4 44990
6 0.3 4.2 25650
7 0.2 3.2 19330
8 0.2 1.9 11360
9 0.1 0.9 5580
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FIG. S4. (a) Pre- and post-selection pulse sequence. The cavity is alternatively displaced by ±α = 3.4 (which is believed to
improve slightly the pre-selection yield without reset compared to +α always). A first pre-selection 20 µs pulse is then applied
to the qubit. This heralding sequence (dashed box) is repeated until the measured Re(r) gets below a threshold. A 20 µs comb
pulse is then applied to the qubit. In practice, it results from the concatenation of 10 identical sequences of 2 µs. We then
apply a post-selection pulse on the qubit. (b) Estimated pre-selection fidelity as a function of the Fock state. The selection
yields associated to the threshold we used (red dashed lines in Fig. S5) are given in Table S2. These fidelities are determined
by computing the probability to get the right number of photons after applying the threshold. For this, a prior probability
distribution for the number of photons is needed, which we deduced from the yield statistics in Table S2.

FIG. S5. (a) and (c) Histograms of the measured quadratures during the second (post-selection) pulse on the qubit for each
number n of photons corresponding to a driving tone and heterodyne measurement at ωn. The upper threshold on Re(r) for
the pre- and post-selection readout is materialized by the dashed red lines. (b) and (d) Reconstructed average fluorescence of
the qubit for each number of photons. Note that the figure (b) is identical to Fig. 2e.
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FIG. S6. Calculated probability distributions of P(m̃n = x) as a function of x when the cavity is in |n⟩ for (a) |ψ⟩ = |1⟩ and
(b) |ψ⟩ = (|0⟩ + |1⟩)/

√
2 . Blue: η = 1. Orange: its Gaussian approximation with same mean and covariance matrix (on the

whole complex plane m̃n ∈ C). Green: η = 0.2. Red: its Gaussian approximation. Purple: case where |ψ⟩ = |0⟩.

III. COMPUTING THE THEORETICAL MEASUREMENT RATES

Our model for the measurement focuses on what happens after a single kick of the qubit state. Indeed, the
experiment can be decomposed into a repetition of the same sequence. Every π/χ, the qubit is prepared in a certain
state ρ̂q that depends on the amplitude of the comb, and decays. Since in our case, π/χ ≃ 4Tq, we use a model where
the qubit fully relaxes to its ground state between each kick. We can thus assume the kick places the qubit in a pure
state ρ̂q = |ψ⟩⟨ψ| with |ψ⟩ = cos(θ/2) |0⟩+ sin(θ/2) |1⟩, where θ = 2πΩ/2χ is the kick angle (see main text).

Following section F of the supplemental material of Ref. [6], the measurement rate of the photocounting can be
extracted from the mutual information between the qubit frequency and a measurement record, for the most entropic
prior (all states assumed equally likely initially). We compute it in the case where the qubit can only have one out of
two frequencies separated by χ corresponding to a given photon number or one more. The details of the method can
be found in Ref. [7].

We model the experiment as follows. The bipartite system {cavity, qubit} starts in the initial state ρ̂(0) = ρ̂c ⊗ ρ̂q.
The full Stochastic Master Equation (SME), neglecting the pure dephasing of the qubit, of the system reads

dρ̂ = −i
[
ωcâ

†â+ 1
2ωqσ̂z − 1

2χâ
†âσ̂z, ρ̂

]
dt+

(
1

Tq
Dσ̂−(ρ̂) +

1

Tc
Dâ(ρ̂)

)
dt

+

√
η

Tq

(
σ̂−ρ̂− Tr{σ̂−ρ̂}ρ̂

)
dW +

√
η

Tq

(
ρ̂σ̂+ − Tr{ρ̂σ̂+}ρ̂

)
dW ∗ (S1)

where dW is now a complex Wiener process such that dWdW ∗ = dt. The complex measurement record with
efficiency 0 < η < 1 reads

dyt =
√
η/Tq Tr{ρ̂σ̂+}dt+ dW.

It can be proven that the information contained in the measurement record yt about the photon number in the
cavity is preserved by demodulating the measurement record as follows

m̃k =
1√
Tq

∫ +∞

0

e
i(ωq−kχ)t− t

2Tq dyt, (S2)

for all possible photon numbers k.
We can take into account the finite efficiency η of the detection as a beam-splitter that combines a fraction of the

field emitted by the qubit with vacuum noise. Assuming the cavity is in state |n⟩, the outcome m̃n is a stochastic
variable that reads

m̃n =
√
ηα+

√
1− ηγ, (S3)
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where α and γ are stochastic variables whose probability densities are respectively given by the Husimi Q functions of
the qubit state ρ̂q and of the vacuum. Owing to the low measurement efficiency η ≈ 0.2, the distribution function of
m̃n is almost Gaussian as can be seen in Fig. S6 in the cut along the real axis. For the quantum efficiency η ≤ 0.2 of the
experiment, we see that the two curves are very close, thus justifying the Gaussian approximation of the measurement
outcomes.

The other measurement outcomes m̃k ̸=n are obtained with a wrong demodulation frequency ωq − kχ. However

there is still a finite overlap
Γq

Γq+i(k−n)χ between the decaying modulation functions at n and k, where Γq = 1/Tq. The

outcome m̃k ̸=n can thus be written as a combination of m̃n and of a stochastic variable βk distributed as the Husimi
Q function of the vacuum state with weights corresponding to that overlap.

m̃k ̸=n =
Γq

Γq + i(k − n)χ
m̃n +

i(k − n)χ

Γq + i(k − n)χ
βk (S4)

Knowing that α, βk, γ are independent variables, one can compute P( ⃗̃m|n). Knowing that the repetition time is
τ = π

χ , we use equation (4) in the main text to predict the measurement rates for η = 0.17, 0.2 (blue in Fig. 4a) and

η = 1 (blue in Fig. 4b).

IV. DATA PROCESSING

This section provides details on all the steps involved in the data processing used in the letter.

A. Quantum model of the recorded voltage

The qubit couples the incoming modes âin(t) to the outgoing modes âout(t) following the input-output relation

âout(t) = âin(t)−
√

1

Tq
σ̂−(t). (S5)

The outgoing modes âout(t) get amplified and downconverted by a local oscillator at a frequency ωLO/2π =

6.247 GHz. The noise added by the amplifiers can be modeled as a finite temperature of input modes b̂in(t), which
are assumed to be in a Gibbs state. This model (Fig. S7) leads to the following expression for the voltage V (t) that
is measured by the analog-to-digital converter (ADC) at room temperature, where G encompasses the conversion

factor between the
√
Hz of the propagating mode amplitudes and Volts of the ADC records. V (t) is the measurement

outcome of the observable

V̂ (t) =
√
G
(
âout(t)e

−iωLOt + â†out(t)e
iωLOt

)
+
√
G− 1

(
b̂†in(t)e

−iωLOt + b̂in(t)e
iωLOt

)
. (S6)

B. Data processing flow

From the measured voltages, we get several relevant quantities that are discussed in the main text. Here, we show
how they are related. Each Fock state |n⟩ from 0 to 9 is prepared a large number of times (see Table. S2) by pre-

and post-selection, leading to as many measurement records Vn(t) of the voltage V̂ (t) over 10 slices of 2 µs.

FIG. S7. Scheme of the quantum model of the detection of the fluorescence.
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FIG. S8. Diagram of the signal processing (see text).

For any measurement record V (t), we define the measurement outcome m⃗ whose components are

mj =

∫ 2 µs

0

V (t)Vj(t)dt, (S7)

which corresponds to mj(2 µs) in Eq. (3) of the main text.

For each photon number n, we compute the mean Vn(t) of the Vn(t) whose expectation is ⟨V̂ (t)⟩|n⟩. We can then
calculate the Gram matrix (matrix of scalar products)

Gnm = (Vn|Vm) =

∫ 2 µs

0

Vn(t)Vm(t)dt. (S8)

Since the number of samples is finite, the mean Vn is a stochastic variable. In order to avoid biasing the Gram matrix
with the particular realization of Vn, we compute each scalar product between averages (Vn|Vm) by taking half the
samples for the left part and the other half for the right part (see Fig. S8). We also compute the covariance matrices
Σn of the probability distribution of the measurement outcomes m⃗n obtained from Vn(t) when there are n photons.
Its matrix elements read

Σn
jk = Cov{(Vn|V j), (Vn|Vk)} = (mn

j −Gjn)(mn
k −Gkn). (S9)

As for the Gram matrix, we compute each scalar product (Vn|V j) by taking half the samples for the left part and the
other half for the right part.

As explained in Fig. S6, the distribution probability P(m⃗|n) of m⃗n can be approximated by a Gaussian law for our
low efficiency η ≃ 0.2. Therefore, we use the experimentally determined Gram and covariance matrices to reconstruct
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this law N (Gn,Σ
n). It is used in the Bayesian update of the photon number and for the computation of the

measurement rate. For the estimation of P(m⃗|n) used in the Bayesian filter for the photon number tracking in Fig. 3,
we pre- and post-selected 60600 × 10 realizations following the protocol in Fig. S4. However, since we require many
drive amplitudes for Fig. 4, we selected only 6600× 10 realizations for each amplitude in that figure. We there chose
to remove the numbers 8 and 9 from the analysis as the insufficient number of samples induces very large uncertainties
on the measurement rate.

C. Reconstruction of the qubit fluorescence signal

In order to avoid being blinded by the drive, we remove the comb contribution (which is measured by driving the
qubit off resonance using ac-Stark effect)

c(t) =
√
G
(
⟨âin(t)⟩e−iωLOt + ⟨â†in(t)⟩eiωLOt

)
(S10)

to the average measurement records Vn(t) (Fig. 2d in the main text).

Following Eqs. (S6) and (S10), we express the expectation value of Vn(t)− c(t) as

Vn(t)− c(t) = −
√
G

Tq

(
⟨σ̂−(t)⟩|n⟩e−iωLOt + ⟨σ̂+(t)⟩|n⟩eiωLOt

)
. (S11)

Here, ⟨σ̂−(t)⟩|n⟩ oscillates at (ωq−nχ), so ⟨σ̂−(t)⟩|n⟩e−iωLOt oscillates at −ωLO+ωq−nχ = −ωIF−nχ. To reconstruct
the fluorescence of the qubit in the frame rotating at its frequency, we bring these oscillating signals to zero frequency.

This is performed using their Hilbert transform H to reconstruct their analytic form −
√

G
Tq
⟨σ̂−(t)⟩|n⟩e−iωLOt (here

with negative frequencies). This allows to perform a sideband-free numerical demodulation to recover the average
coherence of the qubit. It yields

In(t)− iQn(t) = ei(ωIF+nχ)t+iϕn

(
Vn(t)− c(t)− iH[Vn − c](t)

)
(S12)

where ϕn is chosen such that the most significant quadrature, i.e the one carrying the most fluorescence, is In. These
quadratures are plotted in Fig. 2.e in the main text and Fig. S5. Note that the demodulation frequency is (ωIF+nχ)/2π
and not −nχ, which originates from the fact that the qubit is driven with a lower sideband.

D. Relevance of the demodulation procedure

In this section, we justify how well the demodulation we perform following Eq. (3) (main text) preserves the
information about the photon number that is contained in the measurement records. Indeed, using the average
measurement record Vn(t) as a demodulation function does not straightforwardly appear equivalent to Eq. (S2) that

states that using the demodulation function e
i(ωq−nχ)t− t

2Tq preserves all the information about the photon number.

Actually, the demodulation function e
i(ωq−nχ)t− t

2Tq is proportional to Tr
(
ρ̂n(t)σ̂−

)
, where ρ̂n(t) is the solution of a

simple Lindblad master equation describing the evolution of a qubit at frequency ωq − nχ and with a relaxation time
Tq. Therefore a valid way to demodulate the measurement record in the experiment would be to measure the average

down-converted and pre/post-selected complex amplitude e−iωLOt Tr
(
ρ̂n(t)σ̂−

)
first, and to use it to demodulate

the measurement record. Formally, it corresponds to Vn(t) − c(t) − iH[Vn − c](t) defined in Eq. (S12), where H is
the Hilbert transform. However, using Vn(t) alone does not lead to any visible loss of information between the two
methods. As a matter of fact, demodulating by Vn(t) − c(t) − iH[Vn − c](t), Vn(t) − c(t) alone or Vn(t) does gather
the same amount of information, up to experimental uncertainties.

Note that this simplification is only possible thanks to the relatively low quantum efficiency η. Were the efficiency
η close to 1, we would be able to gather information in all cumulants of the probability distribution of m̃ as well (see
Fig. S6), which would require to keep the full expression Vn(t)− c(t)− iH[Vn − c](t).
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E. Measurement rate estimation

Once G and Σ known, the measurement rate can be computed using

τΓm = I(n : m⃗) =−
∫

P(m⃗) logP(m⃗)dm⃗

+
∑

n

P0(n)

∫
P(m⃗|n) logP(m⃗|n)dm⃗,

(S13)

for any prior P0 for which there exists a number q such that P0(q) = P0(q + 1) = 1/2, and where I(n : m⃗) is the
mutual information of n and m⃗.

A subtlety arises from the fact that this expression is only valid for times τ such that τΓm ≪ 1. For the largest
measurement rates we obtained in the experiment, we cannot use the full integration time of 2 µs. However it is
straightforward to compute what this expression gives if τ were as small as the period of the pulse train driving the
qubit, which is here π/χ = τ/21. For this computation, we then rescale the Gram matrix into G′ = G/

√
21.

Note that we chose to integrate over 2 µs because of a technical reason. It is simply the smallest multiple of the
pulse train period that is also a multiple of the inverse sampling rate of the OPX instrument (1 ns).

The mutual information obtained in this way is actually biased. Indeed, even if all the Gn and Σn are equal
(I(n : m⃗) = 0), their experimental value are slightly different owing to noise, thus rendering I(n : m⃗) positive. To
estimate this bias, we measured I(n : m⃗0) for zero driving amplitude, and assumed that it should be zero exactly,
neglecting the thermal emission of the qubit. We observed that I(n : m⃗0) scales linearly with the inverse of the
number of samples. We then used the computed I(n : m⃗0) at zero amplitude as a calibration of the systematic errors
for all the other amplitudes. For each driving amplitude, the expected positive systematic error inversely scales with
the number of measured samples given in Table S2. The error bars displayed in Fig. 4 correspond to this systematic
error.

F. Simulation

In order to simulate the experiment, we numerically solve the following Stochastic Master Equations (SME), for
each n between 0 and 7.

dρ̂(t) = − i

ℏ
[Ĥn, ρ̂]dt+

1

Tq
Dσ̂−(ρ̂(t))dt+

√
η

Tq
Hσ̂−(ρ̂(t))dW (t), (S14)

with

Ĥn = −ℏ (ωIF + nχ) |e⟩⟨e| (S15)

DÂ(ρ̂) = Âρ̂Â† − 1

2

(
Â†Âρ̂+ ρ̂Â†Â

)
(S16)

HÂ(ρ̂) = ρ̂Â† + Âρ̂− Tr
{
ρ̂Â† + Âρ̂

}
. (S17)

The homodyne measurement record reads

dyt =

√
η

Tq
Tr(σ̂xρ̂(t))dt+ dW (t), (S18)

where dW is a Wiener process with zero mean and variance dW 2 = dt. The record models the outcome of a homodyne
detection of the fluorescence of the qubit for a known number of photons n in the cavity, with a quantum efficiency
of η. The intermediate frequency is ωIF /2π = 66 MHz.

The orange curve of Fig. 4a results from calculating 10 000 quantum trajectories solutions of these SME for each
amplitude and frequency, for η = 0.17 and 0.2 and applied the same procedure as for the experimental records for
V (t) =

√
Gdyt/dt. The only difference is that the average signal V was directly obtained as the solution ρ̂(t) to the

Lindblad equations, given by Eq. (S14) when η = 0, and computing
√

ηG
Tq

Tr(σ̂xρ̂(t)).
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G. Bayesian filter for the photon number

Tracking the photon number corresponds to actuating the probability of having n photons in the cavity Pt(n)
conditioned on the measurement record V from time 0 to t. Given Pjτ (n) and the measured m⃗(jτ + τ), we compute
Pjτ+τ (n) as follows:

• During ∆t = 2 µs, apply the dissipation operator 1/TcDâ on the diagonal density matrix of the cavity, whose
diagonal elements are the Pjτ (n) coefficients. We denote the resulting diagonal elements of the density matrix
as P′

jτ (n), and use a cavity lifetime Tc = 200 µs,

• Actuate it with the corresponding m⃗(jτ + τ) following

Pjτ+τ (n) = P
′
jτ (n)P(m⃗(t)|n)/Z, (S19)

where Z is a normalization constant ensuring
∑

nPjτ+τ (n) = 1.

V. DEPHASING RATE

A. Measuring the dephasing rate

To extract the dephasing rate of the cavity in Fig. 4b, we use the technique of Ref. [4].
Performing Wigner tomography via the tomography qubit, we extract |⟨â(t)⟩| after preparing a coherent state

⟨â(0)⟩ = −1.11 in the cavity. In order to cover the full range of dephasing rates, we perform the tomography for
multiples of π/χ ≃ 95 ns (period of the comb), with an uneven spacing to cover fast and slow dynamics alike. An
example of such dynamics with an exponentially decaying amplitude is shown Fig. S9a. We use an exponential fit
to extract the dephasing rate γϕ. Note that, at small qubit driving amplitude, the decay of |⟨â⟩| is driven by the
self-Kerr effect leading to a non-exponential behavior. Fig. S9d shows the measured Wigner function without drive,
15.2 µs after the displacement.

If the measurement was QND, we could obtain the measurement induced dephasing rate by subtracting the measured
dephasing rate at zero drive 1/Tc,ϕ to the dephasing rate γϕ at finite drive. However, as explained below, we observe
a yet unexplained increase in the cavity decay rate for large qubit drive that forbids such a simple approach. We
therefore proceed in two steps.

First, to obtain pure dephasing rates Γϕ(θ), we subtract the contribution related to the decay rate κ of the cavity
to the measured γ. This decay rate is determined using the tomography at various times. For each measured Wigner
function Wρ̂(t)(α), we compute the mean photon number

n(t) = Tr
{
â†âρ̂(t)

}
≃

7∑

k=0

kPk(ρ̂(t)), (S20)

where Pk(ρ̂) =
∫
Wρ̂(α)W|k⟩⟨k|(α)d2α with W|k⟩⟨k|(α) the Wigner map of |k⟩⟨k| (see (B4) in [4]). The resulting fitted

decay rate κ is shown in Fig. S9c as a function of the qubit kick angle θ.
Second, in order to extract the measurement induced dephasing rate Γd plotted in Fig. 4b, we subtract the measured

pure dephasing rate without qubit driving 1/Tc,ϕ = (36± 6 µs)−1 to the pure dephasing rate Γϕ(θ).
For clarity, the final expression for Γd(θ) reads

Γd(θ) = γ(θ)− κ/2− 1/Tc,ϕ. (S21)

B. Simulation of the dephasing rates

To predict the expected dephasing rate, we use the Lindblad equation of the qubit-cavity coupled system in the
interaction picture

dρ̂(t)

dt
= − i

ℏ
[Ĥint + Ĥd, ρ̂] +

1

Tq
Dσ̂−(ρ̂(t)), (S22)

with

Ĥint = −ℏ
χ

2
(1+ σ̂z)â

†â, (S23)
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FIG. S9. (a) Blue dots: measured |Tr{âρ̂(t)}| as a function of time for a comb amplitude leading to a qubit kick angle θ = π.
Solid orange line: fitted exponential decay at a rate γϕ. Inset: timeframes of the measured Wigner functions. (b) Blue line and
dots: simulated |Tr{âρ̂(t)}| as a function of time for θ = π using Eq. (S22). Solid orange line: fitted exponential decay from
which the predicted dephasing rate is extracted. Inset: timeframes of the simulated Wigner functions. A zoom on the earliest
times shows the dephasing dynamics during a period of the comb drive. (c) Decay rate κ of the cavity extracted from the
decay of the mean photon number Eq. (S20). (d) Measured (left) and simulated (right) Wigner functions at time t = 15.2 µs
without driving the qubit. The simulation is performed using Eq. (S24) where the self-Kerr rate is χcc/2π = 10± 1 kHz, and
pure dephasing rate is 1

Tc,ϕ
= (36± 6 µs)−1.

and Ĥd defined in Eq. (1).

Here, we neglect any other dephasing source, as well as the decay rate of the cavity. We use this simulation to
compute Tr{âρ̂(t)}. Taking only one point per period of the comb. It fits well with an exponential decay (see Fig. S9b).

The dephasing rate at zero drive 1/Tc,ϕ can be precisely determined by fitting the dynamics of the cavity state
when starting in a coherent state. The Linblad Master equation we use takes into account the self-Kerr effect as well
as pure dephasing without drive:

dρ̂(t)

dt
= − i

ℏ
[Ĥkerr, ρ̂] +

2

Tc,ϕ
Dâ†â(ρ̂(t)), (S24)
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where

Ĥkerr = −ℏχccâ
†2â2. (S25)

We find that the measured evolution of the cavity state is well reproduced when χcc/2π = 10± 1 kHz and 1/Tc,ϕ =
(36± 6 µs)−1 (see Fig. S9d).

C. Predicted dephasing rate

We start with the same model as in Sec. III where the qubit is kicked once and has infinite time to decay. We
can model the experiment as follows. Irrespective of the state of the cavity, the qubit is prepared in a state |ψ⟩ =
cos θ/2 |0⟩ + eiϕ sin θ/2 |1⟩. It emits a state |ϕ⟩n in the transmission line that depends on the number of photons n,
which we can write

|ϕ⟩n =
(
cos(θ/2)1+ eiϕ sin(θ/2)

√
1

Tq

∫ +∞

0

e
−i(ωq−nχ)t− t

2Tq â†outdt
)
|vac⟩ (S26)

where |vac⟩ is the vacuum state of the outgoing transmission line. In the simple case where n = 0 or n = 1, the cavity
can be treated as a qubit as in Ref. [6]. Each period τ = π

χ of the train of pulses leads to a decay of the off-diagonal

matrix elements of the cavity density matrix by a factor | ⟨ϕ|ϕ⟩0 1 |. The dephasing rate Γd (black solid line in Fig. 4b)
is thus given by

e−Γdτ = | ⟨ϕ|ϕ⟩0 1 |

where

⟨ϕ|ϕ⟩0 1 = cos2(θ/2) +
sin2 θ/2

1− iχTqt
.

VI. DEVIATION TO QUANTUM NONDEMOLITION

In order to better characterize how the driving amplitude of the qubit affects the number of photons in the cavity
(deviation to QNDness of the photon number tracking), we perform several experiments. The drive amplitude is given
either as a Rabi frequency Ω for single tone driving or an angle of rotation θ during a qubit kick.

FIG. S10. Probability of measuring Re(r) below threshold during the post-selection pulse of the sequence in Fig. S4a as a
function of the qubit rotation angle θ associated to the comb. Each line corresponds to a different selected photon number n
from 0 (dark blue) to 9 (red). The selection thresholds are the same as in Table S2

.
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FIG. S11. (a) Pulse sequence tracking the occupation of the vacuum state. (b) Pulse sequence tracking the number of photons.

(c) Blue dots: probability Pt(n = 0) that the cavity is in vacuum as a function of time. The measurement is obtained by
single-tone readout of the number of photons after a strong (|α|2 > 20) displacement of the memory. The fit (orange) to
Eq. (S27) gives Tc = 230 µs. The absence of a plateau at early times despite the large displacement could be attributed to
an increasing decay rate for higher number of photons. (d) Blue dots: reconstructed average number of photons using 1100
records of the tracked photon number. Exponential fits with Tc = 130 µs (orange) and Tc = 250 µs (red) are superimposed.

A direct signature of non-QNDness can be seen in Fig. S10. It shows the yield of the post-selection for each n (each
color) as a function of the rotation angle θ. The yield decreases with driving amplitude, showing that driving the qubit
changes the transition rates between Fock states. The variation is more pronounced for larger driving amplitudes
(θ > π). As a matter of fact, the curves for n = 1 and n = 2 cross, which indicates a decay rate that changes with n.

In Fig. S9c, we show the observed cavity decay rate κ as a function of the angle θ. It is obtained by computing
the number of photons as a function of time from the Wigner tomography. A small increase of κ seems to occur as
θ grows but still an order of magnitude smaller than the measurement rate for θ = π/2. However a sharp rise in κ
occurs for θ ≈ 3π/2.

VII. DEPENDENCE OF THE CAVITY LIFETIME ON PHOTON NUMBER

We also performed a measurement of the average probability of having 0 photons Pt(n = 0) as a function of time
(Fig. S11a,c). This is obtained with a single frequency tone on the qubit at Ω = 5.4 MHz after a cavity displacement.
Fitting it with the decay of a coherent state

Pt(n = 0) = |⟨√n0e−t/Tc |0⟩|2 = e−n0e
−t/Tc

(S27)

extracts the decay time Tc of one photon in the cavity.
We do not observe a plateau at initial times (small effective n0 in Eq. (S27)) despite the large variation of dis-

placement amplitudes we tested. We believe that this could be due to a nonlinear decay rate of the cavity owing the
presence of the transmon and its Purcell filter.

Using the quantum trajectories obtained with the comb drive, we can also reconstruct the average number of
photons as a function of time. It does not decay exponentially. This non exponential cavity decay was also observed
using the tomography qubit on a different run. As a side remark, the slight increase of the estimated mean number
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of photons at small times is well understood. Indeed the comb signal is only analyzed within the range from 0 to 9
photons so that a wrong prior estimates the average number of photons at 4.5 initially. As the number of photons
decreases and enters the detecting window [[0, 9]], the update tends to increase the average number of photons at short
times.
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