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Abstract

Reconstructing the demographic history of populations and species is one of the greatest
challenges facing population geneticists. [50] introduced, for a sample of size k = 2 haploid
genomes, a time- and sample-dependent parameter which they called the IICR (inverse in-
stantaneous coalescence rate). Here we extend their work to larger sample sizes and focus
on Tk, the time to the first coalescence event in a haploid sample of size k where k ≥ 2. We
define the IICRk as the Inverse Instantaneous Coalescence Rate among k lineages. We show
that (i) under a panmictic population

(
k
2

)
× IICRk is equivalent to Ne, (ii) the IICRk can

be obtained by either simulating Tk values or by using the Q-matrix approach of [61] and
we provide the corresponding Python and R scripts. We then study the properties of the(
k
2

)
× IICRk under a limited set of n-island and stepping-stone models. We show that (iii)

in structured models the
(
k
2

)
× IICRk is dependent on the sample size and on the sampling

scheme, even when the genomes are sampled in the same deme. For instance, we find that(
k
2

)
× IICRk plots for individuals sampled in the same deme will be shifted towards recent

times with a lower plateau as k increases. We thus show that (iv) the
(
k
2

)
× IICRk cannot

be used to represent “the demographic history” in a general sense, (v) the
(
k
2

)
× IICRk can

be estimated from real or simulated genomic data using the PSMC/MSMC methods [44, 65]
(vi) the MSMC2 method produces smoother curves that infer something that is not the(
k
2

)
× IICRk, but are close to the

(
2
2

)
× IICR2 in the recent past when all samples are ob-

tained from the same deme. Altogether we argue that the PSMC, MSMC and MSMC2 plots
are not expected to be identical even when the genomes are sampled from the same deme,
that none can be said to represent the “demographic history of populations” and that they
should be interpreted with care. We suggest that the PSMC, MSMC and MSMC2 could be
used together with the

(
k
2

)
× IICRk to identify the signature of population structure, and to

develop new strategies for model choice.

KeyWords: multiple genomes, coalescence rate, IICR, sampling scheme, demographic
history, population structure, population size change, genomic data, model choice, model
exclusion.
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1 Introduction

Population geneticists have witnessed major changes in the way they are obtaining, analysing
and interpreting genetic data in the last decades [81, 85, 71]. It has become increasingly easy
to obtain tens or hundreds of thousands of genetic markers and full genomes even for non
model species [28, 86, 87, 23, 83, 30, 57, 74, 75, 5] including those for which only museum
and archaeological samples are available [24, 51, 60]. In parallel to the increase in data,
sophisticated statistical methods have been developed that allow population geneticists to
process, filter and analyse these data for demographic inference [44, 22, 65, 46, 13, 41, 71, 81,
4, 14]. Major technical and technological progress is thus currently taking place including
in the simulation of genetic and genomic data [38, 42, 22]. However, the interpretation of
genomic data remains difficult and still requires significant amounts of testing and validation,
and a better understanding of the properties of genomic data under different demographic
models.

One major tradition of population genetic research has focused on the demographic
history of populations, where the phrase “demographic history” is interpreted in terms of
effective population size (Ne) changes. This tradition has provided important insights into
the recent evolutionary history of species including humans and other primates [73, 70, 62, 7,
26, 58, 83, 30] and is the basis of several important inference methods [7, 44, 65, 46, 15, 13].
However, it may also have led to potentially disputable conclusions as noted by several
authors [25, 6, 17, 19, 20, 77] and there is an increasing recognition that population structure
can generate spurious signals of population size change [79, 80, 6, 52, 72, 56, 32, 55, 49, 50,
61, 16, 29, 4]. We know now that a history of population size changes may be inferred with
misleadingly great confidence simply because the population was structured. This is the
case even if the population size never changed or changed in the direction opposite to that
inferred. In that context, genomic data may lead to an overconfidence in parameter estimates
that may have little to do with the actual history of populations [17, 19, 20, 49, 50, 16, 77].

It seems thus important to develop methods or theoretical frameworks that integrate
population structure during the inferential process [16, 81, 4, 77]. Here we extend the
work of [50], [16] and [61] on the IICR (inverse instantaneous coalescence rate) to k > 2

genomes. We study some of its properties and discuss how it could be used to improve our
understanding of structured populations. For the sake of consistency, the original IICR of
[50] will be identified as IICR2 in the rest of the manuscript. The IICR2 is a time- and
sample-dependent parameter originally defined for a sample size of k = 2 (two haploids
or one diploid). In a panmictic population, the IICR2 is the equivalent of the coalescent
effective population size, Ne [37, 69]. In structured populations, however, the IICR2 can be
strongly disconnected from changes in the total number of individuals or from Ne estimates
(see [16] for a short discussion on the relation between the IICR2 and the concept of Ne).
The IICR2 is a function of the distribution of coalescence times and is thus a function of the
demographic model assumed and of the geographical and temporal location of the samples
[50, 16, 29, 61]. This can be loosely written as IICR2 = fMod(t, k = 2, [v]), where Mod
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represents the demographic model, k = 2 is the number of haploid genomes, [v] is a vector
representing the sampling configuration and t represents time in units of 2N generations,
starting at the sampling time of the most recent sample, and N is the number of haploid
genomes (see next section).

Currently, the IICR2 can be computed for any model for which the T2 can be derived
analytically or numerically, or simulated [50, 16, 61]. With real data, it can be estimated by
the PSMC (pairwise sequentially Markovian coalescent) method of [44]. For larger k values,
no theoretical work as been developed even if the MSMC method of [65] should be able to
estimate it for genomic data. As we will show here, a simulation-based approach can be
used to approximate the IICRk for any scenario for which Tk values can be obtained as in
[16] for T2 values. We stress that the IICRk needs to be rescaled because the coalescence
rate varies with both N and k in a panmictic population such that the coalescence rate is
larger for increasing k values by a factor of

(
k
2

)
. This means that it is

(
k
2

)
× IICRk that is

the equivalent of Ne in a panmictic population. Finally, we note that we can also obtain an
exact computation of the IICRk by extending the transition matrix approach of [61] that
was developed for k = 2.

In practice, we thus (i) extend the IICR2 to the case where the number of haploid genomes
is k ≥ 2 and define the IICRk as the inverse of the first coalescence rate for a sample of size k;
(ii) apply this approach to structured models of population genetics for which we predict and
compare the

(
k
2

)
× IICRk obtained for different k values and sampling schemes, (iii) compare

these results to those obtained using the MSMC method of [65] for genomic data generated
under the same models, (iv) show that the PSMC and MSMC methods are in agreement with
our theoretical results, (v) show that the two methods are subject to significant stochasticity
with plots that can differ significantly from the expected

(
k
2

)
× IICRk plot, (vi) show that the

MSMC2 method exhibits less stochasticity than the PSMC and MSMC methods but does
not generally estimates the

(
k
2

)
× IICRk, (vii) discuss how these

(
k
2

)
× IICRk plots could be

used for model choice or model exclusion, (viii) provide Python and R scripts to compute
and plot the

(
k
2

)
× IICRk, (ix) discuss the limitations of the phrase “demographic history”.

2 Methods

2.1 Definition of the IICRk

Let us assume that we have a sample of k genes at the present (time t = 0). We call Tk the
time to the first coalescence event between any pair of genes in the sample, where time is
scaled by N0, the number of haploid genomes at t = 0. Tk is a random variable that takes
values in R+ and whose pdf (probability density function) is a function of the evolutionary
history of the population or species of interest. [27] showed that in a panmictic population
where the size at a given time (denoted N(t)) varies following a function λ(t) according to
the formula N(t) = N0λ(t), the distribution of Tk can be computed by

4

.CC-BY-NC-ND 4.0 International licensemade available under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is 

The copyright holder for this preprintthis version posted August 19, 2024. ; https://doi.org/10.1101/2024.08.16.608273doi: bioRxiv preprint 

https://doi.org/10.1101/2024.08.16.608273
http://creativecommons.org/licenses/by-nc-nd/4.0/


P(Tk > t) = exp
(
−
(
k

2

)∫ t

0

1

λ(v)
dv

)
, (1)

where
(
k
2

)
is the binomial coefficient k(k−1)

2
.

The function λ(t) can be recovered in terms of the distribution of Tk, by taking the log and
then the derivative as in [50]. We have then

λ(t) =

(
k

2

)
P(Tk > t)

fTk
(t)

, (2)

with fTk
, the pdf of Tk.

We can note from equation 2 that the identifiability problem pointed out by [50] for
the T2 distribution is also present for Tk. That is, for any model of population evolution
(structured population, isolation with migration, split models, admixture, etc.) and for a
particular sampling configuration there will always be a model of population size changes
under panmixia (given by equation 2) having exactly the same distribution of Tk. Increasing
k doesn’t solve the problem of spurious signals of population size change when the population
is structured if only one Tk and one sampling scheme is used. Nevertheless, this identifiability
issue can theoretically disappear (at least for the n-island model) when considering the joint
information of more than one coalescence time. Indeed, [29] has shown for the n-island
model, that it is possible if T2 and T3 are jointly used for a sample of size k = 3 haploid
genomes.

Following [50] we can then define the IICRk (Inverse Instantaneous Coalescence Rate for
k genes) as follows

IICRk(t) =
P(Tk > t)

fTk
(t)

=
1− FTk

(t)

fTk
(t)

(3)

where FTk
and fTk

are the cumulative distribution function (cdf) and pdf of Tk, respectively.
From equation 2 we can see that, under panmixia, IICRk(t) = λ(t)/

(
k
2

)
and will thus be

proportional to the history of population size change (the λ function).
When the hypothesis of panmixia is not verified, the IICR2 cannot be interpreted as

representing λ(t) [50]. It is thus reasonable to hypothesize that the same is true of
(
k
2

)
×IICRk

for k > 2 even though the properties of the IICRk as a function of the demographic model,
sample size and sampling scheme are not known and need to be clarified. The

(
k
2

)
× IICRk

can be seen as a summary statistic [16] and understanding how it varies with the sampling
scheme and size can inform us on the demographic models that can and cannot explain our
data. For instance, in the case of a 2D stepping-stone of size 3×3, there are 11 different ways
of taking a sample of two haploid genomes, each of them might give us a different curve for
the corresponding IICR2. When increasing the sample size, the number of possibilities for
the sample configuration increases considerably: we can count 42 different ways of sampling
k = 10 haploid genomes in a symmetrical n-island model with 10 demes, and as many as 42
[1] different IICR10 for the same model just by changing the sampling vector.

We thus introduce the notation IICRk,v where v is a sampling vector indicating how many
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haploid genomes we take from each deme in a given structured population model. We will
use the same convention for the coalescence times, which will be denoted Tk,v.

2.2 Exact computation of the IICRk

The different IICRk,vs can be derived analytically for any model for which the distribution
of coalescence times, Tk,v, is known, by equation (3). For most structured models, no closed
expression is known, but the IICRk,v can be numerically computed using the transition
matrix approach of [33], as it has been done in [61] for the IICR2. This requires to construct
the transition matrices of the demographic models of interest for the desired values of k.

Let us consider a model with n populations (or demes) numbered from 1 to n, with
s1, . . . , sn their respective sizes, (Mi,j

2
)i,j=1...n the normalized backward migration rates from

deme i to deme j and Mi =
∑

j ̸=iMi,j. Let us sample k (k ≥ 2) genes from the population
at the present (t = 0), the sampling vector can be denoted by v = (vi)i=1...n where vi is the
number of genes in deme i. Note that k = |v| =

∑n
i=1 vi. In order to trace the lineages back to

the first coalescent event, we only need to consider the set En,k = {v ∈ Nn, k− 1 ≤ |v| ≤ k},
since |v| = k − 1 means that two of the k lineages have coalesced (see [61] for the whole
states space and details about migration rates).

The structured coalescent is then the Markov chain evolving in the following way. It
can change from one state v ∈ En,k to another state w ∈ En,k either by a migration event
(which implies that |w| = |v|) or by a coalescence event inside a deme (which implies that
|w| = |v| − 1). The corresponding transition rate matrix can be constructed as:

Q(v, w) =


vi

Mij

2
if w = v − ϵi + ϵj (i ̸= j)

1
si

vi(vi−1)
2

if w = v − ϵi

−
∑

i

(
vi

Mi

2
+ 1

si

vi(vi−1)
2

)
if w = v

0 otherwise,

(4)

where ϵi is the vector whose components are 1 on the ith position and 0 elsewhere.
The matrix Q describes two types of possible events for each configuration v:

• w = v− ϵi+ ϵj when one lineage migrates (backward in time) from island i to island j.
The rate of this migration is Mij/2 (migration rate to deme j for each lineage in deme
i) times vi, the number of lineages present in deme i.

• w = v − ϵi denotes a coalescence event between two lineages in deme i, which reduces
the number of lineages by one in this deme. This occurs only if vi ≥ 2. If this is not
the case we can see that vi(vi−1) = 0. The term vi(vi − 1)/2 is the number of possible
pairs among the vi lineages. This term is multiplied by 1/si since the ith island has a
normalized population size equal to si, and 1/si is then the coalescence rate for each
pair of lineages in this island.

Let us take the example of a population of 2 demes and k = 3. E2,3 is then a set of 7 elements:
E2,3 = {(3, 0), (2, 1), (1, 2), (0, 3), (2, 0), (1, 1), (0, 2)} where we have chosen an arbitrary order
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of the elements. With this order, the transition rate matrix is:

Q =



−3M12

2
− 3

s1

3M12

2
0 0 3

s1
0 0

M21

2
−M21+M12

2
− 1

s1

M12

2
0 0 1

s1
0

0 M21

2
−M21+M12

2
− 1

s2

M12

2
0 1

s2
0

0 0 M21

2
−3M21

2
− 3

s2
0 0 3

s2

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0


.

The last three states are absorbing because they correspond to the states when coalescence
occurred. Let us note that we could also use a smaller matrix by merging these three states
into a single “coalescent state”. This is acceptable if we are only interested in the first
coalescence (here T3). Making them distinguishable states allows us to keep track of where
the last two lineages are, so we could be able to compute the distribution of the coalescence
time of the remaining two alleles.

Once the transition matrix is defined, Markov chain theory provides the tools allowing
to compute the distribution of Tk,v with the matrix exponential

Pt = etQ,

where the matrix coefficient Pt(v, w) is the probability that the Markov process is in the
state w at time t knowing that it started from the state v at time t = 0. We then obtain the
cumulative distribution function (cdf)

FTk,v
(t) = P(Tk,v ≤ t) =

∑
|w|=k−1

Pt(v, w).

The pdf of Tk,v is by definition the derivative of FTk,v
(t), it can thus be computed from the

matrix Pt by using the property
P ′
t = PtQ = QPt.

We can thus write

IICRk,v(t) =
1−

∑
|w|=k−1 Pt(v, w)∑

|w|=k−1QPt(v, w)
. (5)

Details of those derivations can again be found in [61].
Taking back our example, if we sampled three genes by taking two in the first island

and one in the second, the Markov chain would initially be in the state 2, and since the
coalescence states are the numbers 5, 6 and 7, the IICR3,(2,1) would be :

IICR3,(2,1)(t) =
1−

∑7
i=5 Pt(2, i)∑7

i=5 QPt(2, i)
.
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2.3 Estimation of the IICRk

With increasing k values and number of demes, the number of possible states and the size
of the matrices quickly increase, making this approach computationally prohibitive. When
this is the case, the IICRk,v can still be estimated for any demographic model for which Tk,v

values can be simulated, by computing

ÎICRk,v(t) =
1− F̂Tk,v

(t)

f̂Tk,v
(t)

, (6)

where F̂Tk,v
(t) is the empirical cdf of Tk,v evaluated at some point t and f̂Tk,v

(t) is an esti-
mation of its density around t.

For each scenario and sample configuration presented below we simulated 106 independent
Tk,v values. With real or simulated genomic data it is also possible to estimate the

(
k
2

)
×IICRk.

For k = 2 this can be done with the PSMC and MSMC methods of [44] and [65]. For larger
k values this can only be done with the MSMC method of [65].

In the following section, we explore the
(
k
2

)
× IICRk,v under several structured models

commonly used in population genetics. We explore how
(
k
2

)
×IICRk,v curves change under the

same model when k and v vary. We are also interested in comparing how the three approaches
above, namely the simulation of Tk,v values, the matrix approach, and the application of the
PSMC and MSMC methods to simulated data, provide similar results. We also tested the
MSMC2 method as it has been presented as an improvement over the latter.

The R and Python scripts allowing to construct the transition rates matrix for the general
case and to compute and plots the

(
k
2

)
× IICRk,v based on formula (6) are freely available

here https://github.com/willyrv/IICREstimator/tree/master

3 Results

3.1 The shapes of
(
k
2

)
× IICRk curves under structured models

Figure 1 shows the results obtained for the
(
k
2

)
× IICRk assuming an n-island model (n is

the number of islands), where we varied the sample size (k) and migration rate (M = Mi for
all i ≤ n), but keeping the sampling scheme constant, with all samples obtained from the
same deme. This figure shows that, as k increases, the

(
k
2

)
× IICRk is shifted left (towards

recent times) and downward (towards smaller values) compared to the IICR2, except in the
recent time where all curves converge towards the size of a deme, as expected [50]. This
shifting effect decreases when migration increases, as expected, since the n-island model
tends towards a panmictic model where all

(
k
2

)
× IICRk are expected to be equal to the total

size, n×N . This effect is observed for both the exact
(
k
2

)
× IICRk and for the approximate(

k
2

)
× IICRk obtained through simulations (continuous versus discontinuous stepwise curves,

respectively, see Figure S1 for additional M values). Note also that comparing panel a and
b we also see that as M increases the

(
k
2

)
× IICRk is shifted downward and leftward to more
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(a) M = 0.5 (b) M = 5

Figure 1: Sample size effect on the
(
k
2

)
×IICRk,v. The

(
k
2

)
×IICRk,v were obtained for a n-island with

n = 10 demes. The two panels correspond to models with different migration rates, M = 0.5 (panel
a) and M = 5 (panel b). The k haploid genomes were sampled in the same deme (v = (k, 0, . . . , 0)).
Exact computation (formula (5)) are plotted as solid curves, and estimated

(
k
2

)
× IICRk,v(formula

(6)) are plotted as stepwise curves. For each value of k, the ms command used here was ms k
100000 -I 10 k 0 0 0 0 0 0 0 0 0 M -T -L, where k and M are replaced by the values above.
The IICR values are scaled taking into account that M = 4mN0 where N0 = 100 individuals by
deme. The time values are scaled assuming a generation time g = 25 years and a mutation rate
µ = 1.25× 10−8.

recent times as shown previously by [50] for the IICR2. Thus, increasing k for a constant M
appears here to have a qualitatively similar effect to increasing M for a given k.

Figure 2 shows the effect of increasing k while sampling diploid individuals in different
demes rather than in the same deme. As in Figure 1, an n-island model was assumed and
different migration rates are represented in the different panels. We observe again a shift of
the

(
k
2

)
× IICRk as k increases. The shift however differs from the effect observed in Figure

1. Here the
(
k
2

)
× IICRk curves differ significantly in the recent past where the

(
k
2

)
× IICRk is

not equal to the deme size except for k = 2. Another important difference is that even when
migration is high, the curves maintain a vertical shift in the recent past. In other words,
the sampling scheme creates a "population size effect" in the recent past that has little to
do with any real size change, or any variation in deme size across the metapopulation. See
Figure S2 for additional M values.

In Figure 3 we now explore, for a fixed value of k = 4, the effect of the sampling scheme
in a stepping-stone model (See Figure S3 for the different sampling schemes). Interestingly,
this example shows again a new behaviour. These examples show that even if k is the same,
and the recent and ancient plateaux of the

(
k
2

)
× IICRk are the same, the temporal dynamics

differs when the samples are obtained from different demes and analysed together. This can
even generate a hump in sampling schemes 6 and 7. A similar hump observed in a MSMC
curve would be interpreted as non monotonous change in size. As in Figure 2, increasing
migration does not lead to an overlap of the

(
k
2

)
× IICRk curves.

Thus, figures 2 and 3 show that even under scenarios with high M values the sampling
scheme can create differences in observed PSMC or MSMC curves which would be interpreted
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(a) M = 0.5 (b) M = 5

Figure 2: Sample size and sampling scheme effect on the
(
k
2

)
× IICRk,v. The

(
k
2

)
× IICRk,vk ’s

are obtained and plotted as in Figure 1, the only difference is the way to sample: when k = 2,
both individuals are in the same deme, when k = 4 we take 2 on one deme and 2 in an other,
and when k = 6, we take three pairs of individuals in three different demes. The ms command
are then respectively ms 2 100000 -I 10 2 0 0 0 0 0 0 0 0 0 M -T -L, ms 4 100000 -I 10 2
2 0 0 0 0 0 0 0 0 M -T -L and ms 6 100000 -I 10 2 2 2 0 0 0 0 0 0 0 M -T -L.

as representing different demographic histories in terms of change in Ne.
Altogether these three figures show that significant differences between

(
k
2

)
×IICRk curves

are expected when k changes for structured models, and that the curves can also change when
k is fixed as a function of the sampling scheme, even for high migration rates. In the next
figures we test whether the MSMC method is consistent with our theoretical results by
simulating genomic data under the structured models and sampling schemes above.

3.2 The shapes of PSMC, MSMC and MSMC2 curves under struc-

tured models

Figure 4 shows the theoretical
(
k
2

)
× IICRk curves of the same n-island models represented

in Figure 1 but with the corresponding MSMC curves. We can observe several patterns.
First, the MSMC curves for k = 2, 4 and 6 start to follow the expected and corresponding(
k
2

)
× IICRk curves, at least in the most recent past. This suggests that the MSMC method

does infer the
(
k
2

)
×IICRk, similar to the expectation under panmixia [66]. Second, the MSMC

curves tend to infer humps or changes which are not predicted by the theory presented here.
Such changes would be interpreted as changes in population size and may be due to stochastic
variability as a consequence of imperfect information in the sequence data. Third, the fit to
the expected curve gets worse as k increases. Finally, the MSMC curves seem to improve
a little by becoming closer to each other when migration increases but this is not a major
improvement when compared to the expected

(
k
2

)
× IICRk curve, since the MSMC curves

are still quite different from the expected
(
k
2

)
× IICRk curve.

Figures 5 and 6 compare the MSMC results for the same models and sampling schemes
as in Figures 2 and 3, respectively. Again, these results suggest that the MSMC method
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(a) (b)

(c) (d)

Figure 3: Sampling scheme effect on the
(
k
2

)
× IICRk,v in a linear stepping-stone: sampling scheme

effect. The
(
4
2

)
× IICR4,vi curves were obtained for a linear stepping stone of 5 islands, with the

migration rates M = 0.5 (panels (a) and (c)) and M = 5 (panels (b) and (d)). Note that here the
migration rate M = Mij , constant for all i, j ≤ 5). We only considered sampling schemes vi with
k = 4 haploid individuals. For the first three sampling schemes (noted scheme i in the legend, for
i = 1, 2 and 3) we sampled the 4 genomes (i.e. two diploid individuals) in the same deme, with
scheme i corresponding to deme number i (i.e. in scheme 1 all individuals are sampled in the first
deme of the linear stepping stone). For schemes i = 4, . . . , 7 we sampled one diploid individual
in deme 1 and the other in deme 2, 3, 4 or 5, respectively (see Figure S3). Exact computation
(formula (5)) are plotted by solid curves, and estimated

(
k
2

)
× IICRk,v(formula (6)) are plotted

by stepwise curves. For each value of M , and for sampling scheme 1, the ms commands used
here is ms 4 1 -I 5 4 0 0 0 0 0 -m 1 2 M -m 2 3 M -m 3 4 M -m 4 5 M -m 5 4 M -m 4 3 M
-m 3 2 M -m 2 1 M -T. The IICR and times values are scaled like in Figures 1 and 2.
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(a) M = 0.5 (b) M = 5

Figure 4: Sample size effect on MSMC plots and on the
(
k
2

)
× IICRk,v. The

(
k
2

)
× IICRk,v’s were

obtained for the same models and sampling schemes as Figure 1. Here the stepwise curves are
MSMC outputs using genomic data simulated with msprime in the following way: each sequence is
composed by 10 chromosomes of length l = 3× 108 bp, the mutation rate is µ = 1.25× 10−8 per bp
per generation, the recombination rate ρ = 10−8 per bp per generation, and the maximum number
of recombinational segments set to 8. The msprime commands are then mspms k 1 -t 1500 -r
1200 300000000 -I 10 k 0 0 0 0 0 0 0 0 0 M -p 8 -T with the respective values of k and M .
Note that the -t and -r values are respectively obtained from the products 4N0µl and 4N0ρl.

infers the
(
k
2

)
×IICRk but suffers from a stochastic behavior which might be misleading when

analysing real data. It is interesting to see that the MSMC curves do reproduce the humps
of the sampling schemes 6 and 7 for the stepping stone, even if in an exaggerated way and
at a different time.

Altogether, these figures suggest that the MSMC method infers the
(
k
2

)
× IICRk but that

it may suffer from too much variability to be used as summary statistic for demographic
inference, at least under the conditions used here. To test whether we could reduce the
stochasticity issue mentioned above we ran ten independent runs for the first panel of Figure
5 and plotted both the independent runs and the average MSMC curves. While we found
that the fit to the expected curve improved, there still were differences, particularly for k = 6

as can be seen in Figure S5 and S6
Given that the MSMC2 method was introduced as an improvement on the PSMC and

MSMC methods [48, 66] we also applied the MSMC2 method to genomic data generated un-
der several scenarios and sampling schemes. In Figure 7 we compare the PSMC, MSMC and
MSMC2 curves obtained for a diploid genome (k = 2) sampled in one deme of an n-island
model with different migration rates. The figure shows that the three methods seem to esti-
mate or approximate the theoretical IICR2 curve, with different levels of stochasticity. The
PSMC appears to produce the best results, followed by MSMC2, whereas MSMC continues
to produce a hump that is not theoretically expected.

In Figure 8 we plot the results of MSMC2 for the same sampling schemes as in Figure
3. Compared to the results obtained with the MSMC method the figures show much less
stochasticity, as expected given that the method appears to use all pairwise comparisons
among haploid genomes [48, 66], but the stepwise curves differ significantly from the expected
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(a) M = 0.5 (b) M = 5

Figure 5: Sample size and sampling scheme effect on MSMC plots and
(
k
2

)
× IICRk,v. See Figure

2 for details regarding the model and sampling scheme.

(a) (b)

(c) (d)

Figure 6: Sampling scheme effect on MSMC plots and
(
k
2

)
× IICRk,v in a linear stepping-stone.

See Figure 3 for the simulation details. The main difference with this figure is that we present the
results for two M values, namely M = 0.5 (panels (a) and (c)) and M = 5 (panels (b) and (d)).
The msprime commands for the simulation are mspms 4 1 -t 1500 -r 1200 300000000 -I 5 4 0
0 0 0 0 -m 1 2 M -m 2 3 M -m 3 4 M -m 4 5 M -m 5 4 M -m 4 3 M -m 3 2 M -m 2 1 M -p 8
-T for sampling scheme 1.
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(a) M = 0.5 (b) M = 5

Figure 7: Sampling from the same deme: comparison of PSMC, MSMC and MSMC2 plots with
the

(
k
2

)
× IICRk,v. Here we focus on the IICR2 for the same n-island as in Figures 1 and 4, n = 10

and M = 0.5 (panel (a)) or M = 5 (panel (b)). We thus assume that k = 2, and that the two
haploid genomes are sampled in the same deme. The theoretical black solid curve is computed with
formula (5), and the PSMC, MSMC and MSMC2 outputs are obtained with the sequence simulated
by the msprime command mspms 2 10 -t 1500 -r 1200 300000000 -I 10 2 0 0 0 0 0 0 0 0
0 10 -p 8 -T.

(
k
2

)
× IICRk curves (see Figures S7, S8 and S10 for additional inferences and tests). The

MSMC2 method thus differs from the PSMC and MSMC methods in that it does not infer
the

(
k
2

)
× IICRk, but it clearly uses information from more than two haploid genomes. When

the genomes are sampled in the same deme this means that the curve obtained is possibly the
IICR2. If correct the MSMC2 method would provide a better estimate of the IICR2 than the
PSMC and MSMC methods. However, when the genomes are sampled in different demes,
the MSMC2 method produces smoother curves but these curves should not be compared to
MSMC curves because they do not estimate the same object (outside panmixia, at least).
Also, all our simulations were done with no population size change, which thus suggests that
these curves do not infer population size change under the structured models simulated here.

4 Discussion

4.1 Phylogeography and the limits of “demographic history”

Phylogeographical studies have shown for decades that the distributions of most animal and
plant species have changed in their recent past [35, 34, 84, 67, 3, 2, 64, 78]. This suggests
that the habitats of most species have gone through periods of contraction, fragmentation
and expansion. The populations of these species have thus been partly isolated and brought
into contact as a consequence of environmental changes [34] and have thus gone through
periods of increased or reduced gene flow, with changes in population sizes. How changes
in population size and connectivity have interacted and how much each of these may have
been more important for different species is difficult to say today. To answer these questions
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Figure 8: Sampling from different demes in a linear stepping-stone: sampling scheme effect on
MSMC2 plots (stepwise curves) and

(
k
2

)
× IICRk,v (continuous curves) for k = 4. The theoretical(

4
2

)
× IICR4,vi curves were obtained for the linear stepping stone with n = 5 demes, M = 0.5, and

the sampling scheme vi as in Figure 3. The stepwise curves are the outputs of MSMC2 for the
simulated sequence with the same msprime commands as Figure 6.

the properties of genetic data under alternative scenarios need to be better understood [2].
This may help us identify the statistics that can inform us on such changes, and perhaps
clarify what the statistics we compute represent. This would be similar to the work previous
researchers who studied the properties of Tajima’s D and other statistics during the 1990s
and 2000s [73? ? ].

The phrase “demographic history” is often meant to represent a history of population size
changes. While this is not a problem per se, an increasing number of studies suggest that, as
soon as populations are structured, the changes in size inferred by several approaches beyond
those analysed here may be significantly misleading [79]. Calling “demographic history” a
series of inferred population size changes that may never have happened is questionable [17,
16? ]. What population geneticists reconstruct as “demographic trajectories” are actually
curves whose meaning is often unclear and inconsistent across methods and studies [10].
For instance, the PSMC, MSMC and MSMC2 curves are not expected to represent the same
objects under structured models and none of them is unambiguously representing population
size changes. Still, many studies use them interchangeably and with other methods to infer
and tell a history of changes in Ne (e.g. [11]).

4.2 What the IICRk tells us about the PSMC, MSMC and MSMC2

curves and “demographic history”

In the present study we extended the work of [50] and confirmed that the PSMC method
estimates the IICR2. We also extended the matrix approach of [61] to the

(
k
2

)
×IICRk making

it possible to compute the
(
k
2

)
× IICRk efficiently. Additionally, we found that the MSMC

method estimates the
(
k
2

)
× IICRk for k ≥ 2, even though the stochasticity of the MSMC

results makes it difficult to fully validate this statement. We thus warn users regarding the
results obtained from the MSMC method with real data. One additional and important
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result is that there is no particular reason to expect these two methods to produce the
same curves when population structure is present and significant and when sample size or
sample configuration change. For instance, under structure, if we apply the PSMC method
to three diploid individuals we will obtain three PSMC curves, which will differ from the
MSMC curves that we will obtain by analysing these individuals together or in pairs. This
effect will be stronger if the sampling varies (when individuals come from different demes)
but differences between PSMC and MSMC results were observed when the individuals were
sampled in the same deme. This can be seen when we sample an increasing number of
individuals from the same deme under a simple n-island (Figure 1) or stepping stone (Figure
3) . These two methods cannot be seen as representing the “demographic history of the
population” whichever meaning one might want to give to that phrase. Our results also
contribute to explaining the results of [10] who were among the first to clearly state that the
MSMC, PSMC and SMC++ methods produced inconsistent results.

The MSMC2 method was introduced as an improvement over the PSMC and MSMC
methods [48, 66]. However, we found that MSMC2 produces additional curves that do
not correspond to the expected

(
k
2

)
× IICRk in the general case, even though they may

approximate the IICR2 in the recent past when all individuals are sampled in the same
deme. For instance, in the first panel of Figure 8 we found that when two diploid individuals
were sampled in the same deme in a stepping stone, the MSMC2 curves were following the
IICR4 in the recent past but tended to significantly overestimate the plateau in the ancient
past. Under more complex sampling schemes (second panel of Figure 8) the MSMC2 curves
continue to significantly overestimate the ancient plateau but they also exhibit major changes
in the y-axis that exaggerate very moderate humps expected in the theoretical

(
k
2

)
× IICRk.

With real data such curves would suggest a history with an ancient large population that
went through a major population growth and then crashed around 10,000 years ago. This
is misleading given that all the models studied here were stationary without any change in
size or connectivity. More work is thus necessary to clarify the theoretical underpinnings
of the MSMC2 and other published methods that produce similar curves and use different
types of information, such as the SMC++ method developed by [76].

We focused here on methods that require small sample sizes that are attainable for non-
model and endangered species, and are increasingly being used for endangered species [83,
74]. The problem discussed here is however general and likely affects many methods based
on the standard (non structured) coalescent. The PSMC, MSMC and MSMC2 methods have
been introduced and interpreted mainly as representing changes in Ne. The reason for this
is that under the standard coalescent the coalescence rate is inversely related to Ne. The
implicit assumption is that population structure, if it exists, is limited and negligible and the
inferred changes in Ne should be reasonably close to actual changes, that themselves reflect
changes in census size. While this may seem reasonable at first, an increasing number of
studies have demonstrated that current methods, when tested, are not robust to population
structure [79, 6, 56, 72, 17, 32, 55, 50]. So much so that as soon as population structure
becomes relevant the relationship between inferred changes in Ne and real changes in Ne
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under structure can change from a positive to a negative correlation through no correlation
at all. Thus, one can infer a bottleneck when a population is actually growing or stationary
[79, 17, 50]. Similarly, one can infer an expansion when the population size is decreasing or
stationary [50].

The effect of population structure is not limited to the inference of non-existing popu-
lation size changes. Several studies have now shown that spurious admixture events may
also be inferred [19, 20, 77] and it is likely that the detection of selection in the genome
might also be influenced by population structure and gene flow [40, 12, 39, 68]. Ignoring
population structure will thus lead to the detection and quantification of events that may
never have taken place or may have taken place at different times from those inferred. Since
much of what we understand of the recent evolutionary history of species is based on our
interpretation of these curves or on other patterns observed in genomic data, this may lead
to serious misunderstandings and misrepresentations of the evolutionary history of species.

4.3 Can the IICRk help improve demographic inference and model

choice

In an insightful study, [10] noted that the PSMC curves obtained from human genomes were
different from the curves obtained using the MSMC method with 4 or 8 haploid genomes,
which were themselves different from each other. They additionally noted that these curves
were also very different from those obtained using the SMC++ method of [76] which uses
additional information from the SFS (site frequency spectrum). And all these curves differed
from the curves of size change obtained when one simulated genomes under scenarios inferred
using the dadi method [31], which only uses the SFS as a summary statistics. They also
noted that no inferred history could reproduce the LD patterns observed in humans, whereas
three methods could reproduce the average heterozygosity along the genome. The authors
interpreted this as a suggestion that the PSMC and MSMC methods were somehow biased.

Our results suggest another interpretation where the different methods were not necessar-
ily producing wrong results. Rather, it is the interpretation of the curves that is problematic
as this interpretation changes when one accounts or not for population structure. The ge-
nomic data analysed in their study were either simulated under the tree population model of
[31] or using panmictic models with population size changes inferred by the different meth-
ods. Under a panmictic model the PSMC, MSMC and MSMC2 methods should all produce
the same results with differences only related to precision in the recent or ancient past. Un-
der structured models sampling becomes important and the different methods are expected
to generate different curves. And none of these curves should be used to represent a poorly
defined “demographic history” .Rather, these curves should be used as complex summary
statistics for demographic inference [16, 77].

In a recent study, [4] developed a method which uses the PSMC curve as a summary
statistic and infers the parameters of a non-stationary n-island model. This method, called
SNIF for Structured Non-stationary Inference Framework, aims at identifying periods during
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which connectivity (gene flow) changed under the assumption that the number of islands
and their sizes are constant (https://github.com/arredondos/snif). This method has been
validated on a large parameter space and used to analyse human genomes. The authors
found that the model inferred by [31] was unlikely to represent a reasonable model to explain
human PSMC plots. This suggested that current models of human evolution assuming a tree
structure with three main "continental" populations may significantly misrepresent recent
human evolutionary history.

One important limitation of SNIF is that it assumes an n-island model, which is not real-
istic for many species. For instance, humans exhibit clear isolation by distance patterns that
suggests that spatial structure should be incorporated [19, 77]. Future approaches should
thus integrate space, using for instance stepping-stone models [21], as a first step to identify
structured models that can explain PSMC, MSMC, MSMC2 and SFS plots altogether.

4.4 The IICRk and a possible future of “demographic inference”

In principle, models used to represent the demographic history of populations should be as
simple as possible while at the same time incorporating as much as possible of the complexity
of natural populations to make meaningful inferences in relation to the questions asked by
researchers. A complex and realistic model could include changes in population size, in pop-
ulation structure, and in connectivity [25, 36]. It could also integrate geographical features
and differences between males and females, such as sex-biased admixture or migration [59]
or social structure and mating systems [54] and selection [40, 39]. However, the number of
parameters required for such realistic models might be so large that the inference process
would be difficult and perhaps questionable even with genomic data. As a consequence
population geneticists have understandably focused on only some of these aspects of the
demographic history of species [36]. However, the price to pay for this simplification is that
spurious events may be inferred and discussed in heated debates, when they might actually
have never taken place.

By expliciting how the IICRk can be efficiently obtained for a very large family of demo-
graphic models the current study may contribute to clarifying concepts that are central to
demographic inference. Also, by providing a framework to quickly explore a large parameter
space this should make it easier to develop new simulation-based inferential methods. The
IICRk could be used in an approximate Bayesian computation framework [9, 8] or with some
of the new simulation-based approaches that are being developed [18, 47].

There have been major advances in the way we can simulate genomes [71] and use new
statistical approaches to either better explore complex parameter spaces or use smaller num-
bers of simulations efficiently [8, 45]. For instance, one fruitful strategy consists in identifying
several plausible models integrating information from other fields such as archaeology, ecol-
ogy and palaeoclimatology and in using model choice approaches to identify the best model
or models and the best fitting parameters for these models. There is renewed interest for
such approaches as they theoretically allow us to have a more objective approach to the
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stories we tell [9, 22, 63, 4, 77, 82].
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5 Supplementary Material for "Extending the IICR to

multiple genomes and identification of limitations of

some demographic inferential methods"

I. Introduction

As explained in the main text the IICRk is the Inverse Instantaneous Coalescence Rate
among k lineages, and is related to the first coalescent event. The generalization from two
to k > 2 lineages requires a scaling factor such that it is

(
k
2

)
× IICRk that is equivalent to

Ne in a panmictic population. When k = 2 the scaling factor becomes
(
2
2

)
which is equal to

one and explains why the original IICR is equal to Ne. Throughout the main manuscript we
computed the

(
k
2

)
×IICRk using three different approaches. The first requires a program able

to simulate Tk values under the model and sampling schemes of interest. The second one
uses a Q-matrix approach as in [? ]. Finally, we also simulated genomic data and provided
the simulated data to the PSMC, MSMC and MSMC2 methods.

The Python and R scripts required for all the simulations and computations are based on
the IICREstimator set of Python scripts (https://github.com/willyrv/IICREstimator)
written by Willy Rodriguez for the [16] article and R scripts written by Cyriel Paris to
generate the theoretical

(
k
2

)
× IICRk in his Masters thesis [Paris].

In addition all the Python and R scripts used to produce the curves, genomic data and
to run the PSMC, MSMC and MSMC2 programs are available here: (see Annex II.).
The parameters used in this study are detailed in the main manuscript but can be summa-
rized as follows:

- for the sample size we used the following k values: 2, 4, 6,

- for the number of islands we used n = 10 (for the n-island model) and n = 5 for the
stepping stone models,

- several sampling scheme were used and are detailed below with the corresponding
figures,

- we assumed that the size of all demes was the same and constant through time,

- we used several migration rates for the different models, namely M = 0.5, 1, 5, 10 with
M = 4N0 × m. The migration matrices for the n-island model and for the stepping
stone model are represented below (matrix A and B, respectively):

A =


0 1 1 · · · 1

1 0 1 · · · 1
...

... . . . · · · ...
1 1 1 · · · 0

 B =


0 1 0 0 0

1 0 1 0 0

0 1 0 1 0

0 0 1 0 1

0 0 0 1 0
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(
k
2

)
× IICRk computation

For all the demographic scenarios for which we computed the IICRk we did the following:

- we simulated 106 Tk values

- we used Hudson’s ms program (the specific commands are given in the section II.)

- for the scaling of the
(
k
2

)
× IICRk we assumed that the size of the population was

N0 = 100 and the generation time was g = 25.

Simulation of genomes and the PSMC, MSMC and MSMC2 methods
The genomic data were simulated with msprime [43] since it allows to simulate genomes

using the SMC approximation, which is assumed by the PSMC, MSMC and MSMC2 method.
We used the following values for the simulations:

- for the recombination rate ρ =1.0 10−8 per bp per generation,

- for the mutation rate µ =1.25 10−8 per bp per generation,

- for the length of chromosomes 3108 bp (i.e. 300 MB),

- for the length of the genome 3109 (i.e. 3 GB composed of ten 300 MB-chromosomes),

- for the population size N0 = 100 and for the generation time g = 25.
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II. Theoretical IICR

The command in the parameter file necessary for IICREstimator (see appendix I.) was
written as follow:

ms k 1000000 -I 10 k 0 0 0 0 0 0 0 0 0 M -T -L

with k, the sample size (k=2,4,6) and M = 4×m×N0, the migration rate (M=0.5,1,5,10).
In this example, 106 Tk have been sampled from an n-island model with 10 islands and all
the individuals were sampled in the same deme (Figure S1).

(a) M=0.5 (b) M=1

(c) M=5 (d) M=10

Figure S1:
(
k
2

)
× IICRk obtained from IICREstimator (stepwise curve) and by exact com-

putation (solid curve) for different values of M . An n-island model were simulated with 10
islands and different migration rates (4N0m = 0.5, 1, 5, 10). All the individuals are sampled
in the same deme. 106 Tk were sampled for IICREstimator. The curves were then rescaled
assuming that N0 = 100, g = 25 and µ = 1.25× 10−8. The sampling scheme across the ten
demes was [k 0 0 0 0 0 0 0 0 0] with k = 2, 4, 6.

Other sampling schemes were tested where only one diploid individual was sampled per
island (Figure S2).
The commands that were used for the different values of k were as follow:
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ms 2 1000000 -I 10 2 0 0 0 0 0 0 0 0 0 M -T -L

ms 4 1000000 -I 10 2 2 0 0 0 0 0 0 0 0 M -T -L

ms 6 1000000 -I 10 2 2 2 0 0 0 0 0 0 0 M -T -L

(a) M=0.5 (b) M=1

(c) M=5 (d) M=10

Figure S2:
(
k
2

)
×IICRk obtained from IICREstimator (stepwise curve) and exactly computed

(solid curve) for different values of M . Each diploid individual was sampled in a different
deme. The sampling scheme was [10 2 0 0 0 0 0 0 0 0 0] when k = 2, [10 2 2 0 0 0
0 0 0 0 0] when k = 4 and [10 2 2 2 0 0 0 0 0 0 0] when k = 6.

In addition to the n-island model, a stepping stone model was studied. With this model,
the position of the island in which the samples were taken has an effect on the shape of the
IICR curves (Figure S4). A simple linear stepping stone with five islands was simulated with
the msprime command :

mspms 4 1 -I 5 4 0 0 0 0 0 -m 1 2 0.5 -m 2 3 0.5 -m 3 4 0.5 -m 4 5 0.5

-m 5 4 0.5 -m 4 3 0.5 -m 3 2 0.5 -m 2 1 0.5 -T

The diagram (Figure S3) shows the different sampling schemes tested for k=4.
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Figure S3: List of the possible sampling schemes for k = 4
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M=0.5

M=1

M=5
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M=10

Figure S4:
(
k
2

)
× IICRk obtained from IICREstimator (stepwise curve) and computed with

the Q matrix approach (solid curve) for different values of M and for the sampling schemes
described in Figure S3.
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III.
(
k
2

)
× IICRk and MSMC

The MSMC method takes several text files as input, each one corresponding to a different
chromosome. Here, the genomes were simulated using msprime [43]. To obtain a whole
genome of 3 × 109 BP we simulated ten chromosomes of length 3 × 108 BP each. The
mutation rate was set to 1.25 × 10−8 per BP per generation and the recombination rate to
10−8 per BP per generation. The maximum number of recombinational segments was set to
8 using the -p flag.

Once all the chromosomes had been simulated, the demographic history was computed
with MSMC using the following command :

msmc --fixedRecombination -s -o msmc_results chrom*.txt

The option -s was used to remove unphased sites.

For the sake of consistency, this section has the same structure of the previous one. The
first model to be tested is then the n-island model where all the individuals were sampled from
the same deme (Figure S5). Such scenario can be simulated from the following command:

mspms k 1 -t 1500 -r 1200 300000000 -I 10 k 0 0 0 0 0 0 0 0 0 M -p 8 -T

where k was set to 2, 4, 6 and M to 0.5, 1, 5, 10. The value of -t and -r were respectively
obtained from the equation 4 ×N0 × µ × l and 4 ×N0 × ρ × l where l is the length of the
chromosome.
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(a) M=0.5 (b) M=1

(c) M=5 (d) M=10

Figure S5:
(
k
2

)
× IICRk obtained from MSMC (stepwise curve) and exactly computed (solid

curve) for different values of M . An n-island model was simulated with 10 islands and
different migration rates (4N0m = 0.5, 1, 5, 10). All the individuals are sampled in the same
deme. Genomes of length 3×109, recombination rate of 10−8 and mutation rate of 1.25×10−8

were simulated with msprime. The size of the deme is 100 and the generation time is 25.

A second sampling scheme was tested where one diploid individual was sampled per
deme. In that case, the command was:

mspms 2 1 -t 1500 -r 1200 300000000 -I 10 2 0 0 0 0 0 0 0 0 0 M -p 8 -T

mspms 4 1 -t 1500 -r 1200 300000000 -I 10 2 2 0 0 0 0 0 0 0 0 M -p 8 -T

mspms 6 1 -t 1500 -r 1200 300000000 -I 10 2 2 2 0 0 0 0 0 0 0 M -p 8 -T
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(a) M=0.5 (b) M=1

(c) M=5 (d) M=10

Figure S6:
(
k
2

)
× IICRk obtained from MSMC (stepwise curve) and computed exactly (solid

curve) for different values of M . Each individual was sampled in a different deme.

The msprime command that was used to generate the genome was :

mspms 4 1 -t 1500 -r 1200 300000000 -I 5 4 0 0 0 0 0 -m 1 2 0.5 -m 2 3 0.5

-m 3 4 0.5 -m 4 5 0.5 -m 5 4 0.5 -m 4 3 0.5 -m 3 2 0.5 -m 2 1 0.5 -p 8 -T.

The different sampling schemes used are given in figure S3.
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M=0.5

M=1

M=5
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M=10

Figure S7:
(
k
2

)
×IICRk obtained from IICREstimator (stepwise curve) and computed exactly

(solid curve) for different values of M and sampling schemes.
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(a) 10 independant repetitions (b) Mean of the 10 repetitions

Figure S8: 10 independent repetitions of MSMC and the mean curve

Finally, the MSMC method was tested on several independent runs of the same command
(10 runs are represented on the figure S8). Only the n-island model was tested but different
values of k were compared. The average of the ten curves were then compared to the
theoretical curve (solid line).
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IV.
(
k
2

)
× IICRk with MSMC2

All the genomes were simulated using msprime. The MSMC and MSMC2 methods were
applied to the same genome files using the same commands as above. As the PSMC requires
only one file and does not need phased genomes, the command used to simulate the genome
was :

mspms 2 10 -t 1500 -r 1200 300000000 -I 10 2 0 0 0 0 0 0 0 0 0 10 -p 8 -T

(a) M=0.5 (b) M=1

(c) M=5 (d) M=10

Figure S9: Comparing the PSMC, MSMC and MSMC2 and the theoretical
(
k
2

)
× IICRk. All

the individuals were sampled in the same deme taken from a stationary n-island model as
defined in the msprime command above
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Figure S10: MSMC2 when increasing the sampling size

Figure S11: Comparing MSMC2 and the theoretical
(
k
2

)
× IICRk in a Stepping stone model

where M = 0.5.
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I. IICREstimator parameter file

Example of the parameter file used with IICREstimator.

{

"path2ms" : "./",

"scenarios" : [

{"ms_command":"ms 2 1000000 -I 10 2 0 0 0 0 0 0 0 0 0 0.5 -T -L",

"label":"ms",

"color": "r",

"linestyle": ":",

"linewidth": 1,

"alpha": 1

}

],

"theoretical_IICR_general": [

],

"computation_parameters" : {

"x_vector_type": "log",

"start": 0,

"end": 100,

"number_of_values": 64,

"pattern": "4*1+25*2+4+6"

},

"custom_x_vector": {

"set_custom_xvector": 0,

"x_vector": 0

},

"scale_params":{

"N0": 100,

"generation_time": 25

},

"plot_params":{

"plot_theor_IICR": 0,

"plot_real_ms_history": 0,

"plot_limits": [1e3, 1e8, 0, 20000],

"plot_title": "N-island model",

"plot_xlabel": "time ",

"plot_ylabel": "IICR",

"show_plot": 1,

"save_figure": 0

},
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"number_of_repetitions": {

"n_rep": 1

},

"vertical_lines":[],

"plot_densities": {

"densities_to_plot": [],

"x_lim": [0, 600],

"y_lim": [0, 600]

},

"save_IICR_as_file":1

}
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II. Python code for plots

#extract time and IICR values from tk sampling

def fonctionT2(file):

x=[]

y=[]

a=open(file,’r’)

lines=a.read()

a.close()

x_lines=(lines.split(’\n’)[0])

x_lines=(x_lines.split(’ ’))

y_lines=(lines.split(’\n’)[1])

y_lines=(y_lines.split(’ ’))

for i in range(len(x_lines)):

x.append(float(x_lines[i]))

y.append(float(y_lines[i]))

return(x,y)

#extract time and IICR values from Q matrix

def fonctionTheo(file, N, g): #N is the size of the deme and g is the generation time

x=[]

y=[]

a=open(file,’r’)

lines=a.read()

a.close()

lines=lines.split(’\n’)

x_lines=lines[-1].split(’ ’)

y_lines=lines[0:-1]

for i in range(len(y_lines)):

x.append(float(x_lines[i]))

y.append(float(y_lines[i]))

times = [g * 2 * N * i for i in x]

sizes = [N * i for i in y]

return(times,sizes)
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