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ABSTRACT
myCADI is a machine learning framework associated with a graph-
ical interface for discovering and understanding the internal struc-
ture of an unsupervised dataset. It is an intuitive end-user interface
to the CADI approach [9], which uses a revised version of the Iso-
lation Forest (IF) method to both 1) identify local anomalies, 2)
reconstruct the cluster-based internal structure of the data, and
3) provide end-users with explanations of how anomalies deviate
from the found clusters. myCADI takes numerical data as input and
is structured around several interfaces, each of which displays a
ranked list of the found anomalies, a description of the subspaces in
which the different clusters lie, and feature attribution explanations
to ease the interpretation of anomalies. These explanations make
explicit why a selected point is considered to be a local anomaly of
one (or more) cluster(s). The framework also provides dataset and
trees visualizations.

CCS CONCEPTS
• Computing methodologies → Anomaly detection; Cluster
analysis; Artificial intelligence; • Information systems→ Data
analytics.
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1 INTRODUCTION
Faced with a raw dataset to analyze, users need tools to help them
quickly understand the main trends in the data before deciding
to invest time and energy in deeper and more specific treatments.
Different types of knowledge are particularly useful in providing
users with a complete insight into the data: Are there points that
are so different that they can be considered anomalies? What is the
internal structure of the regular points? What are the relationships
between anomalies and regularities? Many Machine Learning (ML)
techniques: anomaly detectors, clustering algorithms and post-hoc
explainers, have been designed to answer these three questions
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independently. Furthermore, anomaly detection and clustering are
usually considered as disjoint problems. Anomalies, i.e. deviating
instances, are therefore often discarded during clustering, or anom-
aly detection solely is performed, resulting in a binary partition
of the dataset (anomalies vs regular instances). However, some in-
stances deviate only from a portion of the dataset. These instances,
called local anomalies are acknowledged in the anomaly detection
literature, with dedicated methods like LOF [2]. However, as a result
of the handling of anomaly detection and clustering as opposite
problems, the local anomalies are explained as if they were deviat-
ing from all the regular instances. Post-hoc anomaly explanation
methods like COIN [6] and ATON [8] tackle this issue by perform-
ing (COIN) a clustering of the regular neighbors of the anomaly
while generating the explanation. However, these two approaches
do not provide any information regarding the eventual clusters
located in the dataset, and rely on external clustering algorithms.
To have a complete view of the data, the user therefore needs to
tune separately three different algorithms for each task, and then
to combine them in a pipeline.

The proposed demo introduces aweb application, calledmyCADI
that provides all these data analysis functionalities based on a same
inferred data model. myCADI relies on the CADI ML framework,
which stands for Contextual Anomaly Detection using an Isolation
forest. Based on a revisited version of the initial Isolation Forest
(IF) method introduced in [5], myCADI still extracts anomalies
efficiently, while also reconstructing a cluster-based structure of
the regular points, these two data analysis tasks being performed
by leveraging the inferred IF only. In addition, the IF is also used to
exhibit links between anomalies and the found clusters in order to
discriminate between global and local anomalies.

As a complement to the performances of myCADI already com-
mented in [9], the demonstration of CADI aims at illustrating the
usefulness and interpretability of the extracted knowledge. Awidely
accessible data analysis scenario on the statistics of basketball play-
ers is used during the demonstration showing that the Most Valu-
able Players (MVP) are anomalies and you will understand why.

2 CADI
This section first briefly presents the ML approach to local anom-
aly detection and explanation. The described functionalities are
provided as a Python API publicly available on GitLab 1.

2.1 Data Process Pipeline
CADI helps end-users discriminate between global and local anom-
alies. Whereas the severity of a global anomaly is calculated based
on a comparison wrt. the rest of the dataset, a local anomaly is
characterized by the extend to which it deviates from its close

1https://gitlab.com/yveronne/cadi
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Figure 1: Leveraging a density-aware IF to anomaly detection, clustering and anomaly explanation

Figure 2: Density-aware isolation tree on a toy 2D dataset

neighborhood. To provide users with a complete overview of the
dataset they have to analyze, found anomalies are compared with
the cluster-based inner structure of the data. Instead of combining
different ML techniques to first extract the anomalies, then to parti-
tion the data and finally to apply post-hoc explanation mechanisms,
CADI relies on a same unified model inferred from the data to
perform these three complementary tasks. The hypothesis at the
origin of this approach, that we propose to illustrate through the
proof-of-concept myCADI (Section 3), is that relying on a same
data principle, namely points separability, eases the understanding
of the different types of extracted knowledge: anomalies, clusters,
their commonalities and differences.

As illustrated in Figure 1, a density-aware IF (Section 2.2) is first
inferred from the training data. From this enhanced IF, anomalies
are extracted and a cluster-based partition of the remaining points
is reconstructed. Commonalities and differences between anomalies
and clusters are also determined using the IF only and presented as
attributive explanations.

2.2 Density-Aware IF
The corner stone of the proposed tool is an inferred data model
composed of isolation trees, a data structure initially conceived to
efficiently exhibit outliers from an unsupervised dataset [5]. An
important pro of the IF approach to outlier detection is to not
depend on a preselected distance measure as it relies on randomly
generated splits of the universe, a split being defined as a couple
(𝐴, 𝑣) where𝐴 is an attribute and 𝑣 a value in its domain. In order to
be able to reconstruct the data inner structure in addition to isolate
outliers, myCADI introduces a density criteria to discard splits that
fall in dense regions of points and that may separate clusters to
reconstruct. The impact of this density-based criteria is graphically
illustrated in Figure 2 where kept separations surround dense areas.
It has been shown in [9] that this criteria yields a clear distinction
between leaves of the isolation trees containing points isolated in
sparse regions from those containing inseparable groups of points
located in dense regions.

2.3 Detecting and Explaining Local Anomalies
In the seminal IF approach, the anomaly score computed for each an-
alyzed point depends on its average isolation depth in the different
trees. The density constraint imposed on the randomly generated
splits in CADImay lead to the isolation in a top leaf of a dense group
of inseparable points, hence the use of a dedicated anomaly scoring
strategy that is a function of the leaf cardinality instead of its depth.
Consequently, the first feedback given to the end-user about the
data is an ordered list of found anomalies. Leaves of the isolation
trees containing inseparable groups of points correspond to (parts
of) clusters. Using a strategy inspired from a grid-based clustering
method [1], the inner structure of the dataset is reconstructed. A
cluster is a connected component of a graph, see Figure 3, where
nodes are dense leaves of the isolation trees connected by weighted
links when their delimitation subspaces somewhat intersect, these
delimitations being reconstructed from the IF.

As a unified data structure to answer different complementary
data analysis needs, the density-aware IF is again exploited to pro-
vide end-users with contextual explanations [6] about each local
anomaly. Thus, each anomaly is associated with a quantification
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Figure 3: Graph of intersecting dense leaves

of the point abnormality, a local positioning wrt. its surrounding
regularities (i.e. clusters), and attributive explanations. These ex-
planations indicate the extent to which an attribute contributes to
the abnormality of the point and to its local assignment(s) to found
clusters. As illustrated in Figure 4, to determine the attributes that
make of a point a local anomaly of a cluster, one leverages the paths
in the isolation trees that go to the deepest common ancestor (blue
hexagon in Fig. 4) of the leaves isolating the anomaly (red 𝑥2 in
Fig. 4) and the dense leaves of the cluster (green squared 𝑙1 leaf in
Fig. 4).

Figure 4: Attributive explanation generated from isolation
paths

3 MYCADI
myCADI is a web-based graphical interface to CADI that gives
an intuitive access to complementary data analysis functionali-
ties: anomaly detection, clustering and anomaly explanation. In
the existing literature, anomaly detection prototypes like the li-
brary PyOD [10] are limited to the identification of anomalies.
Exathlon [3] and SEDAF [4] are prototypes including anomaly ex-
planation. However, they are designed for time series for the former,
and streaming data for the latter. Clustering explanation prototypes
like Cluster-Explorer [7] on the other hand provide explanations
to clusters. In contrast, myCADI showcases the importance of real-
izing the three tasks on tabular data, using the same model to have
a better understanding of the dataset.

The graphical interface is structured in different panels dedicated
to the dataset management, the IF, the anomalies, and the clusters.

3.1 Graphical Functionalities
myCADI is a React JS web application to manipulate in an intuitive
way the ML functionalities provided by CADI. It allows users to
1) load a dataset in a csv format, 2) train a density-aware isolation
forest, 3) extract anomalies, 4) reconstruct the inner structure of the
data regularities, and 5) understand each found anomaly thanks to
their associated local explanations. The goal of the demonstration
is to convince data scientists and potential end-users of the interest
of using a unified data model (i.e. a density aware isolation forest)
and a unified data principle (i.e. points separability) to perform
complementary data analysis tasks. The underlying hypotheses of
the CADI approach is that the use of a unified data model to extract
different types of knowledge makes their understanding easier. This
is why for a selected outlier or cluster, from their respective visual-
ization panels, one may then move to the IF panel to understand
how their sparse or conversely dense subspaces have been identi-
fied thanks to recursive separations of the universe. Figure 5 shows
these three main panels that provide functionalities to peruse the
trees of the forest (top side of Figure 5), to go through the most
suspicious anomalies (center of Figure 5) and to understand points
distributions within each cluster (bottom side of Figure 5 with a
focus on the nbPoints attribute of the dataset).

Figure 6 shows how local explanations make it possible to easily
understand why a suspicious point is considered as a local anomaly
of a particular cluster.

3.2 Demonstration Scenario
During the demo session, two use cases will be suggested. The first
one aims at showing the efficiency and precision of the CADI ap-
proachwith a comparison of several anomaly detectors (IF, LOF, and
auto-encoders) and approaches (COIN [6] and ATON [8]) providing
contextual explanations as well. Performance metrics (precision,
recall and ARI) will allow users to check that CADI generally out-
performs other approaches dedicated to anomaly detection or to
post-hoc explanations. This "live" comparison with state-of-the-
art approaches will be done on 13 datasets classically used among
the anomaly detection community (annthyroid, arrhythmia, breast,
cover, hbk, http, ...), as well as artificial data involving clusters and
local anomalies to evaluate the explanation mechanism.

The content of these datasets is however abstruse for most of us.
This is why a second demonstration scenario focuses on the analysis
of a more accessible dataset, the statistics of each NBA player for the
season 2019-2020 2. myCADI is applied on the attributes position
(from 1-Point Guard to 5-Center), number of points and field goal
percentage (renamed ShotEfficiency).

3.2.1 Building the forest. After selecting and loading the dataset,
a forest needs to be built. The values of the hyper-parameters are
specified. They are left to the default values, except the depth limit
of each tree which is set to the maximum value, allowing the con-
struction of fully grown trees. When the forest is built, the user can
explore the different trees and see the separations selected during
each step (Fig. 5 top).

2https://www.basketball-reference.com/leagues/NBA_2020_totals.html
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Figure 5: The IF (top), anomalies (center) and clusters (bot-
toms) panels

3.2.2 Computing anomaly scores. The user can ask for the compu-
tation of the anomaly scores to obtain a list of suspicious points
from the most abnormal to the least abnormal point (Fig. 5 middle).

3.2.3 Clustering. In order to perform clustering, an anomaly score
threshold needs to be selected, since clustering is performed on
regular instances only. With the score selected, the method provides
7 clusters. The last two clusters contain respectively 1 and 2 points.
The five main clusters obtained gather players having the same
position, which is the most intuitive clustering of this dataset. This
result shows that myCADI is able to extract meaningful clusters.

Figure 6: Local explanations confronting an outlier with its
closest cluster

3.2.4 Explaining anomalies in relation to clusters. Figure 6 explains
why the player 12 is considered as an anomaly. This player is Gi-
annis Antetokounmpo, who plays Power Forward (PF, Position 4).
According to myCADI, he is deviating from cluster 4, gathering
Power Forwards. Giannis scored 1857 points during the season at
0.553 (efficiency). However, as shown by the data distribution of
cluster 4, all regular PFs scored 1199 points or less, and most of
them had an efficiency around 0.45 while doing so. Giannis scored
much more points than the other PFs and was above the average
in terms of efficiency, as well explained by Fig. 6. The major reason
why Giannis is an anomaly in this dataset is not only because of
the number of points. In fact, the scoring leader of the season was
James Harden (2335 points). James Harden is a Shooting Guard
(SG, Position 2). Even if 2335 is an exceptionally high number of
points during a season (he is the second most abnormal instance),
Shooting Guards are expected to score more points than players
playing at other positions. What was really particular about Giannis
during the 2019-2020 season was that he scored many points for a
PF. He was named MVP that year. James Harden came third. So, if
you want to know who will be elected as next season’s MVP, just
wait until the end of the regular season and ask myCADI.

4 CONCLUSION
This paper introduced myCADI, a web application allowing the
users, given an unsupervised dataset, to identify deviating instances,
cluster the regular instances and explain the abnormal instances
in relation to the found clusters. Because the underlying principle
solving these three tasks is the same, users are spared the choice
of task-specific algorithms and the subsequent hyper-parameters
tuning. Through a demonstration on real-world data, it was shown
that myCADI is indeed able to extract intuitive groups and pro-
vide useful explanations regarding the abnormality of instances,
therefore allowing a complete analysis of a dataset when the user
is particularly interested about local anomalies.
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