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Highlights

Turbulent transport of sea-spray in the coastal region⋆

Benjamin LUCE, Isabelle CALMET, Boris CONAN, Alexander M.J. Van
EIJK

• Large-eddy simulation of sea-spray dispersion in a complex coastal area.

• Dynamics of marine aerosols above sea and land during a diurnal cycle.

• Influence of turbulence and stratification of the atmosphere on the ver-
tical dispersion of aerosols.
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Abstract

A realistic three-dimensionnal large-eddy simulation is performed for the
study of turbulent transport of sea spray aerosol in the coastal region of
Le Croisic, France. A new transport model for the aerosol is implemented in
the ARPS code. Simulation results are compared with field measurements,
both for the mean wind field and aerosol concentration. The numerical re-
sults fit well with the observations. The mean vertical concentration profile
takes an exponential shape when the data is averaged over sufficiently long
timeframe, whereas the 15-minute averaged profiles vary and deviate from
the theory. The transport of the aerosols is analyzed in relation to the sea-
land transition and the changes in thermal stability of the atmosphere during
the diurnal cycle. Turbulence is found to play an important role in the mix-
ing of aerosols in the unstable surface layer. The turbulent vertical transport
of aerosols is enhanced through convective cells over the land during the day,
whereas, at night, aerosols remain trapped near the surface and are trans-

⋆Preprint under CC-BY
∗Corresponding author
Email addresses: benjamin.luce@univ-lille.fr (Benjamin LUCE),

isabelle.calmet@ec-nantes.fr (Isabelle CALMET), boris.conan@ec-nantes.fr
(Boris CONAN), lex.vaneijk@tno.nl (Alexander M.J. Van EIJK)

1 0009-0008-0489-2014
2 0000-0002-4777-1510
3 0000-0001-8464-6551
4 0000-0002-0130-3260

Preprint submitted to Atmospheric Research October 23, 2024

https://orcid.org/0009-0008-0489-2014
https://orcid.org/0000-0002-4777-1510
https://orcid.org/0000-0001-8464-6551
https://orcid.org/0000-0002-0130-3260


ported over appreciable horizontal distances under quasi-neutral or stable
thermal conditions.

Keywords: Sea-spray aerosol, Atmospheric boundary-layer, Coastal
transition, Large-eddy simulation, WRF, ARPS

1. Introduction

Sea-spray droplets are formed by the interaction between air and wa-
ter, mostly from breaking waves and related phenomena. They represent
a significant mass of the atmospheric aerosols (Jaenicke, 1982; Yoon et al.,
2007) and thus play a major role in the Earth’s radiative budget (Mallet
et al., 2003; Mulcahy et al., 2008), with direct impact on climate (Lewis and
Schwartz, 2004; de Leeuw et al., 2011). On a more local scale, sea-spray is
of particular importance for the air quality in coastal regions, where it mixes
with anthropogenic emissions (Piazzola et al., 2016; Johansson et al., 2019;
February et al., 2021).

Marine aerosols have been studied extensively (Veron, 2015). A significant
amount of effort has been devoted to the marine aerosol life-cycle, resulting
in a better understanding of the marine aerosol production processes (Lewis
and Schwartz, 2004) and the formulation of comprehensive sea-spray source
(generation) functions (Grythe et al., 2014; Bruch et al., 2021). Modeling
efforts have greatly advanced our knowledge of the thermodynamic processes
of the aerosols over the waves within both Eulerian (Mestayer et al., 1996;
van Eijk et al., 2011) and Lagrangian (Edson and Fairall, 1994; Fairall et al.,
1995; Kepert et al., 1999) frameworks, as well as their dispersion into the
marine atmospheric boundary layer (Vignati et al., 1998, 2001; Tedeschi and
Piazzola, 2011; Lenain and Melville, 2017), and the turbulent processes that
play a role here (Peng and Richter, 2017; Richter and Chamecki, 2018).

The importance of sea-spray aerosols in atmospheric boundary layer pro-
cesses and extreme meteorological events is nowadays recognized and studied
by means of numerical simulations at the regional scale (Luo et al., 2019;
Rizza et al., 2021), sometimes taking other species of atmospheric aerosols
in account as well (Ferrari et al., 2024). At a smaller scale, the details of
sea-spray transport in coastal areas remains elusive despite the need to under-
stand the aerosol influence on the local microclimate and, consequently, on
the dispersion of pollutants. This is all the more important for coastal cities,
where a large proportion of the world’s population lives. However, studies
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aimed at understanding aerosol dispersion in coastal urban areas mainly fo-
cus on anthropogenic aerosols emitted within the urban canopy (e.g. Kim
et al. (2021)). Detailed analyses of sea-spray dynamics in the coastal turbu-
lent boundary layer are rare, mostly because they are limited to numerical
approaches that suffer from the complexity of three-dimensional (3D) model-
ing at very different scales. Nevertheless, Liang and Yu (2016) analyzed the
behavior of marine aerosols in relation to turbulence during the development
of a thermal Internal Boundary Layer (IBL) in an idealized configuration of
the sea-land transition.

The turbulent transport of marine aerosols towards and across the coastal
transition (sea-land) is studied here by means of Large-Eddy Simulations
(LES) of the Atmospheric Boundary Layer (ABL) using the Advanced Re-
gional Prediction System (ARPS, see Xue et al. (2000)). The LES approach
provides access to the instationarity of the turbulent flow and enables simu-
lating the main turbulent processes involved in the aerosol dispersion. A ma-
rine aerosol model including the newly developped source function of Bruch
et al. (2021) was implemented in the ARPS model. Following Calmet et al.
(2018), regional-to-microscale nested simulations were performed to study
realistic meteorologic conditions in the coastal area of Le Croisic (France).

The main objectives of this study are to:

• assess the overall simulations and aerosol model through comparisons
with in-situ measurements and experimental laws;

• highlight typical behavior of marine aerosols over a full diurnal cycle
above sea and land;

• explore the impact of the atmospheric thermal stability and turbulence
on the sea-spray aerosol transport in a complex costal region.

In Sec. 2, we present the numerical framework, the newly developped sea-
spray model, and the associated case study. Subsequently, Sec. 3 presents
the verification of our model by comparison with in-situ observations of wind
speed and aerosol concentrations. Finally, Sec. 4 discusses the turbulent
transport of the marine aerosols in the coastal area and conclusions are pro-
vided in Sec. 5.
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2. Presentation of the model and case study

2.1. Sites and experimental observations

Our aim is to simulate the transport properties of sea-spray in realistic
conditions, and to verify our results against experimental data. The data
is extracted from an experimental campaign that took place in 2020 at the
coastal area of Le Croisic in Western France (see Fig. 1e, red dot marked C).
Two optical aerosol counters (Particle Measurement Systems CSASP-100 /
CSASP-200) were installed at 18 m above sea level, on the sea-facing balcony
of a villa located at 20 m from the coast. The raw aerosol data provided by
the two optical probes were stored every second and later resampled to cre-
ate a single particle size distribution (PSD) averaged over 10 minutes. The
combined spectrum of the two probes spanned a particle diameter (D) range
of 0.21 − 90 µm, distributed over 91 size bins. Aerosol concentrations were

expressed as
dN

dD
(in µm−1 ·m−3). Polynomials of 1st (Junge) and 5th order

were fitted to the resulting size distribution. These polynomials provide a
better representation of the distribution by smoothing the noise of individual
bin counts. At the large particle side of the spectrum, bins with less than 5
counts were considered to be statistically undersampled and excluded from
the polynomials. In practice, this places the upper limit of the size distribu-
tion at approximately 10−20 µm. The probes had been size-calibrated prior
to the experiment by introducing particles of known uniform sizes into the
scattering chamber. Unfortunately, an absolute calibration for the number
of particles counted per sampled air volume was not possible.

The site was equipped with a scanning doppler LiDAR (VAISALA Wind-
Cube Scan 100S) configured to provide the radial wind speed at 6 plane posi-
tion indicator (PPI) scans adjusted at different elevation angle above the sea
surface with a maximum range of 2.5 km (Conan and Visich, 2024). Specifi-
cally, this set-up was built to retrieve the 15 min mean values of horizontal
wind speed and direction at several heights of a virtual mast located 1.5 km
offshore, south of Le Croisic (red dot marked L in Fig. 1(e)). For this article,
we use wind data retrieved for 18 m, 32 m, 60 m, 123 m, 173 m and 388 m
above ground level (a.g.l., for simplicity here considered equal to above mean
sea level). Regional information about the wind conditions was obtained
from five Meteo-France meteorological stations: CH (Chemoulin), SN (St
Nazaire), NM (Noirmoutier), IDY (Ile d’Yeu) and BI (Belle Ile) (Fig. 1(c)),
at heights between 10 and 20 m a.g.l. depending on the station.
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Figure 1: Domain configuration of the WRF and ARPS nested simulations with topog-
raphy. Domains d04 and d03 are WRF. Domains d02, d01 and d00 are ARPS. The red
dots represent locations where simulated (ARPS) data is compared to experimental ob-
servations: L (LiDAR), C (Croisic, physical position of the LiDAR and real data probes
for the aerosol), CH (Chemoulin), SN (St Nazaire), NM (Noirmoutier), IDY (Ile d’Yeu)
and BI (Belle Ile).

.

Our study focusses on 18 June 2020. The sunrise was at 04:14 UTC and
the sunset at 20:07 UTC. The wind conditions were favorable for sea-spray
generation and onshore transport, with a steady wind of 8 ± 2 m.s−1 near
the sea surface from south-south-westerly and later westerly directions, i.e.,
originating from the Atlantic Ocean.

2.2. Numerical set-up for nested simulations

The Weather Research and Forecasting (WRF) model (Skamarock et al.,
2021), version 4.3.2, is used in a nested framework. The simulation has been
run for 3 days, from 00:15 UTC on 16 June 2020 to 23:00 UTC on 18 June
2020, in order to allow sufficient spin-up for the meteorological conditions.
The two nested WRF domains d04 and d03 are shown in Fig. 1 (a,b) which
depicts the topography for the successive domains. We choose to not activate
the feedback feature between the smaller domain and the larger one, limiting
the simulation to a one-way nested framework.

The outer domain d04 has a horizontal span Lx = Ly = 1377 km, while
the inner domain d03 is Lx = Ly = 459 km large. A ratio of three is
taken between the horizontal resolution of the two domains (Michioka and
Chow, 2008; Bauer et al., 2020). The vertical grid is automatically stretched
non-linearly to a pressure height of 50 hPa (which results in a height of
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around 20 km). Both domains have the same vertical grid. They are centered
on Le Croisic, using the GPS coordinates 47.278◦N (latitude) and 2.518◦E
(longitude). Tab. 1 gives an overview of the simulation parameters. We refer
to these simulations as Reynolds Average Navier-Stokes (RANS) simulations
because Reynolds-averaged equations are solved using a Planetary Boundary
Layer (PBL) scheme to parameterize the mean turbulent fluxes.

Table 1: Main parameters for the nested WRF simulations

Domain d04 d03

Model WRF/RANS WRF/RANS
Horiz. Res. dx = dy (m) 4500 1500

Mesh Nx ×Ny ×Nz 306× 306× 80 307× 307× 80
Total number of cells 7 490 880 7 539 920

Time step dt (s) 15 5

The WRF simulations are performed using the CONUS physics suite.
The suite incorporates the soil physics (NOAH) (Niu et al., 2011) by a pro-
cedure that vertically stacks four 1-meter high cells. We used the default
(most refined) soil database. An hourly forcing is imposed at the boudaries
of d04 (east-west and north-south) from the ECMWF ERA5 dataset (Hers-
bach et al., 2020), which has a horizontal resolution dx = dy = 30 km and
vertically comprises 38 pressure levels. Note that WRF only simulates the
meteorological variables and that aerosols are not considered. Outputs from
the smallest WRF domain d03 are saved every 15 minutes and used as forcing
conditions to ARPS.

The simulations are then further refined with ARPS (Xue et al., 2000), a
non-hydrostatic and compressible LES model, in which a sea-spray generation
function and transport model have been implemented. A more detailled
explanation on the numerical set up for ARPS and new implementations is
given in the following subsections.

2.3. Numerical set-up for the ARPS model

From the results of the WRF simulations, three one-way grid nested sim-
ulations (domains d02 to d00) are successively performed with ARPS using
realistic conditions. The forcing at the lateral boundaries is done using nu-
merical data at coarser resolution. An update interval of 15 minutes between
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each lateral boundary forcing is applied, as a good trade-off between the stor-
age limit of present computers and the performance of the model (Michioka
and Chow, 2008).

Table 2: Main parameters for the nested ARPS simulations. dzmin is the minimum vertical
resolution near the surface. dz is the mean resolution over the domain heigth.

Domain d02 d01 d00

Model ARPS/VLES ARPS/LES ARPS/LES
Horiz. Res. dx = dy (m) 810 270 90
Vert. Res. dzmin/dz (m) 30/100 10/50 10/50

Mesh Nx ×Ny ×Nz 283× 283× 61 283× 283× 81 283× 283× 81
Total number of cells 4 885 429 6 487 209 6 487 209

Time step dt (s) 3 0.5 0.2

Analogous to Tab. 1, Tab. 2 presents the main simulation parameters for
the three ARPS domains. The outer domain d02 has a horizontal span Lx =
Ly ≈ 229 km. According to the mesh size, the simulation on this domain can
be considered a Very Large-Eddy Simulation (VLES) as suggested by Pope
(2000), whereas the two innermost domains are regular LES domains. The
intermediate domain d01 is Lx = Ly ≈ 76 km large, the inner one d00 is
Lx = Ly ≈ 25 km. Again, a ratio of three is taken between the horizontal
resolution of each nested domain and the three domains are centered on Le
Croisic. The first change compared to WRF is the vertical resolution. The
vertical grid is automatically stretched non-linearly, with an enhanced level
density in the first 300 m, 100 m and 100 m above the surface to a height
of around 6.1 km, 4.05 km and 4.05 km for the three domains d02, d01 and
d00, repectively (see Vert. Res. in Tab. 2). The second change pertains to
the smallest domain d00, where simulations are carried out over a shorter
timeframe, from 20:00 UTC on 17 June 2020 to 23:00 UTC on 18 June 2020,
instead of the full 3 days, due to the high computational cost.

We use a multi-layer land-surface model based on Chen and Dudhia
(2001) with four 1-meter soil layers. The land-surface model computes surface
fluxes from stability-dependent surface drag coefficients and predicted surface
temperature, as well as surface volumetric water content. The data describ-
ing the topography (database from IGN, Institut national de l’information
géographique et forestière, at 25-meters horizontal resolution), soil texture
(European Soil Data Base, ESDB, at 1-kilometer horizontal resolution) and
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land coverage (Corine Land Cover, CLC 20185, at 100-meters horizontal res-
olution) are extracted using the open-source geographical information system
QGIS (QGIS Development Team, 2022).

We adapted the standard 13 soil types in ARPS (mostly corresponding
to the USDA sand-clay-silt triangle classification) using the ESDB (Hiederer,
2013). Missing soil data, mostly due to urban coverage, is corrected with the
CLC database. Details can be found in Tab. A.1 in the Appendix. The soil
texture is then used by ARPS to compute heat and water exchanges through
the soil layers and at the interface between the land surface and the atmo-
sphere. Furthermore, the CLC database is used and adapted to the ARPS
vegetation model. A correspondance table between the 44 classifications of
the CLC and the 14 vegetation covers used in ARPS has been constructed
(see Tab. A.2). This process allows to compute specific roughness lengths z0,
depending on the land cover. Finally, the Leaf Area Index (LAI), that is used
in the land-surface for water and heat exchanges between the vegetation and
the atmosphere, is computed from Normalized Difference Vegetation Index
(NDVI) databases for the simulated period (see Appendix).

The sea surface temperature is driven by the larger WRF simulation,
which is forced by the ERA5 data. In all simulations, the temperature is
freely evolving between the forcing values, according to the physical laws of
the model. The sea roughness length is set to a constant value of z0 = 0.002 m
that is several orders of magnitude lower than the land roughness lengths.

Concerning the boundary layer physics, specifically the turbulence setting
for these Large-Eddy Simulations, the 1.5-order TKE subgrid-scale model
of Deardorff (1980) was preferred to the Smagorinsky-Lilly first-order model
also available in ARPS (Xue et al., 2000). The 1.5-TKE model has been
widely used in LES modeling of the atmospheric boundary layer since the
pioneering work of Moeng (1984) for resolutions ranging from a few meters
to kilometers. In this model, the velocity scale required in the eddy-viscosity
formulation of the subgrid-scale fluxes is determined by solving a prognostic
equation for the subgrid-scale turbulent kinetic energy. The horizontal and
vertical length scales used in the model are different to take into account the
grid aspect ratio and the reduction of the vertical turbulent mixing in stable
atmospheric conditions.

The ARPS outputs are sampled every 15 minutes, with instantaneous

5https://land.copernicus.eu/pan-european/corine-land-cover/clc2018
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fields as well as turbulence statistics (mean, variance, etc.) performed during
the last 15 minutes. The 15-minutes time intervals are chosen in accordance
with Franco et al. (2019).

2.4. Sea-spray aerosol model

In the following, we detail the scalar transport model for sea-spray aerosols
that was implemented in ARPS for the purpose of the study. Noting cb the
aerosol concentration for a specific bin b (which corresponds to a range of
aerosol radii around a mean radius), the LES governing equation for concen-
tration is written:

∂cb
∂t

+
∂τi,b
∂xi

+ (ui − vsed,bδi3)
∂cb
∂xi

= 0 (1)

The index i denotes the 3 directions related to the coordinates xi (i = 1, 2
and 3 for west-east, south-north and down-up, respectively). In Eq. 1, δi3
is the Kroenecker symbol (= 1 if i = 3, 0 otherwise), ui is the ith velocity
component and vsed,b is the sedimentation velocity estimated as:

vsed,b = (ρssa − ρa)gd
2

ssa

Cc

18ρaνa
(2)

with ρssa the sea-spray aerosol density, ρa the air density, g the local gravita-
tional field of Earth, dssa the sea-spray aerosol diameter, Cc the Cunningham
slip correction factor (Seinfeld and Pandis, 1998) and νa the air kinematic
viscosity. The subgrid concentration flux τi,b is expressed as:

τi,b = −Kssa

∂cb
∂xi

(3)

where Kssa is the subgrid diffusivity of the sea-spray aerosols. The subgrid
concentration flux (Eq. 3) follows the subgrid models implemented in ARPS,
except in the first grid cell above the surface. Here τi,b is the surface flux τsurf

that results from the balance between the emission flux Femi,b (non-zero only
above sea surface) and the deposition flux Fdep,b:

τsurf = Femi,b − Fdep,b (4)

The deposition flux is expressed as:

Fdep,b = vdep,bcb (5)
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with the deposition velocity:

vdep,b = vsed,b +
1

Ra +Rb,b +RaRb,bvsed,b

≈ vsed,b +
1

Ra

(6)

In Eq. 6, Ra is the aerodynamic resistance in the turbulent layer that de-
pends on the surface roughness and atmospheric stability, and Rb,b is a quasi-
laminar resistance. To a first approximation, we consider Ra ≫ Rb,b, thus
neglecting the brownian diffusion (as the particle radius rb ≥ 1 µm) and
inertial impaction.

For the aerosol emission flux, Femi,b, we implemented two formulations:
the well-known flux model by Andreas (1998) and a more recent function
by Bruch et al. (2021) that is used in this study. In this model, the aerosol
flux at the sea surface is expressed by a series of lognormal modes:

dFemi,b

dr80
=

n=3
∑

α=1

Fα

(

u3
∗

νag
⟨S2⟩

)

τ−1

σα

√
2π

exp

(

−(r80 − µα)
2

2σ2
α

)

(7)

where
dFemi,b

dr80
is the size-dependent sea-spray generation function, r80 is the

particule radius at the standard relative humidity of 80%, Fα is a function
that depends on environmental parameters (taking into account both wave
and wind characteristics), τ is the whitecap decay rate, ⟨S2⟩ is the wave-
slope variance, u∗ is the friction velocity, µα and σα are the mean radius and
standard deviation for the three considered modes. The values of Fα, µα and
σα are given in Bruch et al. (2021). The whitecap decay rate τ is fixed at
3.53 s (Janssen, 1991; Varlas et al., 2021).

The wave-slope variance ⟨S2⟩ cannot be derived directly in ARPS as
no wave is simulated. Thus, ⟨S2⟩ is estimated from the wind speed in the
atmospheric surface layer (Cox and Munk, 1956):

⟨S2⟩ = 2

3

(

0.003 + 5.12× 10−3U12.5 ± 0.004
)

(8)

where U12.5 is the wind velocity at 12.5m above sea level. The 2/3 factor
is added to extend the laboratory-based sea-spray generation function to
open-ocean. The reader is referred to Bruch et al. (2023) for a detailled
explanation.

Each aerosol size bin b is characterized by its center radius rb and de-
fined as the radius interval rb ∈ [(1 ± 0.1)r80]. The sea-spray generation
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function has been tested for different sizes and wind conditions. Accord-
ing to Bruch et al. (2021), the validated range is r80 ∈ [3; 35] µm and
U10 ∈ [12 − 20] m.s−1. In this paper we use the source function for slightly
lower radii (r80 ∈ {1.0; 2.5; 5; 10; 15; 20; 25} µm) and wind speeds, which is
considered acceptable since Bruch et al. (2021) formulated the validity range
conservatively (W. Bruch, personal communication).
Note that ARPS treats aerosols as passive scalars, which implies that no
change in radius (and composition) occurs due to thermodynamic effects,
coagulation or chemical reactions. Similar to the forcing scheme for the flow
dynamics, the aerosol concentrations inside a domain are saved each 15 min-
utes and introduced in the next finer domain through lateral boundaries.

3. Model assessment with in-situ observations

3.1. Wind velocity evaluation

Table 3: Mean Bias (MB), Normalized Mean Bias (NMB) and Root Mean Square Error
(RMSE) and Mean Absolute Percentage Error (MAPE)for the wind field between ARPS
simulations and observations at measurement stations indicated in Fig.1c-e, on 18 June
2020.

wind speed wind direction
Domain Station (see Fig. 1) MB NMB RMSE MAPE MB RMSE

[m.s−1] - [m.s−1] % [deg] [deg]

d00 (90 m)
L (18 - 33 - 60 - 123
- 173 - 388 m a.g.l)

−0.62 −0.07 1.65 15.0 −9.33 18.48

d01 (270 m)

L (18 - 33 - 60 - 123
- 173 - 388 m a.g.l)

−0.66 −0.07 1.70 15.2 −9.39 19.11

SN (10m a.g.l.) −1.93 −0.31 2.50 34.2 −19.61 29.35
CH (20m a.g.l.) −1.42 −0.16 1.91 20.0 −28.24 31.60
NM (10m a.g.l.) −2.20 −0.36 2.39 35.8 −17.45 21.58

d02 (810 m)

L (18 - 33 - 60 - 123
- 173 - 388 m a.g.l)

−0.63 −0.07 1.52 14.1 −9.28 18.67

SN (10m a.g.l.) −1.24 −0.14 2.11 33.2 −16.35 25.78
CH (20m a.g.l.) −1.43 −0.16 1.71 18.1 −21.82 24.94
NM (10m a.g.l.) −1.04 −0.16 1.31 16.8 −21.36 24.69
IDY (10m a.g.l.) 1.72 0.46 1.91 46.4 −30.46 34.17
BI (10m a.g.l.) −1.59 −0.21 2.34 25.9 −18.26 22.68

The modeling of the spatio-temporal evolution of the sea-spray concentra-
tion needs several evaluation steps to ensure the reliability of the simulation.

11



(a) (b)

(c) (d)

Figure 2: Time evolution [in hours] of the wind speed [in m.s−1] at the LiDAR location
near Le Croisic (red point L in Fig. 1) and at different altitudes a.g.l.: 18 m (a), 33 m (b),
60 m (c) and 388 m (d). The results are presented for the three ARPS nested domains,
from d02 (coarsest) to d00 (finest). The black curves with dots are the observations.

.

The wind field is obviously an important factor in aerosol transport. Several
on-site measurements are thus compared to the simulation results obtained
with ARPS. The capability of ARPS to correctly predict the wind speed
and wind direction is statistically summarized in Tab. 3. The mean bias
(MB) and Root Mean Square Error (RMSE) between simulations and mea-
surements are computed for both wind speed and wind direction, as well
as the Normalized Mean Bias (NMB) and Mean Absolute Percentage Error
(MAPE) for the wind speed. Upon first glance, ARPS predicts the wind field
with approximately the same precision for all three domains. On close in-
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spection, the agreement seems less good for domain d01 than d02, especially
for the entries corresponding to the meteorological stations (cf. Sec 2.1). Fur-
thermore, the ground-based weather stations used for comparison are located
very close to the coast or on small islands (see Fig. 1) where the local wind is
influenced by topographical features, whereas the LiDAR measurements are
much more representative of the wind over the sea. Consequently, the better
statistical scores are found for the LIDAR (average over all 6 heights), with
wind speed NMBs and RMSE not exceeding 7% and 1.7 m.s-1, respectively,
and wind direction MBs of less than 10 degrees.

To gain further insight in the simulated wind field, we take advantage of
LiDAR data available at various heights. The time evolution of the wind
speed is presented in Fig. 2 at the LiDAR location (see Fig. 1, red point L)
for different altitudes (18 m, 33 m, 60 m and 388 m a.g.l.). Both the ARPS
data (sim) and LiDAR observations (obs) are averaged over 15-minutes pe-
riods. The results obtained for the three nested domains (from d02, coarsest
resolution, to d00, finest resolution) are presented in each graph. The Figure
shows that the model has difficulties simulating the first nighttime period
(up to 06:00 UTC), but that d02 approaches the measurements better than
d01 and d00. On the contrary, these two inner domains perform better than
d02 from 06:00 UTC onwards, especially near the surface (Fig. 2(a-c)). Fur-
thermore, the three individual domains yield more and more identical results
at higher elevations (Fig. 2(d)).

Fig. 2 shows that the overall underestimation of the wind speed simu-
lated with ARPS at the LiDAR location mainly results from the first night
(before 06:00 UTC). During this period, the measured wind speed varies lit-
tle with the altitude. On the other hand, the simulated wind speed clearly
increases from 18 m to 60 m a.g.l. while lower values are simulated above
(388 m a.g.l.). This suggests that ARPS predicts a different wind vertical
gradient than the one measured by the LiDAR. The best agreement between
nighttime simulations and observations is found at the 33 m and 60 m levels
(Fig. 2(b,c)), and worsens for lower and higher altitudes (Fig. 2(a,d)). For
the rest of the day (from 06:00 to 23:00 UTC), the agreement between sim-
ulations and observations is fairly good, although the simulations capture
the wind speed peak in the early afternoon with a time lag which is greater
at the 388 m level (Fig. 2(d)) than below. This delay could be explained
by the forcing conditions, since at this height we can assume that synoptic
conditions prevail over surface influence.
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The discrepancies in wind speed during the first nighttime period can
have several causes. One of these is an underestimation of the wind aloft,
which would be influenced in the wind closer to the surface. This explana-
tion is supported by the fact that the wind speed at 388 m a.g.l is very close
for all three domains and that, as previously mentioned, the wind above the
atmospheric surface layer is much more governed by the synoptic wind than
by turbulent transfers near the surface. Another explanation is the pos-
sible difference in atmospheric thermal stability between observations and
simulations, and between high- and low-resolution simulations. Although
no information on the thermal stability of the atmosphere is available from
measurements, a mean wind that varies little with height is consistent with
an unstable atmosphere. In contrast, our simulations predict a stable atmo-
sphere during the first nighttime period, with a stronger positive gradient of
the potential temperature (not shown here) in d01 and d00 than in d02. The
stable stratification of the atmosphere can be attributed to an underestima-
tion sea surface temperature in the simulations. This, combined with the
finer vertical resolution that enhances the heat transfer between the surface
and the atmosphere, may explain the larger discrepancies in wind speed for
the d01 and d00 simulations.

(a) (b)

Figure 3: Time evolution [in hours] of the wind direction [in degrees] at the LiDAR location
near Le Croisic (red point L in Fig. 1) and at two altitudes a.g.l.: 33 m (a) and 388 m (b).
The results are presented for the three ARPS nested domains, from d02 (coarsest) to d00
(finest). The black curves with dots are the observations.

Moving forward, Fig. 3 shows the time evolution of the wind direction.
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The figure shows a comparison between the LiDAR measurements and ARPS
simulations for two altitudes, 33 m and 388 m a.g.l., and for data that was
averaged over 15-minutes timeframes. The wind direction is relatively well
simulated by ARPS for the higher altitude, less well close to the surface. The
best agreement is actually obtained between 100 m and 200 m a.g.l. (not
shown here) but the simulations miss the sudden change in direction around
12:00 UTC (with at best a 2h delay as depicted in Fig. 3b). In addition,
we note a stronger wind rotation with increasing altitude in the simulations
compared to the observations, especially during the nighttime period (before
06:00 UTC). This is typical of a stable boundary layer being present at that
time in the simulations, as discussed above.

Table 4: Mean Bias (MB), Normalized Mean Bias (NMB), Root Mean Square Error
(RMSE) and Mean Absolute Percentage Error (MAPE) for the wind field between ARPS
and the LiDAR observations for two different timeframes, on 18 June 2020.

wind speed wind direction
Domain Station (see Fig. 1) MB NMB RMSE MAPE MB RMSE

[m.s−1] - [m.s−1] % [deg] [deg]

d00 (90 m) L
00:00-06:00 −1.81 −0.2 2.28 21.9 −10.66 21.56
06:00-23:00 −0.18 −0.02 1.33 12.4 −8.94 17.23

d01 (270 m) L
00:00-06:00 −1.72 −0.19 2.28 21.3 −11.28 22.51
06:00-23:00 −0.27 −0.03 1.43 13.1 −8.80 17.74

d02 (810 m) L
00:00-06:00 −1.15 −0.13 1.66 15.9 −9.26 19.49
06:00-23:00 −0.43 −0.05 1.46 13.3 −9.40 18.44

The performance difference between daytime and nighttime prompted us
to recalculate the statistical scores for the two individual timeframes. Tab. 4
shows the results, presented as an average over the 6 LiDAR heights. A
comparison with Tab. 3 reveals that all scores have improved during day-
time, yielding an impressive 0.18 m.s-1 and 9 degrees MB for wind speed and
wind direction in d00, respectively. In addition, we now observe a gradual
improvement of the scores when the mesh is refined, as expected. This is
an important feature for the study of the transport of marine aerosols by
turbulence. Consequently, we will restrict our turbulence study (Sec. 4) to
the daytime (06:00 - 23:00 UTC).

As a general view over this part, we consider a wind speed difference of
less than 20% (MAPE) a rather good agreement considering the simplicity
of the model, compared to the complex reality of the coastal area. For the
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wind direction, a difference of a few degrees is less important at the open
ocean than near the coastline, where the topography influences the wind
field differently depending on the wind direction. In view of the above, we
do not expect our model to be a predictive tool for a detailed analysis of
aerosol dispersion in the coastal zone, but rather to provide insight on the
general behavior of aerosol on a typical summer day.

3.2. Sea-spray evaluation

For this step, we will compare the simulated concentration to those mea-
sured at Le Croisic (see Fig. 1), which is a delicate process for various reasons.
First, it is difficult to measure instantaneous absolute concentrations of at-
mospheric aerosols, and even similar measurement instruments may differ
by an order of magnitude (Reid et al., 2006; Veron, 2015). Furthermore, the
aerosol probes used at Le Croisic classify particles according to their size, but
not by chemical composition. Thus, other particles in addition to sea spray
may have been sampled. Finally, the sea-spray generation function used in
ARPS does not account for the surf zone at the sea-land interface, which may
generate additional sea spray due to wave dissipation (van Eijk et al., 2011;
Tedeshi et al., 2017). Unfortunately, this contribution is difficult to estimate:
Van Eijk formulated his surf function for a upward sloping beach, whereas
the coast at Le Croisic is rocky. Furthermore, the aerosol probes were lo-
cated some 20 meters away from the coast line and at a height of 18 m above
the waterline. It is not evident how many surf-generated aerosols actually
reached the samplers.

Therefore, we will not only compare simulation results to experimental
data, but also to the predictions of a parametric aerosol model providing a
ballpark estimate of the sea-spray concentration, i.e., the Advanced Navy
Aerosol Model (ANAM, van Eijk et al. (2011)). To this end, ANAM (version
4, without surf contribution) was used to generate a particle size distribution
at 18 m above sea level for a relative humidity of 80%, and instantaneous
(local) and 24h-averaged (fetch effect) wind speeds equal to 6 m.s−1. These
values correspond to the average conditions at the LiDAR site over the whole
day. Fig. 4 shows the ANAM aerosol concentration as a function of particle
radius (red curve) and compares it to the concentrations measured by the
aerosol probes at Le Croisic (solid blue dots), revealing a remarkably good
agreement. Tentatively, we conclude that the airmass sampled by the aerosol
probes was predominantly marine in nature, without additional contributions
from the surf zone. Fig. 4 also shows the sea-spray concentrations obtained
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Figure 4: Aerosol concentrations measured by the PMS probes (blue dots), simulated by
ARPS (crosses) and predicted by ANAM (red curve). Aerosol background and the three
modes contributing to ANAM distribution are also shown.

with ARPS. The ARPS concentrations are a day-average over the individual
ARPS outputs, each representative for a 15-minutes timeframe. The ARPS
data are extracted at 18 m a.g.l. at the LiDAR location (L). Overall, we ob-
serve a good agreement between the ARPS concentrations, the experimental
concentrations and the ANAM prediction, for radii larger than 5 µm.

For smaller radii, the ARPS concentrations drop below the measurements
and ANAM, but interestingly, the ARPS concentrations at 1 µm and 2.5 µm
are in good agreement with the (bi-modal) ANAM production mode. One
explanation for this behavior is that ARPS simulates freshly produced sea-
spray particles, but the (aged) aerosols advected over longer distances that
are represented in ANAM by the advection mode (green curve in Fig. 4)
are not taken into account, nor is the background concentration of aerosols.
The discrepancy may also result from an underestimation of the sea-spray
production at these smaller radii, which are outside the model’s range of
validity of [3; 35] µm (Bruch et al., 2021).

For all radii, but more clearly for large aerosols, a higher concentration
is observed for the low-resolution domain (d02) than for the other two do-
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mains. Tentatively, we attribute this to a vertical grid effect. In the d02
domain, deposition and emission fluxes are concentrated in the first grid cell
above the surface, which is at the same altitude as measurements. In the
high-resolution domains (d01 and d00), there are several vertical grid cells
between the surface and the 18 m level at which the measurements were
made. Consequently, the concentration at the measurement height is the
result of emission and deposition processes, but also of the more complex
process of vertical mixing that acts to lift the aerosols to this level.

On a general note, we are quite satisfied with the comparison between
ARPS, ANAM and experimental data and we consider the ARPS sea-spray
generation mode successfully validated. However, if ARPS is to be used in a
later stage to predict atmospheric sea-spray concentrations over a wide range
of radii and over longer offshore distances, additional processes such as long
time and/or distance advection and aging need to be taken into account.

To continue the validation of the sea-spray model, we plot the vertical
concentration profiles for several radii in Fig. 5. The three domains are hor-
izontally ordered from coarsest to finest, and the three radii in increasing
order from top to bottom. The blue lines are the day-averaged vertical pro-
files of aerosol concentration as simulated with ARPS at the LiDAR location
(L in Fig. 1). We fit to the ARPS data two typical profile functions, defined
as:

Nz = N10

( z

10

)

−sp

(9)

for the power law (noted pow) model (Rouse, 1937; Prandtl, 1952) and:

Nz = N10 exp
(

−se
z

10

)

(10)

for the exponential law (noted exp) model (Toba, 1965; de Leeuw, 1989),
with z the height above the sea surface, N10 the concentration at 10 m, sp
and se constants. The fits are shown in Fig. 5 by the green and red lines for
power and exponential functions, respectively. The constants were fixed for
each radius using the results obtained in domain d00. It is evident that the
ARPS profile is much better described by the exponential function, and we
note a close agreement with ARPS for the d01 and d00 simulations.

Upon close inspection of Fig. 5, we observe that the value of se varies little
over the different radii (except for the largest radius rb = 20 µm not shown
here). The values of sp, in the range 0.41 − 0.54 depending on the aerosol
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Figure 5: Vertical sea-spray concentration profiles at location L (Fig. 1). From left to right
are the different domains (from d02 to d00). Each row is for a specific radius (from 1.0 µm
to 5.0 µm). The blue line is the ARPS simulation, averaged over the whole day, while the
blue area shows the min and max concentration during the day (taken as a 15-minutes
average). The green line follows the power law (Eq. 9), the red line follows the exponential
law (Eq. 10).
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radius, differ from the value of 0.75 previously obtained using a combination
of in-situ and satellite data (Piazzola et al., 2015), but remain in a good order
of magnitude. While this suggests that the day-averages can be well described
by a single function, this is not the case for individual data along the day.
This is illustrated by the blue shaded area delimited by the minimum and
maximum of the 15-minutes averaged concentration profiles, showing that
the deviation from either theoretical model is quite large.

Summarizing our evaluation of the marine aerosols model in ARPS, we
conclude that the simulations achieve a correct behavior both in sea-spray
concentrations near the sea surface and in the shape of the vertical profile, at
least over large time scales. However, we have noted that over a 15-minutes
time average, the vertical profiles differ from either theoritical model. This
observation leads us to the next part of our study: the influence of turbulence
on sea-spray transport.

4. On the role of turbulence for the sea-spray transport

In the following section, the statistics of each variable are taken over 15-
minutes periods starting at the time specified in the text. Some common
notations are used, such as the east-west, south-north and vertical velocities
(u, v and w, respectively), and we introduce the Reynolds decomposition for
each instantaneous variable x:

x = x̄+ x′ (11)

where x̄ is the time average of the variable x and x′ its fluctuating part. We
note the standard deviation of x as σx such that σ2

x = x′2, and the covariance
of x and y as x′y′. In our analysis, we will consider the Turbulent Kinetic
Energy (TKE) k̄, defined as:

k̄ =
1

2

(

σ2

u + σ2

v + σ2

w

)

(12)

as well as the turbulent vertical flux of the concentration c′w′.

4.1. Sea-spray concentrations in the coastal area of Le Croisic

On 18 June 2020, the airmass reaching Le Croisic originates from the sea,
which implies the presence of sea-spray aerosols above the land. The wind
conditions were rather constant, with only small variations in magnitude and
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(a) (b) (c)

(d) (e) (f)

Figure 6: Averaged wind field at 20 m a.g.l. for the innermost ARPS domain d00 on 18
June 2020 at: 06:00 UTC (a), 08:00 UTC (b), 12:00 UTC (c), 14:00 UTC (d), 18:00 UTC
(e) and 22:00 UTC (f). The white vectors indicate the wind direction and the colours
represent the wind speed.

direction (mostly west to south-west). As an illustration, Fig. 6 shows the
wind speed and direction in domain d00 at 20 m a.g.l. at six timestamps over
the day. Just after sunrise, at 06:00 UTC (Fig. 6(a)), the wind is coming
from the south-west, with a speed of around 6 m.s−1. In the morning, the
wind speed increases slightly and continues to do so (Fig. 6(b,c)). The wind
is at its strongest at 14:00 UTC (Fig. 6(d)), mostly above 10 m.s−1. Later in
the afternoon, the wind direction is close to a westerly wind (Fig. 6(e)) and
remains like this until sunset. During the night (Fig. 6(f)), the wind speed
decreases to a value close to that observed in the early morning, while the
wind direction remains at westerly directions.

Before embarking on a detailed study of turbulent sea-spray transport,
we need to select the proper numerical domain (d02, d01, d00) for analyz-
ing the simulation results. For d02, the turbulence is entirely modeled by
the subgrid model, while large-scale turbulence structures are explicitly re-
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Figure 7: Averaged sea-spray concentration [m−3.µm−1] for rb = 5 µm at 12:00 UTC on
18 June 2020 for domains: d02 (a, d), d01 (b, e) and d00 (c, f). Horizontal cross-sections
at 20 m a.g.l. (a, b and c) and vertical cross-sections (d, e and f) indicated by the black
dashed line in (a), (b) and (c), are presented. The white vectors indicate the wind velocity.
The colours represent the sea-spray concentration. Topographic elements are in white in
(d), (e) and (f).
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solved in d01 and d00. As an example of the influence of wind field on
the sea-spray concentration, we plot in Fig. 7 the averaged concentration
for rb = 5 µm in the three domains at 12:00 UTC. Figs. 7(a-c) show the
horizontal cross-section of concentration at 20 m a.g.l. The concentration
field is quite different between d02 on the one hand, and d01 and d00 on the
other hand. In the low-resolution domain (d02), the concentration field is
quite homogeneous over the sea, far from the coast. In contrast, the concen-
tration field in the higher-resolution domains (d01 and d00) is organized in
elongated structures that resemble the streaky structures of the wind field
(see Fig. 6(c) for a direct comparison with Fig. 7(c)). We also note in d02
some high-concentration spots where the coast has an irregular shape or near
the largest island (Belle-île). In particular, the high values of sea-spray con-
centration that are simulated in d02 over the Loire estuary (located around
the coordinate 47.25◦N and 2.5◦W) are not observed in the higher-resolution
domain d01.

Figs. 7(d-f) depict the vertical cross-sections of the domains along the
black dashed line indicated in each of the top panels. An arrow indicates the
location of Le Croisic. Note that several kilometers separate Le Croisic from
the place where the land begins to rise notably above sea level. When com-
paring the three concentration fields, we note that the vertical transport of
sea spray is much more efficient in the inner domains d01 and d00 than in the
outer domain d02 where the aerosols remain relatively close to the surface.
This was expected as the LES model solves smaller turbulent structures on
the finer meshes (d01 and d00).
Another important difference appears between low- and high-resolution sim-
ulations: the sea-spray concentrations over land drop markedly when the
airmass reaches the land in the domains d01 and d00, but not in d02. This
suggests a significant influence of the coastal transition on dispersion pro-
cesses, which is expected to be better simulated at high resolution. With the
low resolution in d02, the model fails to reproduce the main characteristics
of the aerosol transport. This can be explained by the so-called gray zone
of turbulence (Wyngaard, 2004), where neither LES turbulence models nor
Planetary Boundary Layer (PBL) parameterizations can correctly represent
the turbulent process in the ABL. It could be argued that the d01 domain
is at the limit of the gray zone of turbulence. Indeed the review of Honnert
et al. (2020) suggests that the Convective Boundary Layer gray zone is in
the range of 200-400 m of horizontal resolution, but that the behavior of
the models in this gray zone also depends on the physical parameters of the
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simulation and numerical characteristics of the model. Our simulations show
a clear discrepancy in the concentration field simulated in d02 compared to
the two other domains (d00 and d01), whereas the results obtained in d01
and d00 are comparable (with an expected smoothing due to the lower reso-
lution in d01). We believe the sea-spray behavior observed in high-resolution
domains (d01 and d00) to be more realistic and we are reasonably confident
in using the results of the simulation d01 to study the turbulence effect on
the sea-spray concentration in Sec. 4.2.

In order to highlight the difference between individual sea-spray bins,
Fig. 8 shows, in a similar presentation as Fig. 7, the horizontal and ver-
tical cross-sections of sea-spray concentrations for three different bins, i.e.,
rb ∈ {2.5, 10.0, 20.0} µm. All data shown originates from domain d00.
The horizontal cross-sections (Figs. 8(a-c)) show similar organization of the
concentration field for all three radii, consisting of elongated structures of
higher concentration originating from the South-West. The results presented
in Fig. 7(c) for rb = 5.0 µm fit nicely in this series. Note that the concentra-
tion scale (false colour scale) differs between the plots. This demonstrates
the difference in the strengh of aerosols production, which is higher for the
smaller radii. We also note that the elongated structures are wider and cover
longer distances when the radius is smaller. This shows the better efficiency
of transport and diffusion processes of these smaller sea-spray particles. The
vertical cross-sections (Figs. 8(d-f)) confirm this trend, with similar struc-
tures observed for all individual radii, but far less extended in altitude as
the radius increases. In addition, sedimentation may play a role as larger
particles are heavier and deposite faster on the surface. In Sec. 4.2, we will
focus on aerosols of size rb = 5.0 µm for which the production process dom-
inates and the simulated concentration compares favorably to ANAM and
the experimental observations (see Fig. 4).

The observation of the wind conditions indicate a day of almost direction-
aly constant wind with slowly evolving magnitude. Despite this seemingly
uncomplicated weather, the spatial distribution of sea-spray concentration
was found to be highly inhomogeneous. The wind variations associated to
large-scale turbulent structures over the sea are apparently sufficient to cre-
ate well-defined structures of low and high concentrations. These structures
appear for all aerosol radii, although the concentration is higher for smaller
aerosols for which production and transport are more efficient. The coastline
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Figure 8: Averaged sea-spray concentration [m−3.µm−1] in domain d00 at 12:00 UTC on
18 June 2020 for different radii rb: 2.5 µm (a and d), 10 µm (b and e) and 20 µm (c and
f). Horizontal cross-sections at 20 m a.g.l. (a, b and c) and vertical cross-sections (d, e
and f) indicated by the black dashed line in (a), (b) and (c), are presented. The white
vectors indicate the wind velocity. The colours represent the sea-spray concentration.
Topographic elements are in white in (d), (e) and (f).
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appears as a clear transition in the behavior of particles produced over the
sea.

4.2. Turbulence effect on the sea-spray concentration

We now investigate the different behavior, over the sea and over land,
of sea-spray aerosols of size rb = 5.0 µm, with particular attention to how
the coastal area modifies the wind field and turbulence, and thereby the sea-
spray transport in the ABL. We focus on the intermediate domain d01 which
offers a good compromise between a detailled view of the processes at the
local sea-land transitions and a general view over sea and land. The following
analysis is based on events occuring on 18 June 2020 at 06:00 UTC, 14:00
UTC and 20:00 UTC, corresponding to periods just after sunrise, during the
day and at sunset, respectively.

Fig. 9 presents the mean sea-spray concentration c̄b for rb = 5.0 µm in
horizontal cross-sections at 20 m a.g.l. (Figs. 9(a-c)) and in vertical cross-
sections (Figs. 9(d-f)) that are closely aligned with the wind direction and
allow studying the aerosol transport across the sea-land interface. However,
at 20:00 UTC the wind is not as well aligned with the vertical cross-section as
at the two other times (see Figs. 9(a-c)), resulting most certainly in a trans-
port from westerly directions, and thereby creating higher concentrations
than if the transport was strictly along the transect.

These three snapshots illustrate the complex patterns of the aerosol con-
centrations over the full day. Striking differences in aerosol transport between
daytime (14:00 UTC) and (close to) nighttime (06:00 and 20:00 UTC) are
highlighted in Fig. 9. Note that the concentration (false color) scales again
differ for individual plots. Whereas the sea spray penetrates fairly well in-
land at night, there seems to be a barrier during the day at the coast or
further inland where the terrain starts to rise. This barrier appears despite
stronger wind conditions which favour both the production of marine aerosols
and their downwind transport. Near-surface concentrations remain low over
land during the day (Fig. 9(e)) in comparison with the high concentration of
aerosols in the 20 km zone off the coast and in contrast with the situation
in the early morning (Fig. 9(d)) and evening (Fig. 9(f)) when the aerosols
remain closer to the surface and propagate far inland.

These observations are explained by the efficiency of the vertical disper-
sion of the aerosols through the atmospheric boundary layer. The vertical
dispersion of sea spray is initiated at 07:00 UTC (not shown here) by the ap-
pearance of plume-like structures over the sea, 20 to 40 km offshore. These
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Figure 9: Averaged sea-spray concentration c̄b [m−3.µm−1] for rb = 5.0 µm in domain
d01 at different times on 18 June 2020: 06:00 UTC (a and d), 14:00 UTC (b and e)
and 20:00 UTC (c and f). Horizontal cross-sections at 20 m a.g.l. (a, b and c) and
vertical cross-sections (d, e and f) indicated by the black dashed line in (a), (b) and (c),
are presented. The white vectors indicate the wind velocity. The colours represent the
sea-spray concentration. Topographic elements are in white in (d), (e) and (f).

27



structures intensify during the morning until 14:00 UTC (Fig. 9(e)). At that
time, similar plumes have appeared over land, suggesting an efficient vertical
dispersion of the aerosols transported onto the land. After sunset (Fig. 9(f)),
the plumes have mostly disappeared, but their imprint remains present aloft,
as a residual of the daytime mixing. Our simulations indicate that the 5.0 µm
aerosols lifted upwards can reach heights of 600 m or more.
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Figure 10: Averaged potential temperature θ̄ [K] on domain d01 at different times on
18 June 2020: 06:00 UTC (a), 14:00 UTC (b) and 20:00 UTC (c). The same vertical
cross-sections as in Fig. 9 are presented.

This behavior can be linked to the thermal stratification of the ABL,
which can be revealed by the vertical gradient of the potential temperature.
To this end, Fig. 10 presents the mean potential temperature θ̄ for the same
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vertical cross-sections and timestamps as in Fig. 9. Over the sea, the ther-
mal stratification of the lower layers of the ABL alternates between neutral
or weakly unstable in the early morning (Fig. 10(a)) and evening (Fig. 10(c)),
and stable during the day with some unstable areas far offshore (Fig. 10(b)).
Above the land, the atmosphere is stable after sunset (20:00 UTC, Fig. 10(c))
and at night (not shown). Just after sunrise (06:00 UTC, Fig. 10(a)) the
thermal stratification becomes neutral and then evolves towards unstable
conditions, as evidenced at 14:00 UTC by the vertical structures in the po-
tential temperature field (Fig. 10(b)). The figure also shows the intrusion of
cooler marine air over the first 15 km of the land surface. In this zone, the
thermal structures are confined to about 150 m above the land surface and
topped by the stable upwind marine atmosphere. The ABL structure over
land is typical of the development of a thermal (convective) Internal Bound-
ary Layer (IBL), which is replaced further inland by a well-mixed convective
boundary layer (Calmet and Mestayer, 2016).

During the day (at 14:00 UTC) the comparison between potential temper-
ature (Fig. 10(b)) and concentration fields (Fig. 9(e)) reveals the similarity
between the vertical thermal structure of the ABL and the vertical concentra-
tion plumes. This is observed over land and also over the sea (between 5 and
15 km), i.e., in the regions where a convective boundary layer is present. This
observation, combined with the values of concentrations quite well mixed in
the whole ABL, suggests that sea-spray aerosols advected close to the ground
(or produced at the sea surface) can be lifted by intense convective motions,
then mixed throughout the full vertical extent of the atmospheric boundary
layer.

In the presence of weak thermal effects, i.e., in a quasi-neutral atmosphere,
turbulence generated by the wind shear and the friction at the surface may
play a role in the aerosol dispersion. Along the transect, the surface rough-
ness increases over several orders of magnitude, with marshland just behind
the sea-land transition and rougher, drier surfaces beyond the topographic
feature. As a result, the mechanical turbulence may change accordingly near
the surface (Kaimal and Finnigan, 1994). To verify this, the resolved TKE
computed with Eq. (12) is presented in Fig. 11. None of the timeframes pre-
sented here show the clear signature of the change in surface roughness that
would favour the production of mechanical turbulence when moving from sea
to land. This is explained by the influence, all day long, of heat transfers be-
tween the various surfaces and the atmosphere, and thereby, by the thermal
stability of the atmosphere. Consequently, areas along the transect charac-
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Figure 11: Turbulent Kinetic Energy k [m2.s-2] on domain d01 at different times on 18 June
2020: 06:00 UTC (a), 14:00 UTC (b) and 20:00 UTC (c). The same vertical cross-sections
as in Fig. 9 are presented.

terized by neutral or stable stratification of the lower atmosphere experience
low TKE values compared to the high values observed above the land under
unstable atmospheric conditions. However, in the regions of quite low turbu-
lence over the sea, as at 06:00 and 14:00 UTC, the succession of higher and
lower values of TKE (Fig. 11(a-b)) roughly coincides with the oscillations in
the thickness of the aerosol layer (Fig. 9(d-e)). This suggests that the initial
dispersion processes near the surface is governed by local turbulence. Above
the land area with strong thermal turbulence (14:00 UTC, Fig. 11(b)), initial
vertical dispersion in the unstable atmospheric surface layer combines with
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vertical transport by convective cells and turbulence aloft, giving rise to ef-
ficient aerosol mixing (Fig. 9(e)). Finally, in the early evening characterized
by a stable layer over land, the presence of aerosols in the upper layer of the
ABL (Fig. 9(f)) corresponds fairly well to the TKE field. This suggests that
turbulence in the residual layer, even if not very intense, has an effect on
aerosol dispersion.
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Figure 12: Vertical turbulent flux c′w′ [m−2.s−1.µm−1] of sea-spray aerosols (rb = 5.0 µm)
on domain d01 at different times on 18 June 2020: 06:00 UTC (a), 14:00 UTC (b) and
20:00 UTC (c). The same vertical cross-sections as in Fig. 9 are presented.

To further investigate how turbulence affects the vertical mixing of sea-
spray aerosols, the covariance c′w′ between cb and the vertical velocity w is
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presented in Fig. 12. The figure evidences the signature of turbulence in the
aerosol dispersion, and the intensity of the covariance is closely related to the
vertical structure of the ABL and the vertical concentration gradients. Over
the sea, the regions characterized by a moderately unstable atmosphere (in
the morning, evening and in the middle of the day far from the coast) experi-
ence significant values of c′w′. Depending on the vertical extent of the domain
in which the flux acts, this turbulent processes can either drastically lower
the aerosol concentration near the surface, or induce a succession of locally
higher and lower concentrations near the surface and associated oscillations
in the aerosols layer. Over the land, in the early morning (Fig. 12(a)) and
evening (Fig. 12(c)), the neutral or weakly stable near-surface layers lead to
an almost complete absence of turbulent vertical flux. This explains why the
aerosols remain confined to the near-surface layer (see Fig. 9(d,f)). However,
a turbulent concentration flux exists at the upper boundary of the aerosol
layer, due to the strong gradient of concentration. Above this layer, the flux
c′w′ takes higher values and extends to higher altitude in the early evening:
this is explained by the presence of turbulence in the residual layer that also
contains aerosols because of the vertical mixing during daytime. Evidence for
the latter process is provided by Fig. 12(b) which shows very high values of
c′w′ above land after the flow passes the small hill at roughly 50km distance
into the domain, in accordance with the strong TKE (Fig. 11(b)). This rein-
forces the convective transport that is initiated by the unstable stratification
(see Fig. 10(b)), resulting in aerosols being dispersed aloft (see Fig. 9(e)).

The turbulence-induced vertical flux of sea-spray aerosols at the sea-land
transition has previously been studied by Liang and Yu (2016) for an aca-
demic scenario with flat surfaces, homogeneous surface heat flux and homo-
geneous sea-spray production. Although our configuration is more complex,
their results generally corroborate ours, i.e., c′w′ is very weak under neutral
atmospheric stability (and even weaker under stable stratification) and in-
creases with increasing surface heat flux. For their analysis, Liang and Yu
(2016) defined zcm and zwm

as the altitudes at which c′w′ and the vertical ve-
locity fluctuations σw attain their maxima, respectively, and Rcw as the ratio
between zcm and zwm

. Although not explicitly mentioned in their paper, their
analysis certainly refers to the production term in the c′w′ budget equation,

which reduces to −σ2

w

∂cb
∂z

for a horizontally homogeneous flow. Focusing

on the turbulent transport of aerosols in the convective Internal Boundary
Layer, Liang and Yu (2016) found that Rcw > 1 in the first stages of IBL
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Croisic
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Figure 13: Variation of Rcw =
zcm

zwm

(left axis) and corresponding zcm and zwm
(Right

axis in log scale) along the transect (see Fig. 9). Dots represent the mean of 15-minutes
data points calculated between 13:00 and 15:00 UTC, vertical bars represent standard
deviations.

development and Rcw ≈ 1 when the IBL was fully developed. Excluding
other possible contributions to c′w′ related to the inhomogeneity at the sea-
land transition, Liang and Yu (2016) attributed the difference between zcm
and zwm

to the large vertical concentration gradient in the upper part of the
developing IBL.

Of the three periods presented here, 14:00 UTC is the one that most
closely resembles the situation studied by Liang and Yu (2016). For compar-
ison purposes, Fig. 13 shows the values of zcm , zwm

and Rcw, determined at
each horizontal grid position along the transect by averaging the 15-minutes
statistics over a 2-hour timeframe (13:00-15:00 UTC). In this period (around
14:00 UTC), the thermal stability of the atmosphere was identified as vary-
ing along the transect (Fig. 10(b)): over the sea, it is weakly unstable (from
0 to around 20 km) and neutral to stable (from around 20 to 40 km); over
land, it is unstable in the lower layers, with convective structures developing
in height as the fetch increases. In the first part of the transect, the values
of Rcw oscillate around 0.5, indicating that the height, at which the maxi-
mum of c′w′ is reached, is lower than the height at which vertical velocity
fluctuations are at their maximum. This is even more so for the second part
of the transect, where Rcw attains values around 0.25. The significant dif-
ference between zcm and zwm

in the neutral and stable marine ABL reflects
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the inefficient vertical turbulent transport of aerosols. As demonstrated by
Fig. 9(e), the aerosol concentration gradient is generally greater just above
the sea-spray production area, explaining why over sea the zcm is always
smaller than zwm

regardless of the stability.
In the third part of the transect where a thermal IBL could develop over

the land, the aerosols are first trapped in a relatively thin layer (Fig. 9(e)), re-
sulting in values of Rcw as low as over the sea. As the flow penetrates further
inland, the vertical gradient of concentration is progressivly smoothed and
Rcw rapidly increases to a value of 1 (as observed by Liang and Yu (2016) for
the fully developed thermal IBL), reflecting the increasing efficiency of tur-
bulent mixing. However, the disturbance induced by the main topographic
feature (around 50 km) seems to interrupt the theoretical development of the
IBL, causing Rcw to decrease (km 50-53), then increase (km 53-59) before
starting to oscillate between values greater than 1, which could be the sign of
the well-mixed layer. In conclusion, after the sea-land transition, the turbu-
lence plays an important role in explaining the aerosol vertical transport, but
in a complex interaction with other processes such as the vertical transport
by convective cells and flow modifications induced by topography.

5. Conclusion

This paper presents a numerical study of sea-spray generation and trans-
port by mean wind and turbulence in the coastal area of Le Croisic (Brit-
tany, France). To this end, a set of nested simulations have been carried
out for a summer day (18 June 2020) during which the southwesterly wind
is conducive to studying the behavior of aerosols at the sea-land transition
and their transport over land. The two largest domains have been simu-
lated by WRF with ERA5 meteorological forcing, providing the mesoscale
atmospheric conditions along the day. Aerosol dynamics were then simu-
lated in three higher-resolved, nested domains, using the ARPS Large-Eddy
Simulation model in which marine aerosol models had been implemented.
The Bruch et al. (2021) source function was used to generate the sea-spray
aerosols, which were subsequently transported through the computational
domains.

The LES results have been checked against wind-LiDAR observations and
data from ground-based meteorological stations, and were found to satisfac-
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torily reproduce the measured wind field from the early morning to nighttime.
Subsequently, the simulated concentrations of sea-spray aerosols were favor-
ably compared to the parametric ANAM model and experimental data ob-
tained with optical particle counters. Vertical profiles of the aerosol concen-
trations were found to be exponential, in accordance with Toba (1965)’s law.
A qualitative analysis of the behavior of aerosols of different sizes confirmed
the reliability of the ARPS model, particularly for the higher-resolution sim-
ulations where turbulent structures are better resolved.

For the study of turbulent transport of sea-spray in the coastal area, we
focussed on aerosols of radius rb = 5.0 µm and considered timeframes rep-
resentative of typical thermal stability over the sea and over land : around
sunrise, in the afternoon and after sunset. The aerosol behavior was ana-
lyzed in terms of the thermal stratification of the ABL over the sea and over
land, and the dynamic and thermodynamic flow modifications that occur
at the sea-land transition and further inland. Over the sea where aerosols
are produced, a quasi-neutral thermal stability in the atmospheric surface
layer results in variations of TKE intensity associated with high- and low-
momentum structures, which govern both the production of aerosols and
local dispersion by turbulence, as identified by oscillations in the thickness of
the aerosol layer. A change in thermal stratification from neutral to stable
leads to more homogeneous production of sea-spray aerosols and very weak
vertical dispersion. Regardless of the thermal stratification in the marine
atmospheric surface layer, the turbulent vertical flux of aerosol is explained
by the vertical gradient of concentration, which always reaches a maximum
at a lower altitude than the maximum vertical velocity, leading to relatively
low vertical dispersion by turbulence. As a consequence, the aerosols are
efficiently transported away from their production zone towards the sea-land
interface and subsequently inland.

At nighttime, when the atmosphere above land is stable, sea-spray aerosols
are confined in the first hundred meters above the surface. In contrast, the
daytime unstable stratification over land induces increasingly efficient verti-
cal turbulent dispersion of aerosols, as the thermal IBL develops with fetch
and transforms further inland into a well-mixed boundary layer. Here, the
unstable stratification gives rise to intense thermal turbulence (as evidenced
by significant values of TKE near the surface), which in turn creates convec-
tive cells. The large-scale convective motions combine with turbulent vertical
transport of aerosols and are likely the main cause for the observed aerosol
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concentration plumes.
Although focused on a specific coastal area, this study based on a LES

approach demonstrates that sea-spray aerosol dispersion in coastal areas is
a complex process that requires considering both small-scale turbulence and
larger-scale ABL structures, both of which vary as a function of the thermal
stability of the atmosphere along the diurnal cycle and small-scale topograph-
ical features. To explore this further, it would be interesting to consider the
influence of sea-spray aerosols on the land surface radiative budget that gov-
erns the cooling and warming of the surface. However, this step would cer-
tainly require a more accurate modeling of the aerosol production (especially
in the surf zone) and their transformations.
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Appendix A. ARPS, soil types and vegetation types

To simulate real conditions, we need a correct land description both in
soil and vegetation coverage. For the former, Tab. A.1 presents the 13 soil
classes used by ARPS. A two-step procedure is used to attribute a specific
soil class to a surface mesh. First, we consult a specific ESDAC database that
gives the percentage of sand, silt and clay in the soil. The official USDA soil
texture triangle is subsequently used to identify the appropriate soil class,
which corresponds on an almost one-to-one basis with the soil types available
in ARPS. The ESDAC database does not contain entries for ice, water or
urban surfaces. In these cases, the CLC 2018 database provides the soil type.
Since the CLC database contains a large number of surface types, a mapping
had to be performed. As an example, Tab. A.1 shows that all CLC urban
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surface types (index 1 through 9) have been mapped on soil type 3 of ARPS
(Clay Loam).

The vegetation coverage was exclusively retrieved from the CLC 2018
database, and again a mapping scheme was necessary as depicted in Tab.A.2.
Each CLC vegetation type is associated with a roughness length z0. The
Table shows that these values do not always correspond well with the value
provided for the ARPS vegetation type that the CLC types are mapped
onto. Nevertheless, we used the ARPS value as-is, without attempting to
take into account the CLC suggestions. On the other hand, when a specific
mesh contained multiple ARPS vegetation types, an average of the ARPS
roughness lengths was taken.

The Leaf Area Index (LAI), used for thermodynamic balance between
the vegetation and atmospheric temperature and humidity, is computed from
the Normalized Difference Vegetation Index (NDVI) according to the ARPS
vegetation type. The NDVI is obtained from the WEKEO (Copernicus)
database. According to the vegetation type ID (vi) given in the table A.2,
the ARPS model is:

LAI =



















0.0 if vi ∈ {9, 14}

− ln

([

1− NDV I

0.915

]

/0.83

)

/0.96 if vi ∈ {1, 2, 3, 4, 5, 10, 11, 12, 13}

1.623× exp (NDV I/0.34) if vi ∈ {7, 8, 9}
(A.1)
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Table A.1: ARPS default soil type with corresponding Corine Land Cover 2018 corrections.

ARPS ID SOIL TYPE CLC ID CLC TYPE

1 Sand 30 (331) Beaches, dunes, sands

2 Loamy sand N/A N/A

3 Sandy loam N/A N/A

4 Silt loam N/A N/A

5 Loam N/A N/A

6 Sandy clay loam N/A N/A

7 Silty clay loam N/A N/A

3 Clay loam

1 (111) Continuous urban fabric
2 (112) Discontinuous urban fabric
3 (121) Industrial or commercial units

4 (122)
Roads and rail networks and
associated land

5 (123) Port areas
6 (124) Airports
7 (131) Mineral extraction sites
8 (132) Dump sites
9 (133) Construction sites

9 Sandy clay N/A N/A

10 Silty clay N/A N/A

11 Clay 39 (423) Intertidal flats

12 Ice 34 (335) Glaciers and perpetual snows

13 Water

35 (411) Inland marshes
37 (421) Salt marshes
38 (422) Salines
40 (511) Water courses
41 (512) Water bodies
42 (521) Coastal lagoons
43 (522) Estuaries
44 (523) Sea and oceans
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Table A.2: ARPS default vegetation type and default roughness length z0 with corre-
sponding Corine Land Cover 2018 and choosen roughness length.

ARPS ID (vi)
ARPS VEGETATION
TYPE

z0 (ARPS) CLC ID CLC TYPE z0

1 Desert 0.011

1 (111) Continuous urban fabric 1.8
2 (112) Discontinuous urban fabric 0.5
3 (121) Industrial or commercial units 0.5
4 (122) Roads and rail networks and associated land 0.075
5 (123) Port areas 0.5
6 (124) Airports 0.01
7 (131) Mineral extraction sites 0.01
8 (132) Dump sites 0.01
9 (133) Construction sites 0.5
30 (331) Beaches, dunes, sands 0.003
31 (332) Bare rocks 0.01

2 Tundra 0.076 32 (333) Sparsely vegetated areas 0.01

3 Grassland 0.075 26 (321) Natural grasslands 0.03

4
Grassland with shrub
cover

0.238
27 (322) Moors and heathland 0.03
28 (323) Scelerophyllous vegetation 0.03

5 Grassland with tree cover 0.563
10 (141) Green urban areas 0.6
22 (244) Agro-forestry areas 0.3
29 (324) Transitional woodland-shrub 0.6

6 Deciduous forest 0.826
24 (312) Coniferous forest 1.3
25 (313) Mixed forest 1.3

7 Evergreen forest 1.089 23 (311) Broad-leaved forest 1.3

8 Rain forest 2.653 N/A N/A N/A

9 Ice 0.011 34 (335) Glaciers and perpetual snows 0.006

10 Cultivation 0.075

12 (211) Non-irrgated arable land 0.05
13 (212) Permanently irrigated land 0.05
14 (213) Rice fields 0.05
15 (221) Vineyard 0.1
16 (222) Fruit trees and berry plantations 0.1
17 (223) Olive groves 0.1
18 (231) Pastures 0.03

19 (241)
Annual crops associated with permanent
crops

0.1

20 (242) Complex cultivation patterns 0.3

21 (243)
Land principally occupied by agriculture,
with significant areas of natural vegetation

0.3

11 Bog or marsh 0.1

35 (411) Inland marshes 0.05
36 (412) Peat bogs 0.005
37 (421) Salt marshes 0.05
38 (422) Salines 0.005
39 (423) Intertidal flats 0.005

12 Dwarf shrub 0.856 11 (142) Sport and leisure facilities 0.5

13 Semi-desert 0.065 33 (334) Burnt areas 0.6

14 Water 0.002

40 (511) Water courses 0.002
41 (512) Water bodies 0.002
42 (521) Coastal lagoons 0.002
43 (522) Estuaries 0.002
44 (523) Sea and oceans 0.002
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