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Abstract. Automatic term extraction (ATE) is a natural language pro-
cessing (NLP) task that reduces the effort of manually identifying terms
from domain-specific corpora by providing a list of candidate terms. This
paper summarizes our research on the applicability of open and closed-
sourced large language models (LLMs) on the ATE task compared to
two benchmarks where we consider ATE as sequence-labeling (iobATE)
and seq2seq ranking (templATE) tasks, respectively. We propose three
forms of prompting designs, including (1) sequence-labeling response; (2)
text-extractive response; and (3) filling the gap of both types by text-
generative response. We conduct experiments on the ACTER corpora in
three languages and four domains with two different gold standards: one
includes only terms (ANN) and the other covers both terms and enti-
ties (NES). Our empirical inquiry unveils that above all the prompting
formats, text-extractive responses, and text-generative responses exhibit
a greater ability in the few-shot setups when the amount of training
data is scarce, and surpasses the performance of the templATE classifier
in all scenarios. The performance of LLMs is close to fully supervised
sequence-labeling ones, and it offers a valuable trade-off by eliminating
the need for extensive data annotation efforts to a certain degree. This
demonstrates LLMs’ potential use within pragmatic, real-world applica-
tions characterized by the constricted availability of labeled examples.

Keywords: Term extraction · LLMs · prompting · in-context learning

1 Introduction

Terms are “the designation of a defined concept in a special language by a lin-
guistic expression.” (ISO 1087). They are beneficial not only for several termino-
graphical tasks by linguists (e.g., specialized dictionary construction [14]) but
also for several downstream tasks (e.g., topic detection [5] and information re-
trieval [15]). To minimize the effort needed to extract terms from domain-specific
corpora, automatic term extraction (ATE) approaches have been proposed.

TermEval 2020: Shared Task on Automatic Term Extraction, organized as
part of the CompuTerm workshop [17], presented an important step forward
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in systematic comparison among several ATE systems with the introduction of
a new manually-annotated corpus, namely ACTER corpora [17]. The corpora
contain domain-specific texts from four different fields in three languages with
two versions of gold standards (with or without named entities). This is also the
dataset on which we conduct our experiments.

After the evolution of transformer-based token classifiers toward term ex-
traction (e.g., XLMR [21,22,23,24]), recent years witnessed the blossoming of
large-scale generative models with the advent of prompt engineering [16]. De-
spite several works with state-of-the-art (SOTA) performance on downstream
tasks [8,11], no application has been found on ATE tasks yet, and the perfor-
mance of sequence-labeling tasks is still significantly below supervised baselines.

The main contribution of our work is threefold:

1. We conduct an empirical evaluation of term extraction using three distinct
approaches, where we treat the task as (1) a sequence labeling task, (2) a
seq2seq ranking task, and (3) a generative task using LLMs prompting;

2. We investigate the potential of LLMs’ prompting for our ATE tasks to high-
light their valuable insights in both rich- and low-resourced language niches;

3. We experiment with open and closed-sourced LLMs with comprehensive er-
ror analysis. This allows a task-oriented comparison among models and en-
riches the debate concerning the importance and utility of open LLMs.

This paper is organized as follows: Section 2 presents the related work while
Section 3 describes the methods with the experimental setup, the datasets, and
the evaluation metrics. The results with error analysis are discussed in Section
4 before we conclude with future work in Section 5.

2 Related work

2.1 Automatic Term Extraction

Traced back to the 1990s, term extraction was first proposed under the research
of [4] with the two-step procedure: (1) extracting a list of candidate terms,
and (2) determining their correctness. Traditional methods primarily relied on
either linguistic or statistical aspects [6] or combined both [10]. The advance-
ment of representation learning and neural networks has led to the exploration
of various text embedding techniques for term extraction (e.g., local-global [1],
non-contextual [26], and contextual [12] or their combinations [7]). Language
models have also been applied to the task, as demonstrated in the TermEval
2020 [17], e.g., feeding GloVe embeddings into a Bi-LSTM [17], feeding all pos-
sible extracted n-gram combinations into a BERT binary classifier [9]. In recent
years, the evolution of term extraction has seen a shift towards treating the task
as a sequence-labeling problem, extending beyond monolingual learning [12] to
include cross-lingual and multilingual learning [13,21]. A systematic review of
the tasks can be found in [20].
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2.2 In-context Learning with LLMs

The emergence of LLMs has significantly improved performance across sev-
eral downstream tasks [25]. Two strategies for incorporating LLMs into these
tasks include fine-tuning and in-context learning (ICL). While the fine-tuning in-
volves initializing a pre-trained model and conducting additional training epochs
on task-specific supervised data, ICL leverages the LLM ability to generate
texts with only a few task-specific examples as demonstrations. The concept
of prompts with few-shot demonstrations was first introduced by [16], followed
by an empirical analysis of the ICL paradigm with GPT-3 [2] and PaLM [3], in
specific. With the release of ChatGPT4 by OpenAI and the blossom of open-
sourced LLMs, recent research focuses on evaluating its performance in various
NLP tasks.We evaluate the performance of ChatGPT’s reinforcement learning
with human feedback (RLHF) model gpt-3.5-turbo and the open-sourced Llama
2-Chat model family with the ICL paradigm and compare it to the traditional
sequence-labeling and fine-tuned seq2seq classifiers. To our knowledge, none of
these two directions (seq2seq and LLMs) had been previously explored in the
ATE task. Therefore, we would like to provide a comprehensive view of the ATE
task from three perspectives: (1) as a token classification task; (2) as a seq2seq
ranking task; and (3) for prompting.

3 Methodology

This section investigates the impact of semantically ambiguous and complex
terms on prompt-based methods compared to the sequence-labeling baseline.

3.1 Sequence-labeling ATE

A common approach is to consider ATE as a token classification task, which
assigns a label y ∈ Y = {B, I,O} to each word x in a given sentence X =
{x1, ..., xn}, where Y denotes the set of labels in IOB annotation regimes, and n
denotes the length of the given sentence. We refer to this approach as iobATE.
Inspired by [21]’s work, our baseline is the XLM-R token classifier with a stan-
dard hyperparameter configuration, which is also the SOTA in term extraction.

3.2 Template-based ATE

The task is formulated as a template-based (seq2seq) ranking problem for ATE
(templATE ), where the original sentence X = {x1, ..., xn} is the source sequence,
and the templates {t1, ..., tm} filled by the candidate term span xi:j are the target
sequence during training. The method contains the following steps:

1. Identify the gold standard terms in a sentence (e.g., The role of vasopressin
in congestive heart failure...).

4 https://openai.com/chatgpt

https://openai.com/chatgpt
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(a) templATE training architecture. (b) templATE inference.

Fig. 1: templATE architecture

2. Create a positive template for gold standard terms: < MASK > is a term.
(e.g., vasopressin is a term; congestive heart failure is a term; ...).

3. Create a negative template for the rest: < MASK > is not a term. (e.g.,
The is not a term; role is not a term; of is not a term; in is not a term;...).

4. Training: Feed into the mBART 5 [18] the terms with their related positive
and only the other 30% of negative ones to reduce imbalance. For example:
– Sentence: The role of vasopressin in congestive heart failure.
– Output: The is not a term; role is not a term; of is not a term; sentence

is not a term; in is not a term; vasopressin is a term; ...
5. Inference: Calculate the term score for each n-gram (n = {1, 2, 3, 4}). If the

positive score is higher, consider it as a term.

We used mBART with 5 epochs, a batch size of 32, and a max sequence
length of 70. The training and inference steps of the templATE approach are
visualized in Figure 1a and 1b, respectively.

3.3 LLMs Prompting

We propose promptATE, which uses the close-sourced ChatGPT’s gpt-3.5-turbo6

and the open-sourced Llama 2-Chat (i.e., Llama 2-Chat-7B7, Llama 2-Chat-
13B8, and Llama 2-Chat-70B9) RLHF models to address the ATE task. The
approach follows the general paradigm of in-context (few-shot) learning with
a three-step procedure as in Figure 2 where (1) Task Description instructs
promptATE to detect the candidate terms using terminological knowledge; (2)
Few-shot Demonstrations gives the model a few examples; and (3) Input
Sentence indicates the input sentence while promptATE ’s output is highlighted
in green.
5 https://huggingface.co/facebook/mbart-large-50-many-to-one-mmt
6 https://platform.openai.com/
7 https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
8 https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
9 https://huggingface.co/meta-llama/Llama-2-70b-chat-hf

https://huggingface.co/facebook/mbart-large-50-many-to-one-mmt
https://platform.openai.com/
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
https://huggingface.co/meta-llama/Llama-2-70b-chat-hf
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Task Description Given input sentence X, construct a Prompt(X) to give a
descriptive overview of the task with the following steps:

1. SYSTEM_PROMPT : First, “You are ... extraction (ATE) system.” tells
promptATE to produce the output using terminological knowledge. Second,
“I will provide you ... extract the terms” indicates the input information,
including the domain and sentence having domain-specific terms while “and
the output ... with examples.” shows the position of few-shot demonstrations
and marks the end of the description.

2. USER_PROMPT_1 : “Are you clear about your role?”. triggers a re-
sponse by the assistant explicitly asking for confirmation of the task com-
prehension.

3. ASSISTANT_PROMPT_1 : “Sure. I am ready to ... get started.” is the
acknowledgment by promptATE but designed by the user only.

4. PROMPT : This guideline prompt defines how promptATE should perform
the ATE task. In the guidelines, we provided the requirements and the output
format to guide promptATE ’s responses for further processing.

Fig. 2: A complete prompt with the output format #2 for the ANN version

Few-shot Prompting We focus on the few-shot demonstrations where we
provide examples that are appended to the task description phase to regulate
the format of outputs for each test input, as promptATE will generate outputs
that mimic the demonstration format. For example, in the Few-shot Demon-
strations rectangle of Figure 2, the demonstration sequentially packs a list of
examples, each consisting of both the input and output sequences. The demon-
stration is set up as follows: The first two examples contain terms while the last
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one is without terms inside the input sequence.All the examples of sequences are
only from the test domain (Heart Failure) without any further information from
the other three domains from ACTER corpora.

The following three output formats (OF) are tested: (1) Sequence-labeling
output (OF#1), where the output contains the information for each word label
in the IOB annotation regime; (2) List of candidate terms output (OF#2), which
is the same format as our original gold standard; (3) Generative output (OF#3),
where we use unique tokens “@@” and “##” to surround the candidate terms.

ChatGPT vs. Llama 2-Chat We delved into the capabilities of few-shot
demonstrations, employing both the close-sourced ChatGPT (gpt-3.5-turbo) [2]
and the open-sourced Llama 2-Chat [19] RLHF models. While both exhibit re-
markable language understanding and generation abilities, they employ divergent
training methods and prompting mechanisms. Thus, slight modifications are re-
quired in the prompt structure while preserving the overarching concepts. By
doing so, we aimed to evaluate how each model adapts to varying input cues and
assess their respective adaptability in handling the same set of instructions. This
study not only sheds light on the comparative performance of these RLHF mod-
els but also underscores their flexibility and versatility in comprehending and
generating content, even when their underlying architectures differ significantly.

3.4 Data

The experiments have been conducted on ACTER v1.5 [17], a manually anno-
tated collection of 12 comparable corpora (same domains in different languages)
covering four domains (Corruption - Corp, Dressage - Equi, Wind energy - Wind,
Heart failure - Htfl) in English, French, and Dutch. The corpora have two ver-
sions of gold standard annotations: one containing both terms and named entities
(NES), and the other containing only terms (ANN). We apply the same config-
uration as in the TermEval 2020 shared task and related works [9,13,21] where
Htfl domain of each language is considered the test set.

3.5 Evaluation metrics

The performance of each term extractor is assessed by strictly comparing the
aggregated list of candidate terms identified across the entire test set against
the manually designated gold standard list of terms, using precision, recall, and
F1-score [9,13,21,22].

4 Results

Table 1 presents the comprehensive evaluation of three different ATE approaches
on the Htfl domain in the ACTER dataset. For all our experiments, we fixed the
Htfl domain as the test dataset, iobATE and templATE classifiers were trained
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Table 1: Evaluation of different approaches on Htfl test set.

Settings English French Dutch
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score

ANN versions

Benchmarks

iobATE 58.4 ± 0.216 46.1 ± 3.861 51.4 ± 2.439 70.0 ± 0.852 39.9 ± 4.241 50.7 ± 3.691 72.4 ± 1.464 58.7 ± 3.387 64.7 ± 1.699
templATE 29.1 ± 3.445 25.1 ± 3.232 27.0 ± 3.240 33.0 ± 5.587 29.9 ± 5.025 30.6 ± 1.219 31.5 ± 1.359 42.3 ± 3.534 36.1 ± 2.175

promptATELlama2−Chat−7B

OF#1 12.4 4.8 6.9 7.5 9.3 8.3 19.2 14.4 16.5
OF#2 ↓ 40.4−18.0 ↑ 62.6+16.5 ↓ 49.1−2.3 36.3 ↑ 59.2+19.3 ↓ 45.0 −5.7 40.4 ↑ 73.1+14.4 ↓ 52.0−12.7

OF#3 40.3 26.8 32.2 ↓ 58.5 −11.5 23.4 33.4 ↓ 53.8−18.6 41.6 46.9

promptATELlama2−Chat−13B

OF#1 12.1 1.7 3.0 11.2 6.6 8.3 25.6 5.9 9.6
OF#2 35.0 ↑ 63.4+17.3 ↓ 45.1−6.3 38.4 ↑ 59.2+19.3 ↓ 46.6−4.1 43.3 ↑ 75.0+16.3 ↓ 54.9−9.8

OF#3 ↓ 40.0 −18.4 36.9 38.4 ↓ 41.0−29.4 48.7 44.5 ↓ 46.1−26.3 56.2 50.7

promptATELlama2−Chat−70B

OF#1 15.6 5.7 8.3 4.6 3.9 4.2 23.7 8.2 12.2
OF#2 36.8 ↑ 65.9+19.8 47.2 38.0 ↑ 64.8+44.9 47.9 42.3 ↑ 74.8+16.1 54.0
OF#3 ↓ 46.4−12.0 50.0 ↓ 48.1−3.3 ↓ 47.1−22.9 51.4 ↓ 49.2−1.5 ↓ 50.5−21.9 67.3 ↓57.7−7.0

promptATEgpt−3.5−turbo

OF#1 10.8 14.4 12.3 11.3 11.6 11.4 18.3 14.1 15.9
OF#2 26.6 ↑ 67.6+21.5 38.2 28.5 ↑ 67.0+27.1 40.0 36.8 ↑ 79.6+20.9 50.3
OF#3 ↓ 39.6−18.8 48.3 ↓ 43.5−7.9 ↓ 45.5−24.5 50.8 ↓ 48.0−2.7 ↓ 61.1−11.3 56.6 ↓ 58.8−5.9

NES versions

Benchmarks

iobATE 63.0 ± 0.735 49.1 ± 3.014 55.2 ± 1.893 71.3 ± 1.330 45.4 ± 3.552 55.4 ± 3.074 74.0 ± 1.330 59.6 ± 1.322 66.0 ± 0.736
templATE 30.7 ± 3.122 31.2± 1.203 31.0 ± 2.164 36.1 ± 3.926 32.2 ± 6.193 33.8 ± 4.720 34.6 ± 4.678 43.4 ± 4.075 38.0 ± 1.239

In-domain promptATELlama2−Chat−7B

OF#1 17.3 7.3 10.3 8.4 11.0 9.5 16.6 23.8 19.6
OF#2 42.9 ↑ 63.4+14.3 ↓ 51.2−4.0 36.0 ↑ 61.6 +16.2 ↓ 45.4−10.0 40.3 ↑ 75.6+16.0 ↓ 52.6−13.4

OF#3 ↓ 45.0−18.0 32.5 37.7 ↓ 52.1−19.2 34.5 41.5 ↓ 48.8−25.2 52.3 50.5

In-domain promptATELlama2−Chat−13B

OF#1 25.9 2.4 4.4 8.4 5.3 6.5 23.5 5.9 9.4
OF#2 38.4 ↑ 66.1+17.0 ↓ 48.6−6.6 33.8 ↑ 60.2+14.8 ↓ 43.3−12.1 41.4 ↑ 73.6+16.0 ↓ 53.0−13.4

OF#3 ↓ 40.3−22.7 47.5 43.6 ↓ 35.7−35.6 49.4 41.4 ↓ 47.9−26.1 49.1 48.5

In-domain promptATELlama2−Chat−70B

OF#1 21.4 4.7 7.7 7.9 9.5 8.6 18.7 17.5 18.1
OF#2 39.9 ↑ 67.2+18.1 50.1 33.2 ↑ 61.8+16.4 43.2 41.1 ↑ 74.8+15.2 53.1
OF#3 ↓ 48.3−14.7 54.9 ↓ 51.4−3.8 ↓ 40.8−30.5 57.7 ↓ 47.8−7.6 ↓ 53.1−20.9 57.9 ↓ 55.4−10.6

In-domain promptATEgpt−3.5−turbo

OF#1 10.3 13.1 11.5 10.8 12.0 11.4 14.8 13.2 14.0
OF#2 29.2 ↑ 69.2+20.1 41.1 27.9 ↑ 66.8+21.4 39.4 39.8 ↑ 78.5+18.9 52.8
OF#3 ↓ 39.8−23.2 53.1 ↓ 45.5−9.7 ↓ 44.7−26.6 54.4 ↓ 49.1−6.3 ↓ 63.6−10.4 60.6 ↓ 62.1−3.9
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and validated with all possible combinations of the other three domains always
having two domains for training and one domain for validation.

We present these combinations’ average scores and standard deviations for
both benchmarks. We emphasize the settings yielding the most favorable out-
comes for each of the three approach types of promptATE by rendering them in
bold. The arrows are used to compare our proposed methods and best bench-
mark for each setting, where ↑ is used to show the better performance of our
approaches compared to the benchmark, while ↓ denotes the lower performance.

4.1 General Observations

As shown in Table 1, the iobATE approach consistently demonstrates a com-
petitive balance between precision and recall, achieving a stable F1-score. This
indicates the reliability of the fully supervised token classifier in terms of pro-
viding accurate predictions, but the approach requires a manually annotated
training set. Comparatively, the templATE method showcases a mixed perfor-
mance. While it can achieve high precision in certain scenarios, its recall lags,
implying that it might struggle to identify all relevant examples, potentially re-
sulting in missing important information. Compared to other approaches, there
was a significant gap in F1-score performance.

The promptATE approach with in-domain few-shot demonstrations exhibits
a considerable performance gap depending on the output format. It struggles
with low precision and recall for sequence labeling (OF#1 ) compared to the
others. This suggests the gap between the semantic labeling task and the text
generation one, which open-sourced LLMs (i.e., Llama 2-Chat) and close-sourced
LLMs (i.e., gpt-3.5-turbo) have been trained for. OF#2 and OF#3 show much
higher scores compared to OF#1, even surpassing the templATE, and achieving
competitive results to iobATE classifiers.

Results show variations given the language and model size, however, Llama
2-Chat with fewer parameters demonstrates to be better suited for listing candi-
date terms (OF#2 ) while gpt-3.5-turbo and the largest version of Llama 2-Chat
show to be to a good option for generative output with specific delimiting tokens
(OF#3 ). An interesting behavior is present for the OF#2, independently of the
model, all recall scores are equal or higher than 59.2%, even reaching 79.6%
in the case of gpt-3.5-turbo for Dutch. These scores outperform iobATE in the
recall by an important margin, nevertheless in terms of precision, promptATE
present a limited performance. We explain this by the complexity of the ATE
task regarding the definition of a “term” inside a sentence, which is closely related
to a specific domain. Generative models (i.e., Llama 2-Chat and gpt-3.5-turbo)
can retrieve what can behave like a term but this leads to a big amount of false
positives reflecting a high recall but limited precision.

4.2 Error Analysis

Impact of Output Formats As ATE is a sequence-labeling rather than a
generative task, it is not readily suited for the ICL paradigm by default. Ad-
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ditionally, the expected candidate terms to be extracted depend not only on
the role that words occupy inside the sentence but also on a specific domain.
gpt-3.5-turbo tends to generate outputs that exhibit a broader range of variabil-
ity, often producing results that can be less predictable. However, Llama 2-Chat
stands out for its remarkable ability to consistently adhere to the desired output
structure and maintain a high level of reliability in generating content, espe-
cially Llama 2-Chat-70B. This contrast underscores the importance of choosing
the right model for specific applications, where predictability and adherence are
critical factors in decision-making processes and content generation.

IOB format (OF#1) contains the information for each word label and can
be easily transformed into the term sequence. However, three main obstacles
led to the poor performance in this format for all tested LLMs: (1) The model
needs to learn the alignment between each position in the input sequence and
the output labels, which naturally adds to the difficulty of the generation task;
(2) It is difficult for the model to generate the output with the same length as
the input sentence, especially when the input sentence is long, a case where the
model is more likely to exhibit hallucinations; (3) The model either added an
extra explanation per label of the input sequence or failed to provide the labels.

Despite reducing the obstacles from the previous format design, List of can-
didate terms format (OF#2) faces the following challenges: (1) The model failed
to finish their predictions for elongated sentences containing multiple terms due
to their limited amount of tokens as inputs and outputs by default; and (2) The
model generated the predictions for candidate terms that do not appear in the
original sentence (hallucination), which is mostly found in the Dutch corpus.

Text generation format (OF#3) solves to a certain degree the obstacles faced
by the two previous formats. As the model only needs to mark the position of
the terms and make copies for the rest, it can (1) significantly decrease the
difficulty in generating text that fully encodes label information (as in OF#1 )
of the input sequence, (2) avoiding self-explanation and repetition of the few-shot
demonstration, and (3) preventing the wrong output formats.

Impact of Term Length Variants To determine whether the term length
affects the models’ performance, we calculate the precision, recall, and F1-score
of promptATE for terms of length k = {1, 2, 3, 4,≥ 5} over the Htfl domain with
both ANN and NES gold standards. Generally, as the term length increases,
precision and recall decrease across most output formats and languages. This
suggests that longer terms are more challenging to predict accurately, since they
may have more variability and complexity, making them harder for the models
to capture effectively. Independently of the approach, the highest F1-scores are
achieved on the Dutch dataset. The proportion of different word lengths for the
gold standard terms is shown in Table 2. It can be seen that, for the Htfl domain,
the number of terms with more than one word (k ≥ 2) is considerably smaller
compared to French and English, which facilitates their extraction.

Besides, different output formats have also varying effects on model perfor-
mance across term lengths and languages. OF#1 consistently exhibits lower
precision and recall compared to the other formats across all the term lengths,
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indicating that it might not be as effective for ATE. For the English ANN version,
OF#2 has higher recall but lower precision in comparison with other formats
across most term lengths.OF#3 shows the best F1-score, striking a better bal-
ance between precision and recall. In the French and Dutch corpora, precision
and recall are generally lower compared to the English ones, suggesting potential
challenges in term extraction for these languages.

Table 2: Term proportion of different word lengths in each domain and language

Language Domain ANN version NES version
k = 1 k = 2 = 3 k = 4 k ≥ 5 k = 1 k = 2 = 3 k = 4 k ≥ 5

English

Corp 389 377 117 30 14 502 419 146 52 54
Equi 646 418 69 18 4 884 540 100 36 15
Wind 319 527 198 39 8 565 639 245 58 24
Htfl 1,064 767 358 118 54 1,170 801 377 142 91

French

Corp 440 326 131 51 31 550 356 158 75 68
Equi 579 203 111 49 19 712 253 137 58 21
Wind 315 232 122 65 39 446 265 128 74 55
Htfl 1,207 604 264 79 74 1,309 620 266 91 88

Dutch

Corp 682 246 67 30 22 803 287 96 44 65
Equi 1,091 185 65 37 15 1,181 224 82 40 17
Wind 701 186 35 9 9 881 263 67 17 17
Htfl 1,587 368 87 20 12 1,687 391 108 35 33

Impact of Language Distribution in pretraining The study by [19] pointed
out that having a training dataset predominantly in English could potentially
limit the model’s effectiveness when used in languages other than English10.
Despite French and Dutch not conventionally falling into the category of low-
resourced languages, they are relatively under-resourced in the context of train-
ing LLMs, where English dominates (the pretraining distribution of French and
Dutch accounts for 0.16% and 0.12% in Llama 2-Chat, 1.82% and 0.34% in gpt-
3.5-turbo while English accounts for 89.70% in Llama 2-Chat and 92.65% in
gpt-3.5-turbo. Our results indicate that our LLM prompting can indeed poten-
tially enhance term extraction performance for under-represented languages.

5 Conclusions
In this paper, we evaluated the applicability of RLHF models toward ATE
through an empirical study on different prompt designs in comparison with clas-
sical sequence labeling and the seq2seq approach. Although the RLHF models
have achieved SOTA performances on various NLP tasks, there is still a gap
between their performance in ATE and the fully supervised sequence-labeling
baselines. We bridge the gap between the text generation and the sequence la-
beling task inherent in the ATE task by guiding the RLHF models to produce
predictions with three designed formats.

Our empirical inquiry unveils that RLHF models exhibit a greater ability in
the few-shot setups when the amount of training data is scarce and surpasses
10 “A training corpus with a majority in English means that the model may not be

suitable for use in other languages.” [19]
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the performance of templATE in all scenarios with the last two output-designed
formats: (1) as a list of candidates terms, (2) encapsulating the candidate terms
using specialized tokens. Its performance is not only close to fully supervised
sequence-labeling baselines, but it offers a valuable trade-off by eliminating the
need for extensive data annotation efforts as well. These findings demonstrate
the capabilities of RLHF models’ prompting to ATE tasks within pragmatic,
real-world applications characterized by the constricted availability of labeled
examples. Nevertheless, RLHF models, which are built upon LLMs, are pre-
trained with an enormous amount of general data, making them agnostic to the
specific domain of a term. This leads to an over-extraction of terms, resulting
in good coverage but poor precision. In consequence, when a complete train-
ing dataset is accessible, opting for a fully-supervised ATE system remains the
optimal choice.
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