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Abstract

In this paper we address decentralized control problems in the context of sustainable management of discrete-time deterministic
dynamical systems. We consider N players, each with their own controlled dynamical system, which are linked through the
dynamics of a global variable. We consider sustainable constraints as constraints in the state space. From this general problem
defined in both viability theory and game theory, we define N viability sub-problems. For each of these, we consider the
guaranteed viability kernel, subset of the constraint set where it is possible to maintain the subsystem whatever the strategy of
other players. When these kernels are not empty, we propose a general algorithm to compute individual strategies that ensure
the sustainability of all. Numerical experiments on a model of agricultural cooperative show the feasibility of our approach and
suggest that it can be the basis for the definition of new operating rules when the sustainability constraints cannot be ensured.

Key words: N -player discrete-time dynamic games; viability problem; decentralization; guaranteed viability kernel;
agricultural cooperative model; control of constrained systems.

1 Introduction

Problems dealing with the compatibility between dy-
namics and constraints over time are present in renew-
able resource management and especially in the regu-
lation of fisheries [30,11,18,20], urban pigeon popula-
tion [23], forest preservation [2,14] or lake eutrophication
management [28], see [33] for a review. They also arise
in broader(eco)-system dynamics [19,22,37], in pure eco-
nomic or social ones [4,13], or in a variety of engineering
problems [25,36,35,6].

In all these works, systems are described by global vari-
ables and the control regulation also operates at the
global scale. But, for example, the total amount of har-
vest is the sum of harvests of individual fisheries that
have their own controls and viability constraints. They
make their decisions with an imperfect knowledge of
the whole system and without having the ability of pre-
dicting others’ behaviors. Hence, an important issue is
how to find individual strategies that ensure the viabil-
ity of all when the system under consideration involves
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many individual entities whose state evolutions are in-
tertwined.

Addressing this issue with a direct approach consists in
testing by simulations the viability of evolutions gov-
erned by prespecified individual strategies. For instance,
[29] have proposed to combine viability theory and sim-
ulations to study viability properties of an individual-
based model facing both local and global constraints:
they used viability theory tools to derive individual feed-
back strategies according to assumptions made on oth-
ers’ possible behaviors (myopic or not). And they stud-
ied by simulations the impact of these strategies on col-
lective viability. Such strategies reinforce viability only
when the anticipations on others’ behaviors are correct.

The inverse problem of the individual strategy design
in order to reach particular individual objectives is ad-
dressed by both differential game theory as stated in [9]
and viability theory [7,3].
Actually, in the framework of game theory, Nash [32]
provided the concept of solution for general noncooper-
ative games for N players. When the players’ state de-
pends on time, the games are called differential games,
first developed by Isaacs [24]. Viability problems can be
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considered as particular differential games (with a par-
ticular payoff function). But, assumptions are needed to
find feedback Nash equilibria such as nonzero-sum dif-
ferential games with a very large number of players in
the case of mean-field games [26,12] or nonzero-sum lin-
ear quadratic games with N players [16]. Here we are
interested in games with N players with more general
dynamics.
In the viability theory framework, the viability of each
player is represented by a constraint set, a subset of the
state space inside which the system state must remain.
The classical answer to viability problems [7] is the via-
bility kernel which is a subset of the state space which
gathers all states from which there exists at least one
set of individual control functions that governs a viable
evolution. Hence, a coordination between all individual
entities is required to follow such a viable path. In the
context of two-player noncooperative differential games,
the concept of guaranteed viability kernel introduced by
[8] was defined as the subset of the state space that gath-
ers states from which one player can ensure its viability
over time whatever the other player’s actions. Guaran-
teed viability is the appropriate framework when other
players are considered as perturbations (such as move
by nature in [10] or others’ models in [1]).

In the context of N -player discrete-time deterministic
infinite non-linear dynamic games, the objective of this
paper is to show how individual strategies derived from
individual guaranteed viability kernels can ensure all
players’ viability. Hence, designing mechanisms that en-
sure that all individual guaranteed viability kernels are
non-empty emerges as a way of building collective via-
bility.

The rest of the paper is organized as follows. In Section
2, we specify the generic problem adressed in this paper
in both frameworks of game theory and viability the-
ory. We specify the particular assumptions we make and
highlight the classical assumptions we do not need. In
Section 3, we propose our resolution approach based on
individual guaranteed viability kernels computation. We
also design an algorithm to approximate them. And we
exhibit sufficient conditions to allow to derive from these
guaranteed viability kernels, N sets of feedback strate-
gies that govern system evolutions in which all individ-
ual constraints are satisfied over time. Section 4 shows
experiments on an agricultural cooperative model from
litterature [29]. We detail the implementation of our ap-
proach illustrated with numerical results on computed
individual strategies that ensure the viabilty of all. When
our approach results in empty guaranteed viability ker-
nels, and then failed at providing the desired individ-
ual strategies, the definition of the game must change.
Here we propose to change the rules. Ensuring the non-
emptiness of the individual guaranteed viability kernels
then becomes a guide to design new operating rules. The
final section discusses the contributions of the paper.

2 Problem formulation

Let us consider a global entity described by the macro-
scopic variables x ∈ Rn which gathers N individuals (or
players). Each member i ∈ N := {1, . . . , N} is described
by the state variables xi ∈ Rni .
Let us assume that the evolution of state variables xi
of member i is governed by the discrete-time controlled
dynamical system (fi, Ui):

xi(t+ 1) = fi(xi(t), ui(t), x(t))

ui(t) ∈ Ui(xi(t), x(t)) ⊂ Rpi .
(1)

The map Ui : Rni × Rn ; Rpi associates the set of
admissible controls with the state of member i, xi, and
the global state, x. The function fi : Rni ×Rpi ×Rn →
Rni associates the new values of local state variables
with the current values of the local state variables, the
global state variables, and the local control variables.
The variations of the macroscopic variables x ∈ Rn are
also governed by a discrete-time controlled dynamical
system (f, (Ui)i∈N ):

x(t+ 1) = f(x(t), (xi(t))i∈N , (ui(t))i∈N )

ui(t) ∈ Ui(xi(t), x(t)) ∀i ∈ N .
(2)

The function f : Rn× (
∏N
i=1 Rni)× (

∏N
i=1 Rpi) 1 → Rn

associates the new values of the global state variables,
with the current values of the global state variables, all
local state variables and all local control variables.

Besides, let us assume that each individual i ∈ N faces
viability constraints described by a subset of the local
state space Li ⊂ Rni and the global entity also faces
viability constraints described by a subset of the state
space L ⊂ Rn.

Definition 1 An evolution of the whole system will be
considered as viable if and only if

∀t ∈ N , x(t) ∈ L and ∀i ∈ N , xi(t) ∈ Li. (3)

The particular viability problem we address in this paper

is to find a subset V ⊂ L×(
∏N
i=1 Li) ⊂ Rn×(

∏N
i=1 Rni)

of initial states and N feedback functions Ũi : Rni ×
Rn ; Rpi such that all solutions of the dynamical sys-
tem (S) below starting at (x(0), x1(0), . . . , xN (0)) ∈ V

1 We denote by
∏n
i=1 Xi the n-ary Cartesian product over

the n sets X1, ..., Xn

n∏
i=1

Xi := X1 × . . . ,×Xn = {(x1, . . . , xn) | xi ∈ Xi, ∀i ∈ {1, . . . , n}}.
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are viable.

S


x(t+ 1) = f(x(t), (xi(t))i∈N , (ui(t))i∈N )

xi(t+ 1) = fi(xi(t), ui(t), x(t)) , ∀i ∈ N

ui(t) ∈ Ũi(xi(t), x(t)) , ∀i ∈ N .

(4)

When there exist such feedback functions (Ũi)i∈N , it
means that if all the players play according to their own
feedback function Ũi, although they don’t know the ac-
tions of others, they are all viable.

2.1 Problem description in the game theory framework

Following the definitions of [9], the problem we address
belongs to infinite dynamic games: the action sets of the
players comprise an infinite number (in fact a contin-
uum) of elements (alternatives) (Eq. (1)), and the play-
ers gain some dynamic information throughout the deci-
sion process. More precisely, we consider a discrete-time
deterministic infinite dynamic game with infinite hori-
zon since the time is discretized, the dynamics are de-
terministic and the time horizon is not prespecified. Fol-
lowing again the definitions of [9], in the dynamic game
we consider,

(i) the players’ set isN , the stage is described by t ∈ N,

the state space of the game is Rn× (
∏N
i=1 Rni), the

product set of the global and individual variables
(x, (xi)i∈N ) (Eqs. (1)-(2)),

(ii) the action (control) set (the permissible actions) of
player i at stage t is Rpi , to which the action ui of
player i belongs, and the admissible strategies of
player i at all stages are mappings ui from Rni×Rn
to Rpi that satisfy ui(xi, x) ∈ Ui(xi, x) ⊂ Rpi (Eq.
(1)),

(iii) the state equation of the dynamic game, describing
the evolution of the underlying decision process is
the function which associates any state and any
action

(x, (xi)i∈N , (ui)i∈N ) ∈ Rn × (

N∏
i=1

Rni)× (

N∏
i=1

Rpi)

with the next system state

(f(x, (xi)i∈N , (ui)i∈N ), (fi(xi, ui, x))i∈N )

(this function does not depend on the stage of the
game) (Eqs. (1)-(2)),

(iv) the observation set of player i at all stages is Rni ×
Rn, the product space of the state space of player i
and the global state space, to which the observation
(xi, x) of player i belongs at all stages (Eq. (1)).
The state-measurement (-observation) equation of
player i is then at all stages the projection of the

system state on the product of the state space of
player i and the global state space,

(v) the information structure of the game is a feedback
imperfect state information (FIS) pattern: the in-
formation gained and recalled by any player i at
any stage t is (xi(t), x(t)), it has no additional in-
formation about the strategy of the other players.
In particular, he can not predict the future actions
of the other players. The information space of any
player i at any stage t, induced by his information
(xi(t), x(t)) is then Rni × Rn,

(vi) the cost functional of player i in this game of infinite
duration derives from the objective (Eq.(3)):

Gi((x(t))t∈N, (xi(t))i∈N ,t∈N, (ui(t))i∈N ,t∈N)

=
∑
t∈N gi(x(t), xi(t))

where gi(x, xi) = 0 if xi ∈ Li and x ∈ L , and 1
otherwise.

We recall that a N -uplet of deterministic control func-
tions is a pure Nash equilibrium for the game within the
class of feedback strategies if for all i ∈ N , the ith con-
trol function provides an optimal feedback in connection
with the cost functional of player i.

Hence, in the game we consider, the classical game
theory approach by looking for pure feedback Nash
equilibria allows to find N -uplets of control functions
(u∗i (xi, x))i∈N such that for all i ∈ N , the control
(xi, x)→ u∗i (xi, x) provides an optimal feedback in con-
nection with the optimal control problem for player i.
Let us consider the set

D := {(x, (xi)i∈N ) ∈ Rn × (
∏N
i=1 Rni )|∀i ∈ N ,

Gi((x
∗(t))t∈N, (x

∗
i (t))i∈N ,t∈N, (u∗i (x(t), xi(t)))i∈N ,t∈N) = 0}

with (x∗(.), (x∗i (.))i∈N ) the evolution of the game gov-
erned by the individual feedback strategies (u∗i )i∈N
starting at (x, (xi)i∈N ). Then, from states belonging to
D, the N feedback functions u∗i govern viable evolutions
of the game since Gi is null for all i ∈ N .
Hence, pure feedback Nash equilibria associated with
the subset of the state space where all costs are null pro-
vide solutions to the problem addressed in this paper.

However, apart from the linear quadratic case and the
mean-field cases, the Nash equilibria cannot be described
by analytical expressions. In the general case where ap-
proximate solutions must be sought, the concepts and
algorithms of viability theory make it possible to pro-
pose solutions.
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2.2 Problem description in the viability theory frame-
work

The problem addressed in this paper can also be stated
in the framework of viability theory. Following [7,3] no-
tations,

(i) the system state belongs to Rn × (
∏N
i=1 Rni), the

product set of the global and individual variables
(x, (xi)i∈N ) (Eqs. (1)-(2)),

(ii) each individual i can choose its control values ui in
the set of admissible controls which depends on the
global variables and on its own individual variables
(x, (xi)i∈N ) (Eq. (1))

(ui)i∈N ∈
N∏
i=1

Ui(xi, x) , (5)

(iii) given the system state at time t ∈ N and the con-
trols chosen by each individual, the dynamics gov-
erning the system state values at time t+ 1 are de-
terministic (Eqs. (1)-(2)){

x(t+ 1) = f(x(t), (xi(t))i∈N , (ui(t))i∈N )

(xi(t+ 1))i∈N = (fi(xi(t), ui(t), x(t)))i∈N ,

(6)
(iv) from Eq. (3), the viability constraints are described

by the subset of the state space

L× (

N∏
i=1

Li) . (7)

The classical viability analysis determines the viability
kernel of dynamics (Eqs. (5)-(6)) subject to constraints

(Eq. (7)). It allows to find the subset of L × (
∏N
i=1 Li)

gathering all states (x, (xi)i∈N ) from which controls can
be chosen to make the system evolution remain in the
constraint set. Moreover, feedback strategies governing
these viable evolutions can be derived from the viability
kernel through the regulation map [7]. But, these feed-
back strategies, U∗, depend on the whole system state,
(ui)i∈N ∈ U∗(x, (xi)i∈N ). Whereas in the problem ad-
dressed in this paper we aim at finding feedback strate-
gies that only depend on (x, xi) for each ui since indi-
vidual i does not know the other individuals’ state (the
information space of player i is Rni × Rn in the game
theory terminology). So the classical viability approach
is not relevant in this case.

We recall that a viability domain is a closed subset of
the state space which has the property that from each
element of it starts an evolution viable in this domain [7].
Hence, in the framework of viability theory, solutions to
the particular viability problem we address in this paper

are provided by subsets D ⊂ L × (
∏N
i=1 Li) which are

viability domains with feedback strategies that can be
written split into N parts:

U∗(x, (xi)i∈N ) :=

N∏
i=1

U∗i (xi, x). (8)

Actually, from initial states belonging to D solu-
tions governed by N feedback functions ui satisfying
ui(x, (xj)j∈N ) ∈ U∗i(xi, x) remain in D which is a
subset of the constraint set, and are then viable.

3 The proposed decentralized algorithm

To find individual strategies that ensure the viability
of all members, we propose to split the whole problem
into individual problems in which the others’ actions are
considered as perturbations.

3.1 Individual problem formulation

From theN player game with (n+
∑N
i=1 ni)-dimensional

state space (Eqs. (1)-(2) section 2), let us define N two-
player games with (n+ni)-dimensional state spaces and
dynamics described by Si:

Si



x(t+ 1) = f(x(t), (xi(t))i∈N , (ui(t))i∈N )

xi(t+ 1) = fi(xi(t), ui(t), x(t))

ui(t) ∈ Ui(xi(t), x(t))

xj,j 6=i(t) ∈ Lj
uj,j 6=i(t) ∈ Uj(xj(t), x(t)) ,

(9)

where ui ∈ Ui(xi, x) is the action or control of player i
considered as the first player of this new game, and

vi := ((xj , uj))j∈N , j 6=i ∈ Vi(x) :=

N∏
j=1
j 6=i

(
⋃

xj∈Lj

(xj × Uj(xj , x)))

(10)

which gathers all other members’ actions (considered
as perturbations in the viability theory framework since
member i can not control them) is the action of the
second player.

The objective of player i is to ensure its own viability
which means from Eq. (3)

(x(t), xi(t)) ∈ L× Li , ∀t ∈ N. (11)

3.2 Guaranteed viability kernels

3.2.1 A concept of the mathematical viability theory

When dynamical systems are described by ordinary dif-
ferential equations, a positively invariant set has the
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property that, if it contains the system state at some
time, then it will contain the system state also in the fu-
ture. When controlled dynamical systems are concerned,
a set is controlled invariant if for all initial conditions
chosen among its elements, the trajectory remains inside
the set by means of a proper control action [15]. In the
differential inclusion framework (which encompasses or-
dinary differential equations and controlled dynamical
systems), a viable set gathers states from which at least
one solution to the differential inclusion remains inside
it. The largest viable set inside a prescribed domain is
called the viability kernel [7]. When uncertain systems
are considered, the concept of invariance domain [7] re-
quires that all solutions remain inside the set whatever
the perturbation; when a control input is present, the
concept of discriminating domain [17] or guaranteed vi-
ability domain [3] deals with the possibility of finding
a control law that governs viable evolutions despite the
perturbations.

3.2.2 Definition and main property of a guaranteed vi-
ability kernel in the discrete-time case

We recall the definition of the guaranteed viability kernel
in the discrete-ime dynamics case [3].

Definition 2 A discrete-time dynamic game (U, V,Φ)
is defined by a set-valued control map U : Rn ; Rp, a
perturbation set-valued map V : Rn ; Rq and a function
Φ : Rn×Rp×Rq → Rn governing evolutions satisfying:

x(t+ 1) = Φ(x(t), u(t), v(t))

u(t) ∈ U(x(t))

v(t) ∈ V (x(t)) .

(12)

Definition 3 We associate with any subset L ⊂
Dom(U) 2 the guaranteed regulation map

ΓL(x) := {u ∈ U(x)|Φ(x, u, V (x)) ⊂ L} .

We shall say that L is a guaranteed viability domain if

∀x ∈ L, ΓL(x) 6= ∅.

Moreover, we can define the largest guaranteed viabil-
ity domain contained in a closed set with additional as-
sumptions on the dynamics.

Proposition 4 Let L be a closed subset of Dom(U).

2 Let U be a set-valued map U : Rn ; Rp, Dom(U) := {x ∈
Rn | U(x) 6= ∅} .

When U is upper semicompact 3 , V is lower semicontin-
uous 4 and Φ is continuous, the union of all guaranteed
viability domains contained in L is a closed guaranteed
viability domain called the guaranteed viability kernel.
We denote it Guar(U,V,Φ)(L).

PROOF. We first prove that if L is closed and ifD ⊂ L
is a guaranteed viability domain for the game (U, V,Φ),
then the closed subset D := {x ∈ L | ∃(xn)n∈N ∈
DN | x = limn→+∞ xn} ⊂ L is a guaranteed viabil-
ity domain. Actually, let us consider x ∈ D, there
exists a sequence xn ∈ D such that xn converges to
x. Since xn ∈ D, there exists un ∈ U(xn) such that
Φ(xn, un, V (xn)) ⊂ D. Since U is upper semicompact,
there exists a subsequence unp converging to some
u ∈ U(x). Since V is lower semicontinuous, for any
v ∈ V (x), there exists a sequence vnj ∈ V (xnj ) converg-
ing to v. But, Φ(xnj , unj , vnj ) ⊂ D and Φ is continuous,

so Φ(x, u, v) ∈ D for all v ∈ V (x).
We finally remark that the union of all guaranteed via-
bility domains contained in L is a guaranteed viability
domain.

3.2.3 Guaranteed viability kernel approximation algo-
rithm

Analytical definitions of viability kernels are rarely
achievable. But, algorithms have been proposed to com-
pute approximations of viable sets (using Euler methods
[34], level set approaches [31], Lagrangian methods [27],
and classification functions [21]).
In the discrete-time dynamics case, approximations of
guaranteed viability kernels can be computed with the
following algorithm inspired by [5].

Let L ⊂ Rn be a closed subset and let us consider

∆�1
U,V,Φ(L) := {x ∈ L|∃u ∈ U(x)|Φ(x, u, V (x)) ⊂ L}.

Starting with L0 := L, we define recursively the subsets
Ln:

∀n ≥ 0, Ln+1 := ∆�1
U,V,Φ(Ln) .

Proposition 5 Let us assume that L is closed and that
U is upper semicompact, V is lower semicontinuous and

3 A set-valued map U : Rn ; Rp is said to be upper semi-
compact at x if for every sequence xn ∈ Dom(U) converging
to x and for every sequence yn ∈ U(xn), there exists a sub-
sequence ynp converging to some y ∈ U(x).
4 A set-valued map V : Rn ; Rq is said to be lower semi-
continuous at x if for any sequence xn ∈ Dom(V ) converging
to x, for any y ∈ V (x), there exists yn ∈ V (xn) converging
to y.

5



Φ is continuous, then the subsets Ln are closed and

Guar(U,V,Φ)(L) = ∩n≥0Ln.

PROOF. We know from Proposition 4 that Guar(U,V,Φ)(L)
is a viability domain so Guar(U,V,Φ)(L) ⊂ ∩n≥0Ln.

Let x ∈ L∞ := ∩n≥0Ln. Then for every n ≥ 0, x ∈
∆�1
U,V,Φ(Ln), and thus, there exists un ∈ U(x) such that

Φ(x, un, V (x)) ⊂ Ln. Since U(x) is compact, a sub-
sequence (again denoted un) converges to some u∗ ∈
U(x). But, when m ≥ n, Φ(x, um, V (x)) ⊂ Lm ⊂ Ln,
so Φ(x, u∗, V (x)) ⊂ Ln and Φ(x, u∗, V (x)) ⊂ ∩n≥0Ln.
Hence, whenever the subsets Ln are closed, x ∈ L∞ ∩
∆�1
U,V,Φ(L∞) and thus, L∞ is a guaranteed viability do-

main and consequently, it is contained in Guar(U,V,Φ)(L).

To prove recursively that the subsets Ln are closed, it
is enough to prove that Ln+1 is closed whenever Ln is
closed. Let us consider a sequence xj ∈ Ln+1 which con-
verges to x, that belongs to Ln. There exists uj ∈ U(xj)
such that Φ(xj , uj , V (xj)) ⊂ Ln. Since U is assumed to
be upper semicompact, a subsequence (again denoted by
uj) converges to u ∈ U(x). Since V is lower semicontinu-
ous, for any v ∈ V (x), there exists a sequence vj ∈ V (xj)
converging to v. Since Φ(xj , uj , V (xj)) ⊂ Ln, we know
that Φ(xj , uj , vj) belongs to Ln, and consequently, since
Φ is continuous, that Φ(x, u, v) belongs to Ln. Hence,
Φ(x, u, V (x)) ⊂ Ln, so that x belongs to Ln+1.

3.3 From individual guaranteed viability kernels to a
global viability domain

Considering the N viability problems of subsection 3.1,
if Li and L are closed and if the dynamics Si (Eq. (9))
satisfy the assumptions of proposition 4, the guaranteed
viability kernel of Li × L exists and we denote it by
GuarSi(Li × L) ⊂ Li × L ⊂ Rni × Rn.

From these N guaranteed viability kernels, we can build

a subset of the (n +
∑N
i=1 ni)-dimensional state space

L× (
∏N
i=1 Li).

Definition 6 The subset D of L× (
∏N
i=1 Li) defined by

D :=
⋃
x∈L

({x}×(

N∏
i=1

(GuarSi(Li×L)∩(Rni×{x}))|Rni
5 ))

(13)
is called the global viability domain associated with the
N guaranteed viability kernels.

5 The function |Rni is the canonical projection onto Rni

D gathers all states (x, (xi)i∈N ) ∈ L × (
∏N
i=1 Li) for

which (x, xi) ∈ GuarSi(Li × L) for all i ∈ N .

When the global viability domain is non empty, it al-
lows to solve the problem adressed in this paper, to de-
sign individual strategies that ensure the viability of all
with information space of payer i reduced to Rni × Rn
(Eq.(8)).

Theorem 7 The subset D of L × (
∏N
i=1 Li) defined by

Eq. (5) is a viability domain for dynamics (Eqs. (1)-(2))
facing constraints (Eq. (3)).
Moreover, an evolution starting in D and governed
by Eqs. (1)-(2) with ∀t ∈ N, ∀i ∈ N , ui(t) ∈
ΓGuarSi (Li×L)(xi(t), x(t)) is viable for constraints de-

scribed by Eq. (3).

PROOF. Let us assume that (x(t), (xi(t))i∈N ) ∈ D,
then for all i ∈ N , (xi(t), x(t)) ∈ GuarSi(Li × L). Let
us choose

(ui(t))i∈N ∈
N∏
i=1

ΓGuarSi (Li×L)(xi(t), x(t)).

Then (xi(t+1), x(t+1)) ∈ GuarSi(Li×L) for all i ∈ N
and (x(t+ 1), (xi(t+ 1))i∈N ) ∈ D.

4 Experiments with an agricultural cooperative
model

An agricultural cooperative and its members may con-
stitute a relatively simple example of two-scale systems.
Actually, these farmer organizations are characterized
by open membership societies, collective ownership,
equal voting power, principles of equality and solidar-
ity. Cooperative members, however, are rather het-
erogeneous. In general, members can be differentiated
according to geographic dispersion, variances in age
and education, farm size and type, as well as business
objectives and strategies.

4.1 The model description

[29] consider a stylized agricultural cooperative with N
members. Each member i of the cooperative commits to
bring a fixed amount of its production, wi, to the coop-
erative each year. The cooperative transforms the whole
material brought by its members and sells its produc-
tion. The cooperative pays each member according to
the provided amount, and the price per quantity unit is
the same for all members. Nevertheless, this price, p(t),
may evolve each year. Hence, the cooperative pays p(t)wi
to member i each year.
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To complete the description of the evolution of the capi-
tal, Ki, of member i, we add that members have charges
the amount of which is proportional to the quantity
produced with proportional coefficient, Ci

ui(t)
where Ci

is fixed and ui(t) ∈ [1;α] is related to the production
process choice of member i at time t: a high quality
production corresponds to a low process tolerance level
which is associated with ui(t) = 1 and consequently with
high charges per unit quantity. The lowest quality cor-
responds to ui(t) = α > 1. Finally,

Ki(t+ 1) = Ki(t) + p(t+ 1)wi − Ci
wi
ui(t)

. (14)

The price p(t) is the price at which the cooperative is able
to sell its production. We consider that there is a matter
of reputation. This inertia is represented by a weight
allocated to the previous price, p(t), when evaluating
p(t+ 1):

p(t+ 1) = δ(p(t), pex(t))p(t) + (1− δ(p(t), pex(t)))pex(t) (15)

where pex(t) is directly linked with the process quali-
ties used by all members during period t to t + 1 and
δ(p, pex) := δ ∈ [0, 1[ if p ≤ pex and δ(p, pex) := 0 other-
wise : when the quality decreases, the effect on the price
is instantaneous; however, when the quality increases,
the price will increase less quickly since building up a
reputation as quality producer takes time.

pex(t) depends on the process qualities of all members
between t and t + 1, hence depends on (ui(t))i∈N . It
equals the maximal price denoted by p0 when ui(t) = 1
for all members i. However, if all members choose least
quality processes (ui(t) = α, ∀i ∈ N ), it drops to p0/α

2 :

pex := p0 −A(umean − 1) = f(umean)

with umean :=

∑N

i=1
wi∑N

i=1
(wi/ui)

and A := 1+α
α2 p0 .

(16)

Consequently, the evolutions of the cooperative and its
N members are described by the following (N + 1)-
dimensional discrete-time controlled dynamical systems:

S



p(t+ 1) = δ(p(t), f(
∑N
i=1 wi∑N

i=1(wi/ui(t))
))p(t)

+(1− δ(p(t), f(
∑N
i=1 wi∑N

i=1(wi/ui(t))
))f(

∑N
i=1 wi∑N

i=1(wi/ui(t))
) ,

Ki(t+ 1) = Ki(t) + p(t+ 1)wi − Ci wi
ui(t)

, ∀i ∈ N

ui(t) ∈ [1;α] , ∀i ∈ N .

(17)

4.2 The constraint set definition

The global variable, the price p, must fluctuate between
the price of the lowest quality production p0

α2 and the
price of the highest quality production p0.
Moreover, we assume that the minimal condition for
member i to remain in the cooperative is to preserve a
minimal capital amount Ki,min the value of which may
depend on the member.

Then, along an evolution, the N members satisfy their
viability constraint if, for all t ∈ N, the whole system
state (p(t),K1(t), . . . ,KN (t)) belongs to

[
p0

α2 ; p0]× (

N∏
i=1

[Kimin ; +∞[) . (18)

4.3 Definition of the individual guaranteed viability ker-
nels

Following the approach of subsection 3.1, from the (N +
1)-dimensional discrete-time dynamics (Eq. (17)) de-
scribing the agricultural cooperative dynamics, we define
N two-player games with the following 2-dimensional
dynamics Si,W :

Si,W



p(t+ 1) = δ(p(t), f( W
wi
ui(t)

+
W−wi
vi(t)

))p(t)

+(1− δ(p(t), f( W
wi
ui(t)

+
W−wi
vi(t)

))f( W
wi
ui(t)

+
W−wi
vi(t)

)

=: P(p(t), ui(t), vi(t))

Ki(t+ 1) = Ki(t) + p(t+ 1)wi − Ci wi
ui(t)

=: Ki(t) +Ki(P(p(t), ui(t), vi(t)), ui(t))

ui(t) ∈ [1, α]

vi(t) ∈ [1, α]

(19)

with W :=
∑
i wi.

At each time t, ui(t) is the control member i (first
player) can choose and vi(t) the result of the other
members’ choices (regarded as second player action).
Actually, in this particular case, the influence of all the
other members on the dynamics can be captured by a
one-dimensional variable, vi ∈ [1;α], since

∪uj 6=i∈[1;α]{
N∑

j=1,j 6=i

wj
uj
} = ∪vi∈[1;α]

W − wi
vi

.

Applying the approach of subsection 3.1 to the con-
straints described by Eq. (18), the objective of the first
player is to keep the system state inside the constraint
set Li :

Li := [Ki,min; +∞[×[
p0

α2 ; p0] . (20)
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Since Si,W (Eq. (19)) and Li (Eq. (20)) satisfy the as-
sumptions of Proposition 4 (Li is closed, U and V are
constant, and Ki and P are continuous), the guaranteed
viability kernel associated with dynamics Si,W and the
constraint set Li exists, it is a closed subset of R2 and
we denote it by GuarSi,W (Li).

Considering Ki(t)−Ki,min instead of Ki(t), we can set
Ki,min = 0 without loss of generality, Si,W is unchanged,
Li becomes [0; +∞[×[ p0

α2 ; p0], and GuarSi,W (Li) de-
pends then on six parameters

α, p0, δ, wi, Ci, W.

α depends on the production process, p0 and δ depend
on the market dynamics, W depend on the cooperative
size and wi and Ci are individual characteristics of mem-
ber i. From our study viewpoint, α, p0 and δ are envi-
ronment parameters, and we put the focus on the rela-
tionship between individual (wi and Ci) and global (W )
parameters.

4.4 The definition of the global viability domain

Following the approach of subsection 3.3, from the N in-
dividual guaranteed viability kernels, we define the sub-

set D ⊂ [p0/α
2; p0]× (

∏N
i=1[0; +∞[) ⊂ RN+1 by :

D :=
⋃

p∈[p0/α2;p0]

({p}×(

N∏
i=1

(GuarSi,W (Li)∩([0; +∞[×{p}))|K 6 ))

(21)

Theorem 8 The subsetD ⊂ [p0/α
2; p0]×(

∏N
i=1[0; +∞[)

is a guaranteed viability domain for dynamics of Eq.
(17) facing constraints described by Eq. (18).
Moreover, an evolution (p(t),K1(t), . . . ,KN (t)) starting
in D and governed by Eq. (17) with ∀t ∈ N, ∀i ∈ N ,
ui(t) ∈ ΓGuarSi,W (Li)(Ki(t), p(t)) is viable in the con-

straint set described by Eq. (18).

PROOF. It is a particular case of Theorem 7.

4.5 Necessary and sufficient condition for the global vi-
ability domain to be non-empty

Corollary 9 D is empty if and only if there exists i ∈ N
such that GuarSi,W (Li) is empty.

6 The function |K is defined by:

proj|K : R× [p0/α
2; p0]→ R

(K, p)→ K .

PROOF. This is a consequence of the shape of the
individual guaranteed viability kernels GuarSi,W (Li)
(Lemma 10).

Lemma 10 If (K, p) ∈ GuarSi,W (Li), then for
all (K∗, p∗) ∈ Li with K∗ ≥ K and p∗ ≥ p,
(K∗, p∗) ∈ GuarSi,W (Li).

PROOF. Let us consider (K, p) ∈ GuarSi,W (Li) and
ṽi(·) : N → [1;α]. There exists ũi(·) : N → [1;α] such
that the evolution (Ki(·), p(·)) governed by Eq. (19) with
ui(·) = ũi(·), vi(·) = ṽi(·), and (Ki(0), p(0)) = (K, p),
remains in Li for all t ∈ N. But Ki(t + 1) −Ki(t) and
p(t + 1) − p(t) do not depend on Ki(t) (Eq. (19)), so
the evolution governed by Eq. (19) with ui(·) = ũi(·),
vi(·) = ṽi(·) and starting at (K∗, p) with K∗ ≥ K will
be (Ki(·) + K∗ −K, p(·)) which also remains inside Li
for all t ∈ N. So, (K∗, p) ∈ GuarSi,W (Li).
Moreover, since Ki(t+ 1)−Ki(t) and p(t+ 1) increases
with p(t) (Eq. 19), the evolution governed by Eq. (19)
with ui(·) = ũi(·), vi(·) = ṽi(·) and starting at (K∗, p∗)
with p0 ≥ p∗ ≥ pwill be (K∗i (t), p∗(t)) with p0 ≥ p∗(t) ≥
p(t) and K∗i (t) ≥ Ki(t) which also remains inside Li for
all t ∈ N. So, (K, p∗) ∈ GuarSi,W (Li).

Consequently, if all the individual guaranteed viability
kernels are not empty, there exist initial situations for
which all the individual constraints are satisfied over
time if all the members follow the guaranteed strategies
derived from their individual guaranteed viability prob-
lems.

4.6 Numerical results in a case when the global viability
domain in non-empty

The environment parameter values are α = 2, p0 = 12
and δ = 0.1, and the cooperative is made of three mem-
bers whose parameter values are w1 = 2, C1 = 6.35,
w2 = 3, C2 = 7.5, w3 = 4 and C3 = 8.55 (and conse-
quently, W = w1 + w2 + w3 = 9).

4.6.1 Numerical approximations of the three individual
guaranteed viability kernels

Fig. 1 displays approximations of these guaranteed vi-
ability kernels. These approximations are obtained us-
ing algorithm of section 3.2.3 and discretization in space
from [34].

4.6.2 Evolution with time of the whole cooperative
with members following feedback strategies de-
rived from the regulation map of their guaranteed
viability kernels

Fig. 2 displays the evolutions with time of the capital
of members 1, 2 and 3 with initial conditions p(0) = 5,
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(a) Member 1: w1 = 2,
C1 = 6.35

(b) Member 2: w2 = 3,
C2 = 7.5

(c) Member 3: w3 = 4,
C3 = 8.55

Fig. 1. Approximations of the guaranteed viability kernels
of the three members. α = 2, p0 = 12, δ = 0.1 and
W = w1 + w2 + w3 = 9.

K1(0) = 1, K2(0) = 7 and K3(0) = 10 which belong to
the viability domain

⋃
p∈[p0/α2;p0]

({p}×(

3∏
i=1

(GuarSi,W (Li)∩([0; +∞[×{p}))|K)) .

(22)
These evolutions are governed by Eq. (19) with
ui(t) ∈ ΓGuarSi,W (Li)(Ki(t), p(t)) for i = 1, 2, 3. We

ran three simulations modifying the way the members
choose among the process tolerance levels that guaran-
tee their viability:

• in the experiment (a), the three members choose
the level that maximizes their worst next income

u∗i (t) := argmax min
vi(t)∈[0;α]

Ki(P(p(t), ui(t), vi(t)), ui(t)) ,

when ui(t) ranges over ΓGuarSi,W (Li)(Ki(t), p(t))

• in the experiment (b), the lowest level

u∗i (t) = min
ui(t)∈ΓGuarSi,W (Li)

(Ki(t),p(t))
ui(t) ,

• in the experiment (c), an arbitrary level among sub-
set ΓGuarSi,W (Li)(Ki(t), p(t)).

(a) (b)

(c)

Fig. 2. Evolutions with time of the capital of the three mem-
bers according to their strategy (a), (b) or (c). The ini-
tial conditions are p(0) = 5, K1(0) = 1, K2(0) = 7 and
K3(0) = 10 and the dynamics governed by Eq. (19). α = 2,
p0 = 12, δ = 0.1.

Obviously, each member capital evolution depends on its
strategy and on those of the other members but since all
the members choose their controls among the guaranteed
viable ones, all member capitals remain in the constraint
set (i.e. bigger than 0) (Theorem 8).

4.7 Mechanism design when the global viability domain
is empty

When at least one individual guaranteed viability kernel
is empty, the global viability domain defined by Eq. (6)
is empty (Corollary 9). A modification of the coopera-
tive rules is then needed to allow the design of individ-
ual strategies that ensure the viability of all members.
The study of the individual guaranteed viability kernel
properties can provide a straightforward way of design-
ing new cooperative operating rules (from which new in-
dividual dynamic games S∗i will derive) so that the de-
rived global viability domain D∗ will be non-empty pro-
vided that the individual charges are not too high given
the environment parameters α and p0.
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Lemma 11 Given p0, α with α2 − α − 1 ≥ 0 and a
cooperative member i characterized by its pair (Ci, wi),

if Ci ≤ p0

α
(1+α+α2)2

4α(1+α) , then there exists a total produc-

tion amount of the cooperative W (i) ≥ wi such that
GuarSi,W (Li) is non-empty for W ∈ [wi;W (i)].

PROOF. This is a consequence of both following
Proposition 12 and Lemma 13.

Proposition 12 The guaranteed viability kernel
GuarSi,W (Li) is not empty if there exists ui ∈ [1;α] such
that

Ki(P(f(g(ui)), ui, α), ui) ≥ 0.

PROOF. See Appendix A.1.

Lemma 13 When α2−α−1 ≥ 0, if Ci ≤ p0

α
(1+α+α2)2

4α(1+α) ,

then there exists a total production amount of the cooper-
ative W (i) ≥ wi such that for all W ∈ [wi;W (i)], there
exists ui ∈ [1;α] such that

Ki(P(f(g(ui)), ui, α), ui) ≥ 0

.

PROOF. See Appendix A.2.

Moreover, when the guaranteed viability kernel is non-
empty, there exists a lower bound on Ki, let us denote it
Ki, such that all pairs (K, p) belong to the guaranteed
viability kernel when K ≥ Ki :

Corollary 14 If there exists ui ∈ [1;α] such that
Ki(P(f(g(ui)), ui, α), ui) ≥ 0, then (K, p) ∈ GuarSi,W (Li)

for all p ∈ [p0/α
2; p0] when K ≥ wi 1

1−δ
p0

α (α− 1).

PROOF. See Appendix A.3.

Then, let us consider a cooperative in which all pairs
(Ci, wi) satisfy the assumption of Lemma 11 with the
additional hypothesis:

W ∗ := min
i∈N

W (i) ≥ max
i∈N

wi . (23)

As a consequence of Lemma 11, in such a cooperative,
for all i ∈ N , GuarSi,W∗ (Li) is non-empty. Moreover, as
a consequence of Corollary 14, for all i ∈ N , (K, p) ∈
GuarSi,W∗ (Li) when K ≥ maxi∈N Ki.

4.7.1 New rules for the cooperative

The central idea comes from this property that each
member would be able to ensure its viability in a cooper-
ative with smaller total production quantity (W ∗). Sev-
eral mechanism designs can be derived from this prop-
erty. We propose here the following one: when one co-
operative member economic health becomes worrying
(Ki(t) < K withK ≥ maxi∈N Ki to be chosen), the pro-
duction of all members are no longer mixed all together
but split into N∗ groups of production size smaller or
equal toW ∗, in which each member can ensure its viabil-
ity. N∗ may take several values. Splitting into N groups
is always a theoretical solution (although not compati-
ble with the definition of a cooperative). Lower values
can be reached depending on W , W ∗ but also on all the
individual production values, but W

W∗ is a lower bound
of N∗.

Let (Ij)j∈N∗:={1,...,N∗} be the member indexes of theN∗

groups and let d be the function from N to N ∗ which
associates with i the index of the group of member i.
The total production of group j equals Wj ≤ W ∗. To
describe the dynamics, we need to add the variable b
which can take three values: when b(t) = 1, the coop-
erative production is split (and consequently, there are
as many prices as groups), when b(t) = 0, all individual
productions are mixed (and there is only one price), and
b(t) = 2 at the grouping time. We make the assump-
tion that at the grouping time the one price for the new
group is defined with the average price over former sub-
groups. We also assume that the splitting and grouping
processes do not generate additional costs for the coop-
erative members.

The discrete-time system governing the new cooperative
dynamics is then defined on RN∗+1 ×{0, 1, 2}×RN by:

• if b(t) = 1, cooperative is split, there are as many
prices, pj , as groups,

∀j ∈ N ∗, ∀i ∈ Ij ,

Ki(t+ 1) = Ki(t) + pj(t+ 1)wi − Ci wi
ui(t)

pj(t+ 1) = δ(pj(t), f(
Wj∑

i∈Ij
wi
ui(t)

)pj(t)

+(1− δ(pj(t), f(
Wj∑

i∈Ij
wi
ui(t)

))f(
Wj∑

i∈Ij
wi
ui(t)

)

b(t+ 1) = 1 if mini∈N Ki(t+ 1) < K

= 2 otherwise.

(24)
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• if b(t) = 2, this is grouping time,

∀i ∈ N ,

Ki(t+ 1) = Ki(t) + p(t+ 1)wi − Ci wi
ui(t)

p(t+ 1) = δ(p(t), f( W∑N
i=1

wi
ui(t)

)p(t)

+(1− δ(p(t), f( W∑N
i=1

wi
ui(t)

))f( W∑N
i=1

wi
ui(t)

)

with p(t) =
∑
j∈N∗ pj(t)/N

∗

b(t+ 1) = 1 if mini∈N Ki(t+ 1) < K

= 0 otherwise.

(25)

• if b(t) = 0, all individual productions are mixed,
there is only one price, p,

∀i ∈ N ,

Ki(t+ 1) = Ki(t) + p(t+ 1)wi − Ci wi
ui(t)

p(t+ 1) = δ(p(t), W∑N
i=1

wi
ui(t)

)p(t)

+(1− δ(p(t), W∑N
i=1

wi
ui(t)

))f( W∑N
i=1

wi
ui(t)

)

b(t+ 1) = 1 if mini∈N Ki(t+ 1) < K

= 0 otherwise.

(26)

The objective remains to ensure all the capitals to re-
main positive, but, to include the prices of the different
groups and the three-valued variable which describes the
cooperative organisation phase, the constraint set is now
a subset of RN∗+1 × {0, 1, 2} × RN :

[
p0

α2 ; p0]N
∗+1 × {0, 1, 2} × (

N∏
i=1

[0; +∞[) . (27)

4.7.2 Definition of the individual viability problems

Following the approach of subsection 3.1, from the
discrete-time dynamics of Eqs. (24)-(25)-(26) describ-
ing the new cooperative dynamics, we define N two-
player games which are 3-dimensional: one individual
variable Ki and two global variables p and b. The new
global variable b evolves as follows: b(t + 1) = 1 if
Ki(t + 1) < K, otherwise, b(t + 1) ∈ {1, 2} if b(t) = 1,
and b(t + 1) ∈ {0, 1} otherwise (since member i can
not predict if the next capital values of all other mem-
ber capitals will be above the threshold K). W is re-
placed by the total production of the group agent i
belongs to Wd(i) :=

∑
j∈Id(i)

wj when b(t) = 1 (the

cooperative is split). All possible previous prices must
be considered when b(t) = 2 since the other group
prices are unknown to member i. Then, the dynamics
of (Ki, p, b) ∈ R × [ p0

α2 ; p0] × {0, 1, 2} are described by

S∗i,W,Wd(i),K
:



Ki(t + 1) = Ki(t) + p(t + 1)wi − Ci
wi
ui(t)

p(t + 1) = δ(vp(t), f(
W (t)

wi
ui(t)

+
W (t)−wi
vi(t)

)vp(t)

+(1− δ(vp(t), f(
W (t)

wi
ui(t)

+
W (t)−wi
vi(t)

))f(
W (t)

wi
ui(t)

+
W (t)−wi
vi(t)

)

b(t + 1) = 1 if Ki(t + 1) < K

= vb(t) otherwise.

with

W (t) = Wd(i) if b(t) = 1 and W otherwise.

ui(t) ∈ [1;α]

vi(t) ∈ [1;α]

vp(t) ∈ Vp(b(t), p(t)) := [
p0
ᾱ2 ; p0] if b(t) = 2 and p(t) otherwise.

vb(t) ∈ Vb(b(t)) := {1, 2} if b(t) = 1 and {0, 1} otherwise.

(28)

The control remains ui(t) ∈ [1;α]. The perturbations
now embed the result of other member choices (vi(t) ∈
[1;α]), but also the uncertainty on the cooperation con-
figuration (split or not) (vb(t) ∈ Vb(b(t))) and the un-
certainty on the other group prices at the grouping time
(vp(t) ∈ Vp(b(t), p(t))).

The state constraints become L∗i,K :

L∗i,K := ([0;K]× [
p0

ᾱ2
; p0]×{1})∪([K; +∞[×[

p0

ᾱ2
; p0]×{0; 1; 2}) ,

(29)

since all the capitals, especially the one of member i,
are greater than K when the cooperative is not split, i.e.
b(t) ∈ {0, 2}.

4.7.3 Non-emptiness of the individual guaranteed via-
bility kernels

Since S∗i,W,Wd(i),K
and L∗i,K satisfy the assumptions of

Proposition 4, GuarS∗
i,W,Wd(i),K

(L∗i,K), the guaranteed

viability kernel associated with dynamics S∗i,W,Wd(i),K

and constraint set L∗i,K , is closed.

Moreover, for a good choice ofK,GuarS∗
i,W,Wd(i),K

(L∗i,K)

is non-empty.

Proposition 15 When Wd(i) ≤ W ∗ defined by Eq.

(23), if K ≥ wi
1

1−δ
p0

α (α − 1) + wi(
p0

α − Ci), then

GuarS∗
i,W,Wd(i),K

(L∗i,K) is non-empty and

GuarS∗
i,W,Wd(i),K

(L∗i,K) ⊃ (GuarSi,Wd(i)
(Li)× {1})

∪([K; +∞[×[ p0
ᾱ2 ; p0]× {0; 2}).

PROOF. Let us consider

(Ki(t), p(t), b(t)) ∈ (GuarSi,Wd(i)
(Li)× {1})

∪([K; +∞[×[ p0
ᾱ2 ; p0]× {0; 2}).
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If b(t) = 1, (Ki(t), p(t)) ∈ GuarSi,W (Li) and there
exists ui(t) ∈ [1;α], such that for all vi(t) ∈ [1;α],
(Ki(t + 1), p(t + 1)) ∈ GuarSi,Wd(i)

(Li). If b(t) = 0 or

2, Ki(t) ≥ K and Ki(t + 1) ≥ K − wi(
p0

α − Ci) ≥
wi

1
1−δ

p0

α (α−1). And, from Corollary 14, (Ki(t+1), p(t+

1)) ∈ GuarSi,Wd(i)
(Li). Then, if b(t + 1) = 1, (Ki(t +

1), p(t + 1), b(t + 1)) ∈ GuarSi,Wd(i)
(Li) × {1} and if

b(t + 1) = 0 or 2, Ki(t + 1) ≥ K and (Ki(t + 1), p(t +
1), b(t+ 1)) ∈ [K; +∞[×[ p0

ᾱ2 ; p0]× {0; 2}.

Theorem 16 Given p0, α, δ and a cooperative of N
members characterized by their pairs (Ci, wi) satisfying
Lemma 11 condition, if for all members i, Wd(i) ≤ W ∗

defined by Eq. (23), and

K ≥ max
i∈N

wi
1

1− δ
p0

α
(α− 1) + wi(

p0

α
− Ci)

then the subset

D∗ :=
⋃

(p,b)∈[p0/α2;p0]×{0;1;2}

({(p, b)} × (
∏N
i=1(GuarS∗

i,W,Wd(i),K
(L∗i,K) ∩ ([0; +∞[×{(p, b)}))|K))

(30)

is non-empty.
Moreover, D∗ is a guaranteed viability domain for the
cooperative governed by the new operating rules (Eqs.
(24)-(25)-(26)) and facing constraints described by Eq.
(27).

PROOF. The non-emptiness of D∗ is a consequence
of Proposition 15 and Corollary 9. D∗ being a guaran-
teed viability domain for the cooperative governed by
the new operating rules (Eqs. (24)-(25)-(26)) and facing
constraints described by Eq. (27) is a particular case of
Theorem 7.

Hence, adding the mechanism of production split into
parts smaller thanW ∗ when someone faces economic dif-
ficulties (Ki < K), allows individuals to derive collective
viable evolutions from individual guaranteed strategies
when the initial conditions belong to D∗.

5 Discussion

We have shown how and under which conditions sets
of individual guaranteed strategies can produce viable
evolutions for all players in discrete-time N -player de-
terministic infinite dynamic games with infinite horizon.
The particularity of this approach is that the strate-
gies are computed locally without making assumptions
on the others’ behavior or on coordination among indi-
viduals. We have illustrated the implementation of such
strategies on a model of an agricultural cooperative. In

this case, we have shown the conditions under which the
relevant intersection of guaranteed viability kernels is
non-empty. For some ranges of parameter values, a mod-
ification of the operating rules of the cooperative was
necessary.
Two extensions of this work are worth considering. First,
the results were obtained under the assumption of dis-
crete time. It would be of interest to consider continuous
time dynamics. Second, designing mechanisms in order
to build non-empty individual guaranteed viability ker-
nel intersections as a way of ensuring the viability of all
individuals is a challenging and relevant research ques-
tion in a range of problems broader than the particular
agricultural cooperative case.
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A Proofs

A.1 Proof of Proposition 12

Let us consider ui ∈ [1;α] such that

Ki(P(f(g(ui)), ui, α), ui) ≥ 0.

Let us consider p := f(g(ui)) and K ≥ 0. The evolution
starting at (K, p) governed by dynamics of Eq. (19) with
∀t ≥ 0, ui(t) = ui and vi(t) = α is such that p(t) = p
and Ki(t + 1) −Ki(t) = Ki(P(f(g(ui)), ui, α), ui) ≥ 0,
∀t ≥ 0. Then this evolution is viable.
Now, the evolutions starting at (K, p) governed by
dynamics of Eq. (19) with ∀t ≥ 0, ui(t) = ui
and vi(t) : N → [0;α] are such that p(t) ≥ p
and Ki(t + 1) − Ki(t) = Ki(P(p(t), ui, vi(t)), ui) ≥
Ki(P(f(g(ui)), ui, α), ui) ≥ 0, ∀t ≥ 0. Then these evo-
lutions are also viable. Consequently, (K, p) belongs to
the guaranteed viability kernel GuarSi,W (Li) which is
then non-empty.

A.2 Proof of Lemma 13

First,

Ki(P(f(g(ui)), ui, α), ui) = wi(f(g(ui))− Ci
ui

)

= wi
α2ui(α+(k−1)ui)

G(ui)

with G : [1;α]→ R defined by:

G(ui) := p0(k−(1+α+α2))u2
i+(p0α(1+α+α2)−Ciα2(k−1))ui−Ciα3.

(A.1)

and k := W
wi
≥ 1.

Both signs of Ki(P(f(g(ui)), ui, α), ui) and G(ui) are
the same since k ≥ 1.

The function k → maxui∈[1;α]G(ui) is continuous.
Moreover, when k = 1,

G(ui) = −p0(α+ α2)u2
i + p0α(1 + α+ α2)ui − Ciα3.

G is a polynomial of degree 2 which has a positive value
in [1;α] if and only if
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• G(α) ≥ 0, that is

Ci ≤
p0

α

• or G(1) ≥ 0, that is

Ci ≤ p0

• or the discriminant of G is positive, that is

p2
0α

2(1 + α+ α2)2 − 4p0α
4(1 + α))Ci ≥ 0,

Ci ≤
p0

α

(1 + α+ α2)2

4α(1 + α)
,

and argmaxui∈RG(ui) = 1+α+α2

2(1+α) ∈ [1;α], when

α2 − α− 1 ≥ 0.

A.3 Proof of Corrolary 14

Let us consider u∗i such that

Ki(P(f(g(u∗i )), u
∗
i , α), u∗i ) ≥ 0,

and let us define p∗ := f(g(u∗i )) ∈ [p0/α
2; p0]. Let us

consider an evolution (Ki(·), p(·)) governed by Eq. (19)
along which ui(t) = u∗i for all t. Then, for all T ∈ N and
all vi(·) : N→ [1;α],

Ki(T )−Ki(0) = wi
∑T
t=0(p(t)− Ci

u∗i
)

= wiT (p∗ − Ci
u∗i

)− wi
∑T
t=0(p∗ − p(t))

= TKi(P(f(g(u∗i )), u∗i , α), u∗i )− wi
∑T
t=0(p∗ − p(t))

≥ −wi
∑T
t=0(p∗ − p(t)) ,

(A.2)
since Ki(P(f(g(u∗i )), u

∗
i , α), u∗i ) ≥ 0. But,

p∗ − p(t+ 1) = p∗ − δ(p(t), f( W
wi
u∗
i

+
W−wi
vi(t)

)p(t)

−(1− δ(p(t), f( W
wi
u∗
i

+
W−wi
vi(t)

))f( W
wi
u∗
i

+
W−wi
vi(t)

)

≤ p∗ − δ(p(t), f( W
wi
u∗
i

+
W−wi
vi(t)

)p(t)

−(1− δ(p(t), f( W
wi
u∗
i

+
W−wi
vi(t)

))p∗

≤ δ(p(t), f( W
wi
u∗
i

+
W−wi
vi(t)

)(p∗ − p(t))

≤ max(0, δ(p∗ − p(t))) .
(A.3)

So, if p(0) ∈ [p∗; p0], Ki(T ) −Ki(0) ≥ 0 and if p(0) ∈
[ p0

α2 ; p∗],

Ki(T )−Ki(0) ≥ −wi(p∗ − p(0))
∑T
t=0 δ

t

≥ −wi p0

α (α− 1) 1
1−δ .

(A.4)

So, Ki(T ) ≥ 0 for all T ∈ N, when Ki(0) ≥ wi
p0

α (α −
1) 1

1−δ whatever p(0) ∈ [ p0

α2 ; p0].
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