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On the Dynamics of Point Vortices with Positive Intensities

Collapsing with the Boundary

Martin Donati∗, Ludovic Godard-Cadillac†and Dragos, Iftimie‡

October 17, 2024

Abstract

In this paper, we study the point-vortex dynamics with positive intensities. We show
that in the half-plane and in a disk, collapses of point vortices with the boundary in finite
time are impossible, hence the solution of the dynamics is global in time. We also give some
necessary conditions for the existence of collapses with the boundary in general smooth
bounded domains, in particular, that the trajectory of at least one point vortex has no limit.
Some minor results are obtained with unsigned intensities.

1 Introduction

The point-vortex dynamics is a system of ordinary differential equations describing the motion
of vortices x1, . . . , xN ∈ R

2 for a planar, inviscid and incompressible fluid. This model goes back
to [17]. In the plane, the system writes

∀i ∈ {1, . . . , N},





d

dt
xi(t) =

1

2π

N∑

j=1
j 6=i

aj
(xi(t)− xj(t))

⊥

|xi(t)− xj(t)|2

xi(0) = x0i ,

(1.1)

where xi(t) designates the position of the i-th point vortex at time t, the family of ai ∈ R

are called intensities of the point vortices and x⊥ = (−x2, x1) designates the counter clockwise
rotation of angle π/2 in the plane. For the dynamics to make sense, the initial positions x0i must
be pairwise distinct. These equations model the natural situation where the vorticity of the
fluid is sharply concentrated around the points x1, . . . , xN . We refer to [22] for an introduction
to this model.

By the Cauchy-Lipschitz Theorem, the trajectories of the vortices are well-defined and
smooth as long as the point vortices remain at a positive distance from each other. However,
initial conditions exist that lead to a blow-up in finite time. This situation is called collapse of

vortices:

∃T > 0, ∃ i 6= j ∈ {1, . . . , N}, lim inf
t→T−

|xi(t)− xj(t)| = 0. (1.2)

We say that the collapse is a collision if the position of the vortices xi and xj, in addition to
(1.2), are converging as t → T , the time of the collapse. The existence of collapses has been
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obtained independently by [15, 23, 1] by constructing an explicit self-similar collision in which
three vortices trace logarithmic spirals. Concerning the study of the 3 vortex collapses for the
Euler equations, see also [2, 20, 18]. To the best of our knowledge, the existence of collapses of
vortices that are not collisions is an open problem. Moreover, in [13, 7], it is proved under a
standard non-degeneracy hypothesis called non neutral clusters hypothesis:

∀ P ⊆ {1, . . . , N} s.t. P 6= ∅,
∑

i∈P

ai 6= 0, (1.3)

that point-vortex collapses in the plane are always collisions.
In a domain Ω with a smooth boundary, the point-vortex dynamics (given at relation (3.7)

takes into account the interaction with the boundary. Spiral-like collisions of vortices inside
bounded domains are also known to exist [14]. The major difference is that in a bounded
domain, a second type of blow-up may occur: we say that a point vortex xi collapses with the

boundary if
∃T > 0, ∃ i ∈ {1, . . . , N}, lim inf

t→T−

dist(xi(t), ∂Ω) = 0.

This induces a blow-up of the dynamics as the interaction of a point vortex with the boundary
grows unbounded as the point vortex gets close to it. Clearly, a collapse with the boundary must
be very different from the spiral-like collapses known to occur at the interior of the domain;
indeed, a spiral centered at the boundary must exit the domain.

Yet, it is not known whether collapses with the boundary of the domain exist or not. This
article contributes to the investigation of this problem. From [7], it is known that in bounded
domains, under the assumption (1.3), a collapse at the boundary must satisfy that

lim inf
t→T−

dist(xi(t), ∂Ω) = 0 =⇒ lim
t→T−

dist(xi(t), ∂Ω) = 0,

which does not imply that the actual trajectories of the point vortices must converge. In con-
clusion, we have little information on the possible existence of collapses with the boundary.

In the whole plane, if the intensities ai all have the same sign (which without loss of generality,
can be chosen all positive), then the point-vortex dynamics (1.1) has a global-in-time solution
and no collapse can occur (see Section 3.2). Indeed, the conservations of the moment of inertia
and of the Hamiltonian of the system imply a global lower bound on the distances between
vortices. In the case of bounded domains, this method fails as singularities of different signs can
compensate for each other in the case of collapses with the boundary. In this paper, we prove
that in the unit disk and in the half plane collapses of vortices and collapses with the boundary
are also impossible when all the intensities have the same sign. The proof relies on a Grönwall
estimate of the distance of the point vortices to the boundaries, and this estimate is achieved
using the conserved quantities of the dynamics due to the symmetries of the system.

In general bounded domains, we yet fail to obtain the same result. However, we present
here a partial result stating that if there exists a configuration leading to a collapse, then the
trajectories of the point vortices must be somewhat pathological. More precisely, we prove that
at least one point vortex has the property that the closure of its trajectory contains a whole
connected component of the boundary: there exists i ∈ {1, . . . , N} and Γ ⊂ ∂Ω connected such
that

∀y ∈ Γ, lim inf
t→T

|xi(t)− y| = 0.

Let us mention that collapses are proved to be improbable both in the plane (assuming (1.3))
and in bounded domains (see [21, 5] respectively). We also note that collapses of vortices have
been studied for point-vortex dynamics in the context of surface quasi-geostrophic equations,
see [10, 3, 24, 12, 7].

The plan of this paper is as follows. Section 2 is devoted to the precise statement of our main
results, and a few comments. Section 3 introduces the main tools and preliminary properties.
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Sections 4, 5 and 6 contain respectively the case of the half-plane, the unit disk and general
bounded domains. Appendix A is a technical proof and in Appendix B, a few minor results are
given concerning the case of point-vortex systems with unsigned intensities.

2 Main results of the article

2.1 Statement of main results

In this paper, we consider three different kinds of domains of R2: the half-plane, that we denote
H, the unit disk D, and general bounded domains Ω with C3 boundary. The point-vortex system
can be defined on domains with boundaries. We will give the details in Section 3.

Our first result is about the impossibility of collapses in the half-plane and in the unit disk
when the intensities are all of the same sign.

Theorem 2.1. Let Ω = H or Ω = D and let ai > 0 for every i ∈ {1, . . . , N}. Then for every

family of pairwise distinct initial positions x0i , the point-vortex dynamics (3.7) has a global

solution.

The main novelty in Theorem 2.1 is the impossibility of collapsing with the boundary of the
domain Ω = H or Ω = D.

The second result exhibits, among the point vortices collapsing with the boundary, one point
vortex that has no limits. This result is weaker in its conclusions but stands for any smooth
bounded domain.

Theorem 2.2. Let Ω be a bounded domain with C3 boundary. Let ai > 0 for every i ∈ {1, . . . , N}
and (x0i )1≤i≤N be a family of pairwise distinct points in Ω. Let xi, i ∈ {1, . . . , N}, solve the

point-vortex system (3.7). If there exists an index i ∈ {1, . . . , N} such that

lim inf
t→T

dist(xi(t), ∂Ω) = 0,

then there exists a connected component Γ ⊂ ∂Ω and an index j ∈ {1, . . . , N} such that every

y ∈ Γ is an adherence point of t 7→ xj(t) as t → T , namely that

∀y ∈ Γ, lim inf
t→T

|xj(t)− y| = 0.

We underline that we do not prove the existence of such a collapse. We only prove that if
it exists, it must present this pathological behavior. Moreover, we only prove that at least one
point vortex behaves as such. In the next section, we explain the mechanism that lies behind it.

2.2 Different types of collapses with the boundary

Let us briefly give a hint about the mechanisms at play in Theorems 2.1 and 2.2. Let us consider
the dynamics of a single point vortex with intensity 1 in the half-plane H = {(x1, x2) ∈ R

2, x2 >
0}, in an exterior field F . This exterior term can be for instance the influence of other vortices.
With the forcing term, the dynamic of this point vortex alone satisfies:

d

dt
x(t) =

1

4π x2
e1 + F (x(t)), (2.1)

where {e1, e2} is the canonical base of R2 (see Section 4 for details). The first term on the right-
hand side, corresponding to the effect of the boundary on the point vortex, does not modify its
distance to the boundary. Therefore, if F decreases smoothly to 0 at the boundary, then using
Gronwall’s lemma we obtain that no collision occurs in finite time. The proof of Theorem 2.1
relies on this idea (with adaptations in the case of D).
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Assume now that F = −Ce2, namely that the exterior field pushes the point vortex towards
the boundary at a constant rate. In this situation, a collision with the boundary happens in
finite time. However, a direct integration of (2.1) shows that the influence of the boundary
makes the point vortex diverge in the direction tangential to the boundary: x1(t) → +∞ as
t → T . The proof of Theorem 2.2 relies on this argument, adapted to the full dynamics.

3 Presentation of the point-vortex model

3.1 Green’s and Robin’s functions

We start by introducing some notation and recalling some basic facts about Green’s and Robin’s
function of a domain Ω ⊂ R

2. For details on these properties, we refer the reader to [16, 8, 11, 5].
We recall that the Green’s function GΩ of a domain Ω satisfies

{
∀y ∈ Ω, ∆xGΩ(·, y) = δy

∀y ∈ Ω, GΩ(·, y) = 0 on ∂Ω,

where δy is the Dirac mass in y. If Ω ∈ C3 (which will always be the case in this paper), then

GΩ ∈ C2
(
Ω× Ω \ {(x, x) , x ∈ Ω}

)
. (3.1)

We recall ([19, Proposition 6.1]) that there exists a constant C depending only on Ω such that

∀x, y ∈ Ω× Ω, x 6= y, |∇GΩ(x, y)| ≤
C

|x− y|
. (3.2)

For every x ∈ ∂Ω, let n(x) be the outward normal unit vector to ∂Ω, and let τ(x) = n⊥(x). Both
maps n and τ can be smoothly extended to some neighborhood V ⊂ Ω of ∂Ω. More precisely,
the projection of x ∈ V on ∂Ω is well-defined uniquely and continuously (which is true whenever
x lays at a distance from ∂Ω below the radius of curvature of ∂Ω). Since G vanishes at the
boundary, we have that

∀(x, y) ∈ ∂Ω ×Ω, ∇xGΩ(x, y) · τ(x) = 0.

Let δ > 0. Using the regularity at the boundary (3.1) we obtain that there exists a constant
depending only on Ω, V and δ such that

∀(x, y) ∈ V 2, |x− y| ≥ δ, |∇⊥
xGΩ(x, y) · n(x)| ≤ C dist(x, ∂Ω).

In the special case Ω = R
2, the Green’s function is given by

∀x 6= y, GR2(x, y) =
1

2π
ln |x− y|.

For other domains, we use the classical decomposition

GΩ(x, y) = GR2(x, y) + γΩ(x, y) (3.3)

and we define the Robin’s function

∀x ∈ Ω, γ̃Ω(x) = γΩ(x, x). (3.4)

Clearly γΩ ∈ C∞(Ω× Ω) and γ̃Ω ∈ C∞(Ω).
We recall from [16, Proposition 3.3] that

γ̃Ω(x) −→
x→∂Ω

+∞. (3.5)

We will require the following estimate (see [5], proof of Corollary 3.6):

Lemma 3.1. There exists δ > 0 and C such that if x ∈ Ω is such that dist(x, ∂Ω) ≤ δ, then:
∣∣∇ dist(x, ∂Ω) · ∇⊥γ̃(x)

∣∣ ≤ C. (3.6)
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3.2 Point-vortex dynamics in the whole plane

Let us quickly recall some important facts about the point-vortex dynamics and collisions in the
whole plane.

The point-vortex dynamics (also known as the Kirchhoff-Routh equations) in the context
of the Euler equations comes from computing formally the velocity field generated by a sum
of Dirac masses of vorticity, by removing the singular self-interaction. The expression of the
dynamics obtained when Ω = R

2 is given by (1.1).
One of the main properties of the point-vortex system is its Hamiltonian formulation. With

the notation X = (x1, . . . , xN ), we introduce the following Hamiltonian for the dynamics in the
plane

HR2(X) :=
1

2π

∑

i 6=j

aiaj ln |xi − xj |.

It is a direct computation to check that the following Hamiltonian formulation holds:

ai
dxi
dt

= ∇⊥
xi
H
(
X(t)

)

In particular, using Noether’s theorem, we have the conservation of the Hamiltonian HR2 by the
flow of the equation. Since the Hamiltonian is invariant under translations and rotations, the
flow also preserves the center of mass M and the moment of inertia I given by:

M(X) :=
N∑

i=1

aixi

I(X) :=

N∑

i=1

ai|xi|
2.

From these conserved quantities, it is easy to obtain the non-existence of collapses in the plane
when the intensities are all positive.

Proposition 3.2. Let Ω = R
2, a1, . . . , aN > 0, and (x0i )1≤i≤N be a family of pairwise distinct

points in R
2. Then the point-vortex dynamics (1.1) has a global solution.

Proof. From the conservation of I, we infer that the trajectories t 7→ xi(t) are bounded. There-
fore, a collapse of point vortices (defined by (1.2)) necessarily implies that H(t) −→

t→T
−∞ at the

time T of collapse. This is incompatible with the conservation of H.

One can not remove from Proposition 3.2 the hypothesis that the intensities are all of the
same sign. We recall that explicit examples of collisions are known with intensities of different
signs. Moreover, if the intensities do not satisfy the non-degeneracy hypothesis (1.3), then it is
not known whether the trajectories have a pathological behavior in the neighborhood of collapses
or not. By “pathological”, we mean that they might be unbounded (on a finite time interval
[0, T ), with a collapse happening ”at infinity”), or remain bounded but not convergent. However,
let us emphasize that the existence of solutions exhibiting such behaviors is not known.

3.3 Point-vortex dynamics in general bounded domains

We assume now that Ω is a bounded domain with M ∈ N holes, and that its inner connected
boundaries are denoted Γ1, . . . ,ΓM . The outer boundary is Γ0. Then the point-vortex dynamics
in Ω satisfies

d

dt
xi(t) =

N∑

j=1
j 6=i

aj∇
⊥
xGΩ(xi(t), xj(t)) +

ai
2
∇⊥γ̃Ω(xi(t)) +

M∑

m=1

cm(t)βm(xi(t)), (3.7)
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where the functions βm form the basis of the harmonic fields in Ω, and the coefficients t 7→
cm(t) are bounded maps depending on the circulations of the fluid around each hole (which are
constants in time). For more details, we refer the reader to [6]. The important things to note
are that βm and cm are bounded maps respectively on Ω and [0, T ), and that

∀x ∈ ∂Ω, ∀m, βm(x) · n(x) = 0.

Note that when Ω is simply connected, the last term in relation (3.7) vanishes.
In a general bounded domain Ω, the point-vortex dynamics also has a Hamiltonian structure.

In this case, the Hamiltonian of the dynamics is given by:

HΩ(t) =
∑

i 6=j

aiajGΩ(xi(t), xj(t)) +
1

2

N∑

i=1

a2i γ̃Ω(xi(t)) +R(t)

where R(t) is a bounded remainder that vanishes if Ω is simply connected (see for instance
[9, Chapter 15] for details on the expression of R(t)). The Hamiltonian is of course conserved
during the evolution of the dynamics. However, M and I, are not conserved in general. Because
of the second term in the definition of HΩ, one can not deduce anymore from the conservation
of the Hamiltonian that the dynamic is global in time when ai > 0. Indeed, assume that both
the first and second term blow up at the same time, for instance assuming that there exist two
indices i 6= j such that xi(t) → ∂Ω, xj(t) → ∂Ω and |xi(t) − xj(t)| → 0 as t → T . Then from
relation (3.5), γ̃Ω(xi(t)) → +∞ and GΩ(xi(t), xj(t)) may not be bounded below. Therefore, the
conservation of H is no longer an obstacle to the existence of blow-ups.

3.4 Separation of clusters

We introduce two clusters of points:

• The boundary cluster Q which is the set of points collapsing with the boundary at time
T , namely

Q :=
{
i ∈ {1, . . . , N} , lim inf

t→T
dist(xi(t), ∂Ω) = 0

}
. (3.8)

• The interior cluster P which is the set of points that stay far from the boundary:

P = {1, . . . , N} \Q.

It was proved in [7, Theorem 1.3] that the lim inf in relation (3.8) is actually a limit:

Proposition 3.3 ([7]). Let Ω be a C3 bounded domain, ai ∈ R
∗ satisfying (1.3), and a fam-

ily (x0i )1≤i≤N of pairwise distinct points in Ω. Assume that the solution of the point-vortex

dynamics (3.7) is defined on a time interval [0, T ). Let Q given by (3.8). Then,

∀i ∈ Q, dist(xi(t), ∂Ω) −→
t→T

0.

In the half-plane, we still have Green and Robin functions (see section 4 for the formulas)
and the point-vortex system is defined as in (3.7) except that the last term vanishes since the
half-plane is simply connected. The result of the previous proposition remains true in the case
of the half-plane.

Proposition 3.4. Let Ω = H, ai ∈ R
∗ satisfying (1.3), and a family (x0i )1≤i≤N of pairwise

distinct points in H. Assume that the solution of the point-vortex dynamics is defined on a time

interval [0, T ). Let Q given by (3.8). Then,

∀i ∈ Q, dist(xi(t), ∂H) −→
t→T

0.
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The proof of Proposition 3.4 is delayed to Appendix A. These two results together with the
definition of P imply easily the following separation property.

Corollary 3.5. Suppose that Ω is either a C3 bounded domain or Ω = H. We have that P and

Q are separated in the sense that

∃δ > 0, ∀t ∈ [0, T ), ∀i ∈ P, ∀j ∈ Q, |xi(t)− xj(t)| ≥ δ,

and P is separated from the boundary in the sense that

∃δ > 0, ∀t ∈ [0, T ),∀i ∈ P, dist(xi(t), ∂Ω) ≥ δ.

Associated with the cluster Q, we define the center of mass MQ and moment of inertia IQ
as follows:

MQ(t) =
∑

i∈Q

aixi(t)

IQ(t) =
∑

i∈Q

ai|xi(t)|
2.

(3.9)

These quantities are not conserved in general.

3.5 Reduction of the problem

Theorem 2.1 states that in the described situations, no collision of any type may occur and that
solutions are global in time. The main part of the proof consists in excluding the collapses with
the boundary. This is the content of the following theorem.

Theorem 3.6. Let Ω = H or Ω = D and let ai > 0 for every i ∈ {1, . . . , N}. Then for every

family of pairwise distinct initial positions x0i , the set Q given by (3.8) of points collapsing with

the boundary is empty.

We prove now that the absence of collapses with the boundary implies the global existence
of solutions of the point-vortex system, that is we show that Theorem 3.6 implies Theorem 2.1.

The key point is that Theorem 2.1 along with the separation property (Corollary 3.5) are
enough to make the original energy argument of the plane work. In both cases Ω = H or Ω = D,
the Hamiltonian of the system writes

HΩ(X) =
∑

1≤ i , j≤N
i 6=j

aiajGΩ(xi, xj) +

N∑

i=1

a2i
2
γ̃Ω(xi)

since both domains are simply connected.
Assume that the cluster Q of collapses with the boundary is empty. In the case of the disk,

Corollary 3.5 together with the smoothness of γ̃ in Ω imply that

t 7→
N∑

i=1

a2i
2
γ̃Ω(xi(t)) (3.10)

remains bounded on [0, T ). In the case of the half-plane, the explicit formula for the Robin
function given in relation (4.2) below, together with the conservation of the second component
of
∑N

i=1 aixi(t) also implies that the quantity in (3.10) is bounded.
On the other hand, since the Hamiltonian HΩ is preserved by the flow, we deduce that the

quantity ∑

1≤ i , j≤N
i 6=j

aiajGΩ(xi(t), xj(t))

is also bounded. Since all the ai are positive and the Green’s function GΩ is negative everywhere,
all the terms in the expression above are of the same sign. We infer that GΩ(xi(t), xj(t)) must
be bounded for all i 6= j. This excludes any collapse of vortices, so Theorem 2.1 follows.
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4 The half-plane

This section is devoted to the study of the point-vortex system in the half-plane H. In addition
to its own interest, it is the simplest case of boundary. The symmetries of the domain yield
cancellations of critical terms which allow us to prove stronger results. The only real difference
with the other domains studied in this paper is that H is unbounded, but this is not a difficulty
for our particular situation.

4.1 Green’s and Robin’s functions

For the study of the point-vortex system in the half plane, we introduce the notation x = (x1, x2)
and x = (x1,−x2), where x ∈ R

2. The half-plane is the set

H := {(x1, x2) ∈ R
2 , x2 > 0}.

The Green’s function of the Laplacian in the half-plane is known explicitly. Its value is given by

GH(x, y) =
1

2π
ln

|x− y|

|x− y|
.

By taking the gradient in the x variable we obtain:

∇⊥
xGH(x, y) =

1

2π

(
(x− y)⊥

|x− y|2
−

(x− y)⊥

|x− y|2

)
. (4.1)

Recalling the definition of γ and γ̃ given respectively at relations (3.3) and (3.4), we see that

γH(x, y) = −
1

2π
ln |x− y|.

This in turn gives

∇⊥
x γH(x, y) = −

1

2π

(x− y)⊥

|x− y|2
=

(x2 + y2, y1 − x1)

2π|x− y|2
.

As for the Robin’s function, we have that

γ̃H(x) = −
1

2π
ln |x− x| = −

1

2π
ln(2x2) (4.2)

and

∇⊥γ̃H(x) =

(
1

2π x2
, 0

)
.

Let e1 = (1, 0) and e2 = (0, 1). We deduce from the previous relations the following symmetry
properties: 




∇⊥
x γH(x, y) · e1 = ∇⊥

x γH(y, x) · e1

∇⊥
xGH(x, y) · e2 = −∇⊥

xGH(y, x) · e2

∇⊥γ̃H(x) · e2 = 0.

(4.3)

4.2 Proof of Theorem 2.1 when Ω = H

For now, let a1, . . . , aN ∈ R
∗, and consider a solution to the point-vortex system with N points

in H. Assume by contradiction that Q given by (3.8) is not empty. We compute the time
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evolution of the second component of MQ(t) defined in (3.9):

d

dt
MQ(t) · e2 =

∑

i∈Q
1≤j≤N
j 6=i

aiaj∇
⊥
xGH(xi, xj) · e2 +

1

2

∑

i∈Q

a2i∇
⊥γ̃H(xi) · e2

=
∑

i,j∈Q
j 6=i

aiaj∇
⊥
xGH(xi, xj) · e2 +

∑

i∈Q
j/∈Q

aiaj∇
⊥
xGH(xi, xj) · e2

+
1

2

∑

i∈Q

a2i∇
⊥γ̃H(xi) · e2

=
1

2

∑

i,j∈Q
j 6=i

aiaj

(
∇⊥

xGH(xi, xj) · e2 +∇⊥
xGH(xj, xi) · e2

)

+
∑

i∈Q
j /∈Q

aiaj∇
⊥
xGH(xi, xj) · e2 +

1

2

∑

i∈Q

a2i∇
⊥γ̃H(xi) · e2.

Making use of the symmetry relations (4.3), we obtain that

d

dt
MQ(t) · e2 =

∑

i∈Q
j/∈Q

aiaj∇
⊥
xGH(xi, xj) · e2. (4.4)

Computing explicitly using (4.1) gives at the end that

d

dt
MQ(t) · e2 =

∑

i∈Q
j /∈Q

aiaj
2π

(xi − xj) · e1

(
4(xi · e2)(xj · e2)

|xi − xj |2|xi − xj |2

)
. (4.5)

Let
di(t) := dist(xi(t), ∂H) = xi(t) · e2.

We prove the following Lemma.

Lemma 4.1. Assume that the intensities (ai) satisfy (1.3). Then, for every t ∈ [0, T ),
∣∣∣∣
d

dt
MQ(t) · e2

∣∣∣∣ ≤ C
∑

i∈Q

|ai|di(t).

Proof. We first bound
∣∣∣(xi − xj) · e1

∣∣∣ ≤ |xi − xj | and xj · e2 ≤ |xi − xj|.

Then we use the separation property (Corollary 3.5) to obtain that there exists δ > 0 such that
for every t ∈ [0, T ),

∀i ∈ Q, ∀j /∈ Q, |xi(t)− xj(t)| ≥ δ.

Plugging these estimates into relation (4.5), we get that
∣∣∣∣
d

dt
MQ(t) · e2

∣∣∣∣ ≤ C
∑

i∈Q

|ai|di(t),

where

C =
2

πδ2
(N − |Q|)max

j /∈Q
|aj |.
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Now we can complete the proof of Theorem 3.6. Let us assume that for every i ∈ {1, . . . , N},
ai > 0. In that case, we have that

∑

i∈Q

|ai|di(t) = MQ(t) · e2

so the previous lemma implies that d
dtMQ(t) · e2 ≥ −CMQ(t) · e2. After integration:

MQ(t) · e2 ≥ MQ(0)e
−Ct > 0.

Since by definition of Q,

MQ(t) · e2 −→
t→T

0,

we obtain a contradiction, proving that Q is necessarily empty. So there are no collapses with
the boundary. Theorem 3.6 is proved and thus Theorem 2.1 follows in the case Ω = H.

5 The unit disk

The Green’s and Robin’s functions of the unit disk D have less interesting symmetries than those
of the half-plane, especially concerning the motion of the center of mass. It is no longer the right
quantity to investigate a collapse with the boundary. However, the unit disk is invariant under
rotation, which means that the moment of inertia I is conserved. We will use the moment of
inertia instead of the center of mass to prove Theorem 2.1 when Ω = D.

5.1 Green’s and Robin’s functions

For any y ∈ D, let y∗ = y
|y|2

. The Green’s and Robin’s functions of D are given by the following

formulas:

∀x, y ∈ D, x 6= y, GD(x, y) =
1

2π
ln

|x− y|

|x− y∗||y|

∀x, y ∈ D, x 6= y, ∇xGD(x, y) =
1

2π

(
x− y

|x− y|2
−

x− y∗

|x− y∗|2

)
,

∀x, y ∈ D, γD(x, y) = −
1

2π
ln
(
|x− y∗||y|

)
,

∀x, y ∈ D, ∇xγD(x, y) = −
1

2π

x− y∗

|x− y∗|2
,

∀x ∈ D, γ̃D(x) = −
1

2π
ln(1− |x|2),

∀x ∈ D, ∇γ̃D(x) =
1

π

x

1− |x|2
.

(5.1)

Compared to the case of the half-plane, instead of the symmetry relations (4.3) we now have:

∀x ∈ D, x · ∇⊥γ̃D(x) = 0, (5.2)

and

∀(x, y) ∈ D
2, x 6= y, x · ∇⊥

xGD(x, y) + y · ∇⊥
xGD(y, x) = 0. (5.3)

Relation (5.2) follows directly from the last equation in (5.1). In order to prove (5.3), we use
the second relation in (5.1) and we observe that the quantities

x ·
(x− y)⊥

|x− y|2
= −

x · y⊥

|x− y|2

10



and

x ·
(x− y∗)⊥

|x− y∗|2
= −

x · y⊥

|y|2|x− y∗|2
= −

x · y⊥

|xy − 1|2
(5.4)

are both skew-symmetric when exchanging x and y. Above xy denotes the product of x and
y = (y1,−y2) as complex numbers.

We also have the following bound for the Green’s function.

Lemma 5.1. For all x, y ∈ D, x 6= y,

|x · ∇⊥
xGD(x, y)| ≤

2 dist(x, ∂D) dist(y, ∂D)

π|x− y|3
·

Proof. From the explicit formula for Green’s function and relation (5.4), we can write

2π|x · ∇⊥
xGD(x, y)| = |x · y⊥|

∣∣∣
1

|x− y|2
−

1

|xy − 1|2

∣∣∣

=
|x · y⊥|(1− |x|2)(1− |y|2)

|x− y|2|xy − 1|2

=
|x · (x− y)⊥|(1− |x|2)(1− |y|2)

|x− y|2|
[
(1− |x|2)(1− |y|2) + |x− y|2

]

≤
4 dist(x, ∂D) dist(y, ∂D)

|x− y|3

5.2 Proof of Theorem 2.1 in the case Ω = D

Let us recall from Section 3.5 that it suffices to show Theorem 3.6 to prove Theorem 2.1.

Let ai > 0 and (x0i ) be a family of pairwise distinct points in D. We assume that the point-
vortex dynamics (3.7) has a solution on a time interval [0, T ) and introduce Q given by (3.8).
To prove Theorem 3.6 we need to show that Q = ∅. Let us suppose by contradiction that Q is
not empty. We denote

di(t) := dist(xi(t), ∂D).

By separation of Q from P (see Corollary 3.5), there exists δ > 0 such that

∀t ∈ [0, T ], ∀i ∈ Q,∀j /∈ Q, |xi(t)− xj(t)| ≥ δ. (5.5)

We compute the evolution of IQ =
∑

i∈Q ai|xi|
2, defined as in (3.9):

d

dt
IQ(t) = 2

∑

i∈Q

aixi(t) ·
d

dt
xi(t)

= 2
∑

i∈Q

aixi ·

(
∑

1≤j≤N
j 6=i

aj∇
⊥
xGD(xi, xj) +

ai
2
∇⊥γ̃D(xi)

)

=
∑

i,j∈Q
j 6=i

aiaj
(
xi · ∇

⊥
xGD(xi, xj) + xj · ∇

⊥
xGD(xj, xi)

)

+ 2
∑

i∈Q
j/∈Q

aiajxi · ∇
⊥
xGD(xi, xj) +

∑

i∈Q

a2i xi · ∇
⊥γ̃D(xi).
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By relations (5.2) and (5.3), we have that

d

dt
IQ(t) = 2

∑

i∈Q
j /∈Q

aiajxi · ∇
⊥
xGD(xi, xj). (5.6)

Lemma 5.1 and relation (5.5) imply that for all i ∈ Q and j /∈ Q:

∣∣xi · ∇⊥
xGD(xi, xj)

∣∣ ≤ 2di(t)

πδ3
·

Therefore ∣∣∣∣
d

dt
IQ(t)

∣∣∣∣ ≤ C
∑

i∈Q

aidi(t). (5.7)

for some constant C independent of t. Next

IQ(t) =
∑

i∈Q

ai(1− di(t))
2 =

∑

i∈Q

ai − 2
∑

i∈Q

aidi(t) +
∑

i∈Q

aid
2
i (t) =:

∑

i∈Q

ai − J(t)

where, since 0 ≤ di ≤ 1,

2
∑

i∈Q

aidi(t) ≥ J(t) =
∑

i∈Q

aidi(t)(2 − di(t)) ≥
∑

i∈Q

aidi(t).

Relation (5.7) implies that |J ′(t)| ≤ CJ(t) so J ′(t) ≥ −CJ(t). After integration J(t) ≥ J(0)e−Ct

so ∑

i∈Q

aidi(t) ≥
J(t)

2
≥

J(0)

2
e−Ct.

This is incompatible with the definition of Q which implies that limt→T
∑

i∈Q aidi(t) = 0.

We must therefore have that Q = ∅, which concludes the proof of Theorem 3.6 and proves
in turn Theorem 2.1 in the case Ω = D.

6 General bounded domains

We now consider Ω, a bounded domain with C3 boundary. This section aims to prove Theo-
rem 2.2.

6.1 Geometrical considerations

For x ∈ Ω we define P (x) as the orthogonal projection of x on ∂Ω. The map P (x) is well defined
at least for x ∈ V0 = {x ∈ Ω, dist(x, ∂Ω) ≤ d0}, where d0 > 0 is a small constant depending
only on Ω. Moreover, for any Γ ⊂ ∂Ω connected component of ∂Ω, if dist(x,Γ) ≤ d0 then P (x)
is also the orthogonal projection of x on Γ.

To make the notation less cluttered, the function distance to the boundary will be simply
denoted by dist:

dist(x) := dist(x, ∂Ω).

Clearly, if d0 is small enough and dist(x,Γ) ≤ d0 then dist(x) = dist(x,Γ).

By definition of the orthogonal projection, the exterior unitary normal vector n(s) at a point
s of the boundary satisfies that for every x ∈ V0,

n(P (x)) = −
x− P (x)

|x− P (x)|
.
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Moreover, we have that

∀x ∈ V0, ∇ dist(x) = −n(P (x)) =
x− P (x)

|x− P (x)|
. (6.1)

In particular,
|∇ dist(x)| = 1. (6.2)

Squaring the previous relation and differentiating gives that

∇2 dist(x)∇ dist(x) = 0,

and using the fact that ∇2 dist(x) is a symmetric matrix, we obtain that

∇ dist(x) ·
(
∇2 dist(x)∇⊥ dist(x)

)
=
(
∇2 dist(x)∇ dist(x)

)
·∇⊥ dist(x) = 0.

In conclusion, since
{
∇ dist(x),∇⊥ dist(x)

}
is an orthonormal basis of R

2, we obtain that
∇2 dist(x) is matrix of rank at most 1 whose kernel contains vect {∇ dist(x)} and whose range
is included in vect {∇⊥ dist(x)}. Defining

Λ : V0 → R, Λ(x) =
(
∇2 dist(x)∇⊥ dist(x)

)
·∇⊥ dist(x)

we infer that for every y ∈ R
2,

∇2 dist(x)y = Λ(x)y · ∇⊥ dist(x)∇⊥ dist(x). (6.3)

We remark that since ∂Ω ∈ C3, the map Λ is C1 on V0 up to the boundary.

These observations allow us to prove the following lemma.

Lemma 6.1. For every x ∈ V0 and for every y ∈ R
2,

[
(y · ∇)P (x)

]
· ∇⊥ dist(x) =

(
1− dist(x)Λ(x)

)
y · ∇⊥ dist(x).

Proof. Let x ∈ V0. From relation (6.1), we have that

P (x) = x− dist(x)∇ dist(x)

so
(y · ∇)P (x) = y − y · ∇ dist(x)∇ dist(x)− dist(x)(y · ∇)∇ dist(x).

The conclusion follows after taking the scalar product above with ∇⊥ dist(x) and using relations
(6.3) and (6.2).

6.2 Estimate on the Green’s and Robin’s function

We recall the following lemma from [4].

Lemma 6.2 ([4], Proposition 3.7). There exists a sufficiently small δ > 0 and a constant C
such that if

|x− y|+ dist(x) + dist(y) ≤ δ,

and x 6= y, then1

∣∣∣∣∣∇xGΩ(x, y) +∇xGΩ(y, x) +
x− P (x) + y − P (y)

π
(
|x− y|2 + 4 dist(x) dist(y)

)
∣∣∣∣∣ ≤ C.

1The difference of sign compared to Proposition 3.7 of [4] comes from the fact that in [4] the authors work
with the Green’s function of −∆.
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Let
W0 =

{
(x, y) ∈ Ω× Ω , x 6= y and |x− y|+ dist(x) + dist(y) ≤ d0

}

where the constant d0 is assumed to be sufficiently small. We assume in particular that d0 ≤ δ
where δ is the constant from Lemma 6.2.

A corollary from the previous lemma is the following.

Corollary 6.3. There exists a constant C depending only on Ω such that for every (x, y) ∈ W0,
∣∣∣∇ dist(x) ·

(
∇⊥

xGΩ(x, y) +∇⊥
xGΩ(y, x)

)∣∣∣ ≤ C,

Proof. In view of Lemma 6.2, it suffices to bound the following quantity:

∣∣∣∇ dist(x) ·

(
x− P (x)

)⊥
+
(
y − P (y)

)⊥

π
(
|x− y|2 + 4 dist(x) dist(y)

)
∣∣∣ =

∣∣∣∇ dist(x) ·

(
y − P (y)

)⊥

π
(
|x− y|2 + 4 dist(x) dist(y)

)
∣∣∣

=
∣∣∣
(
∇ dist(x)−∇ dist(y)

)
·

(
y − P (y)

)⊥

π
(
|x− y|2 + 4 dist(x) dist(y)

)
∣∣∣ ≤ C

|x− y|dist(y)

|x− y|2 + 4 dist(x) dist(y)
.

We used above that the distance to the boundary is C2 on V0.
If |x− y| ≤ dist(x), then

|x− y|dist(y)

|x− y|2 + 4 dist(x) dist(y)
≤

dist(x) dist(y)

4 dist(x) dist(y)
=

1

4
.

If |x− y| ≥ dist(x), then dist(y) ≤ dist(x) + |x− y| ≤ 2|x− y| so

|x− y|dist(y)

|x− y|2 + 4 dist(x) dist(y)
≤ 2.

We conclude that, ∣∣∣∣∣∇ dist(x) ·

(
x− P (x)

)⊥
+
(
y − P (y)

)⊥

π
(
|x− y|2 + 4 dist(x) dist(y)

)
∣∣∣∣∣ ≤ 2C.

Another consequence of Lemma 6.2 is the following.

Corollary 6.4. There exists C ≥ 0 such that for every (x, y) ∈ W0

∇ dist(x) ·
(
∇xGΩ(x, y) +∇xGΩ(y, x)

)
≤ C, (6.4)

and for every x ∈ V0,

−∇ dist(x) · ∇γ̃Ω(x) ≥
C

dist(x)
. (6.5)

Proof. We first observe that if d0 is chosen small enough, and (x, y) ∈ W0 then relation (6.1)
implies that

∇ dist(x) ·
(
x− P (x) + y − P (y)

)
≥ 0.

Recalling that |∇ dist(x)| = 1, the bound (6.4) then follows from Lemma 6.2.
We observe next that for every x 6= y,

∇xGΩ(x, y) +∇xGΩ(y, x) = ∇xγΩ(x, y) +∇xγΩ(y, x).

In addition, we have that ∇γ̃Ω(x) = 2∇xγΩ(x, x). Taking the scalar product above with
∇ dist(x), using Lemma 6.2 and relation (6.1) and passing to the limit y → x we get that
for every x ∈ V0, ∣∣∣∣∇ dist(x) · ∇γ̃Ω(x) +

1

2π dist(x)

∣∣∣∣ ≤ C.

Relation (6.5) follows.
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6.3 Quantities of interest and proof of Theorem 2.2

By Proposition 3.3, we know that the set Q is the union of the disjoints sets

QΓ =
{
i ∈ {1, . . . , N} , dist(xi(t)) −→

t→T
0
}

when Γ describes the set of connected components of the boundary ∂Ω. We also know that each
QΓ is separated from Qc

Γ in the sense of Corollary 3.5.
To prove Theorem 2.2, we assume that Q is not empty. Then there exists a connected

component Γ of ∂Ω such that QΓ is not empty. Proposition 3.3 implies that there exists t0 such
that

∀t ∈ [t0, T ), ∀i ∈ QΓ, dist(xi(t)) ≤ d0.

In particular, if d0 is sufficiently small then for every t ∈ [t0, T ) and every i ∈ QΓ, dist(xi(t)) =
dist(xi(t)). Moreover, if t0 is sufficiently close to T and d0 is sufficiently small, we also have that

∀t ∈ [t0, T ), ∀i ∈ QΓ, ∀j /∈ QΓ, |xi(t)− xj(t)| > d0. (6.6)

For every t ∈ [t0, T ), let

DΓ(t) :=
∑

i∈QΓ

aidi(t).

For any y ∈ Γ, we denote by τ(y) = n(y)⊥ the unitary tangent vector in y to Γ. We also define

li(t) :=

∫ t

t0

[
d

ds
P (xi(s))

]
· τ
(
P (xi(s))

)
ds. (6.7)

This is the algebraic distance that s 7→ P (xi(s)) covers on the boundary from time s = t0 to time
s = t. The word algebraic refers to the fact that when P (xi) moves backward to the direction
of τ the distance is counted with the sign minus, while when it moves forward the distance is
counted with the sign plus.

Let
LΓ(t) :=

∑

i∈QΓ

aili(t).

Our proof of Theorem 2.2 relies on the following lemmas. Bearing in mind the mechanism of
the non-localized collision in the toy model presented in Section 2.2, we first prove that some
quantity, in our case t 7→ DΓ(t) which plays the role of t 7→ x2(t) in the toy model, has a bounded
derivative.

Lemma 6.5. Let (ai) satisfy (1.3). Then DΓ(t) is uniformly Lipschitz on [t0, T ).

Then, we prove that the quantity that plays the role of t 7→ x1(t), in our case t 7→ LΓ(t),
goes to infinity.

Lemma 6.6. Assume furthermore that for every i ∈ QΓ, ai > 0. Then LΓ(t) −→
t→T

+∞.

We postpone the proofs of these two lemmas to the next two subsections and finish now the
proof of Theorem 2.2.

Since LΓ(t) −→
t→T

+∞ and that ai > 0 for every i ∈ QΓ, then necessarily there exists i ∈ QΓ

such that
lim sup
t→T

li(t) = +∞.

Now using that t 7→ li(t) is unbounded, it is a simple geometrical consideration to observe that
for every y ∈ Γ,

lim inf
t→T

|xi(t)− y| = 0. (6.8)

Indeed, there exists a sequence of times Tn ∈ [t0, T ) such that Tn → T and for every n ∈ N ,
P (xi(Tn)) = y. By definition of QΓ, we have that dist(xi(Tn)) −→

t→T
0, so relation (6.8) follows.

The proof of Theorem 2.2 is completed once we proved Lemma 6.5 and Lemma 6.6.
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6.4 Proof of Lemma 6.5

Recalling that the point-vortex dynamics in non-simply connected domains is given by rela-
tions (3.7), we compute:

d

dt
DΓ(t) =

∑

i∈QΓ

ai
d

dt
xi(t) · ∇ dist(xi(t))

=
∑

i∈QΓ

ai∇ dist(xi) ·
( N∑

j=1
j 6=i

aj∇
⊥
xGΩ(xi, xj) +

ai
2
∇⊥γ̃Ω(xi) +

M∑

m=1

cmβm(xi)
)

=
∑

i 6=j∈QΓ

|xi−xj |≤d0

aiaj∇ dist(xi) · ∇
⊥
xGΩ(xi, xj) +

∑

i∈QΓ,1≤j≤N
|xi−xj |>d0

aiaj∇ dist(xi) · ∇
⊥
xGΩ(xi, xj)

+
∑

i∈QΓ

a2i
2
∇ dist(xi) · ∇

⊥γ̃Ω(xi) +
∑

i∈QΓ

ai∇ dist(xi) ·
M∑

m=1

cmβm(xi)

=: A1 +A2 +A3 +A4,

where we used relation (6.6) to make the above decomposition.
The term A4 is bounded since all quantities involved are bounded. By relations (3.2) and

(6.2) we see that A2 is bounded by a constant independent of t ∈ [t0, T ). From relation (3.6) we
infer that A3 is bounded too. We now turn to A1:

A1 =
∑

i 6=j∈QΓ

|xi−xj |≤d0

aiaj∇ dist(xi) · ∇
⊥
xGΩ(xi, xj)

=
1

2

∑

i 6=j∈QΓ

|xi−xj |≤d0

aiaj
[
∇ dist(xi) · ∇

⊥
xGΩ(xi, xj) +∇ dist(xj) · ∇

⊥
xGΩ(xj , xi)

]

=
1

2

∑

i 6=j∈QΓ

|xi−xj |≤d0

aiaj

[(
∇ dist(xi)−∇ dist(xj)

)
· ∇⊥

xGΩ(xi, xj)

+∇ dist(xj) ·
(
∇⊥

xGΩ(xi, xj) +∇⊥
xGΩ(xj , xi)

)]
.

The first term is bounded from (3.2) and by the smoothness of the distance to the boundary:
∣∣∇ dist(xi)−∇ dist(xj)

∣∣ ≤ C|xi − xj |.

The second term is bounded by Corollary 6.3. We proved that A1 is bounded. We conclude
that for every t ∈ [t0, T ), ∣∣∣∣

d

dt
DΓ(t)

∣∣∣∣ ≤ C,

which completes the proof of Lemma 6.5.

6.5 Proof of Lemma 6.6

We start by noticing in view of relation (6.1) that for every x ∈ Ω such that dist(x) ≤ d0,

τ
(
P (x)

)
= −∇⊥ dist(x).

We now compute using the previous relation and the definition of li given at (6.7) that

d

dt
li(t) =

d

dt

[
P (xi)

]
· τ
(
P (xi)

)
= −

[( d
dt

xi · ∇
)
P (xi)

]
· ∇⊥ dist(xi).
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Using now Lemma 6.1 to y = d
dtxi(t), we obtain that

d

dt
li(t) = −

(
1− dist(xi)Λ(xi)

) d
dt

xi(t) · ∇
⊥ dist(xi).

Let us denote
ri(t) := −1 + dist(xi)Λ(xi).

We compute the time derivative of LΓ(t):

d

dt
LΓ(t) =

∑

i∈QΓ

ai
d

dt
li(t)

=
∑

i∈QΓ

airi∇
⊥ dist(xi) ·

( N∑

j=1
j 6=i

aj∇
⊥
xGΩ(xi, xj) +

ai
2
∇⊥γ̃Ω(xi) +

M∑

m=1

cmβm(xi)
)

=
∑

i∈QΓ,1≤j≤N
|xi−xj |>d0

aiajri∇ dist(xi) · ∇xGΩ(xi, xj) +
∑

i 6=j∈QΓ

|xi−xj |≤d0

aiajri∇ dist(xi) · ∇xGΩ(xi, xj)

+
∑

i∈QΓ

a2i
2
ri∇ dist(xi) · ∇γ̃Ω(xi) +

∑

i∈QΓ

airi∇
⊥ dist(xi) ·

M∑

m=1

cmβm(xi)

=: A1 +A2 +A3 +A4.

We recall that we want to show that LΓ(t) −→
t→T

+∞. We will prove that A1 and A4 are bounded,

that A2 ≥ −C and that A3 → +∞.
Relations (3.2) and (6.2) yield that A1 is bounded uniformly in t. The term A4 is bounded

since the terms involved are all bounded.
We symmetrize A2:

A2 =
1

2

∑

i 6=j∈QΓ

|xi−xj |≤d0

aiaj
(
ri∇ dist(xi) · ∇xGΩ(xi, xj) + rj∇ dist(xj) · ∇xGΩ(xj , xi)

)

=
1

2

∑

i 6=j∈QΓ

|xi−xj |≤d0

aiaj
(
rj∇ dist(xj)− ri∇ dist(xi)

)
· ∇xGΩ(xj , xi)

+
1

2

∑

i 6=j∈QΓ

|xi−xj |≤d0

aiajri∇ dist(xi) ·
(
∇xGΩ(xi, xj) +∇xGΩ(xj, xi)

)

Since x 7→ −
(
1 − dist(x)Λ(x)

)
∇ dist(x) is a C1 map on V0 up to the boundary, and using

relation (3.2) we see that the first term on the right-hand side above is bounded.
Noticing that for d0 small enough, ri(t) ≤ −1/2, recalling that ai > 0 for every index i ∈ QΓ

and then using the first part of Corollary 6.4 we obtain that

1

2

∑

i 6=j∈QΓ

|xi−xj |≤d0

aiajri∇ dist(xi) ·
(
∇xGΩ(xi, xj) +∇xGΩ(xj, xi)

)
≥ −C

so that
A2 ≥ −C.

Finally, using this time the second part of Corollary 6.4, we get that

A3 ≥
∑

i∈QΓ

C
a2i

di(t)
. (6.9)
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We know from Lemma 6.6 that DΓ(t) ≤ C|T − t|, so

∀i ∈ QΓ, di(t) ≤
C

ai
|T − t|.

Therefore, (6.9) leads to

A3 ≥
C

T − t
.

We conclude that
d

dt
LΓ(t) ≥

C

T − t

so LΓ(t) → +∞. This completes the proof of Lemma 6.6.

A Proof of Proposition 3.4

Let us define the distances

di(t) := dist(xi(t), ∂H) = xi(t) · e2.

We make use of the following result from [7]:

Proposition A.1 (Proposition 3.6, [7]). For i = 1 . . . N , let t 7→ ζi(t) be a family of N different

points of Rp evolving on a time interval [0, T ), with T > 0. We assume furthermore that

d

dt
ζi ∈ L1

loc([0, T )).

Let (ai)1≤i≤N ∈ R
N satisfy (1.3). For each P ⊂ {1, . . . , N} such that P 6= ∅, we define

BP (t) =

∑

i∈P

aiζi(t)

∑

i∈P

ai
.

We assume that these points ζi(t) evolve such that there exists C0, C1, C2 ≥ 0 and α ≥ 0 such

that for all t ∈ [0, T ),

∀P ∈ P(N),

∣∣∣∣
d

dt
BP (t)

∣∣∣∣ ≤
∑

i∈P

∑

j /∈P

C0

|ζi(t)− ζj(t)|α
+
∑

i∈P

C1

|ζi(t)|α
+ C2. (A.1)

Then there exists a constant C3 > 0 such that for all η ∈ (0, 1], for all t ∈ [0, T ) such that

T − t ≤ C3 η
α+1,

and for all indices i ∈ {1, . . . , N}, the following implication is true:

|ζi(t)− ζj(t)| ≥ η =⇒ ∀τ ∈ [t, T ), |ζi(τ)− ζj(τ)| ≥
η

2
.

and

|ζi(t)| ≥ η =⇒ ∀τ ∈ [t, T ), |ζi(τ)| ≥
η

2
.

The constant C3 depends only on α, a, A, C0, C1, C2 and N .
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We assume that (ai)1≤i≤N satisfies (1.3) and we show that for every i ∈ Q, di(t) −→
t→T

0.

Let us prove that the family
(
t 7→ di(t)

)
1≤i≤N

satisfies the hypothesis of Proposition A.1 for
α = 1 and p = 1.

We observe first that

|∇xGH(x, y)| ≤
C

|x− y|
≤

C

|x2 − y2|
=

C

|dist(x, ∂H)− dist(y, ∂H)|
·

We use now relation (4.4) written for P instead of Q:

∣∣∣∣
d

dt
BP (t)

∣∣∣∣ =
∣∣∣

1∑
i∈P ai

d

dt
Mp(t) · e2

∣∣∣ =
∣∣∣

1∑
i∈P ai

∑

i∈P
j /∈P

aiaj∇
⊥
xGH(xi, xj) · e2

∣∣∣

≤
∑

i∈P

∑

j /∈P

C

|di(t)− dj(t)|

which implies (A.1) with C1 = C2 = 0. We infer that the hypothesis of Proposition A.1 holds
true, so the set of points di(t) ∈ R verifies its conclusion.

Assume now by contradiction that there exists some i ∈ Q such that di(t) does not converge
to 0 as t → T . Then there exists some η ∈ (0, 1] and two sequences of times tn < t′n < T going
to T as n goes to infinity such that

{
di(tn) ≥ η

di(t
′
n) < η/2.

According to Proposition A.1, this cannot hold as soon as T − tn ≤ C3η
α+1. This is a contra-

diction, so di(t) converges to 0 as t → T for all i ∈ Q.

B When the intensities are not all positive

We make a brief deviation from the exact topic of this paper to explore, the non-existence of
collapses with the boundary when the intensities are not assumed all positives.

We obtain two results. The first one establishes that in the half-plane and in the disk,
assuming that the intensities satisfy (1.3), it is not possible that all the point vortices collapse
with the boundary.

Theorem B.1. Let a1, . . . , aN ∈ R
∗ satisfying (1.3) and any family (x0i )1≤i≤N of pairwise

distinct points in Ω. If either Ω = H and M(0) · e2 6= 0, or Ω = D and I(0) 6=
∑n

i=1 ai, then
Q 6= {1, . . . , N}.

Proof. This is an immediate consequence of relation (4.4) in the case of H and relation (5.6) in
the case of D.

More precisely, if Q = {1, . . . , N}, in H then relation (4.4) implies that MQ(t) ·e2 is constant.
But by hypothesis MQ(0) · e2 6= 0 and by definition of Q we have that MQ(t) · e2 → 0 as t → T .
This is a contradiction, so we must have that Q 6= {1, . . . , N}.

The argument in the case of D is quite similar. If Q = {1, . . . , N}, relation (5.6) implies
the conservation of IQ(t). This is not possible because IQ(0) = I(0) 6=

∑n
i=1 ai while IQ(t) →∑n

i=1 ai as t → T .

Unfortunately it is perfectly possible that MQ(0) · e2 = 0 or I(0) =
∑n

i=1 ai with unsigned
intensities. Nevertheless, we can push further and obtain the following second result. This time
we make a hypothesis on the distances to the boundary of the point vortices collapsing with
the boundary. By contradiction, we conclude that in that case, no collapse can occur with the
boundary.
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Theorem B.2. Let a1, . . . , aN ∈ R
∗ satisfying (1.3) and let (x0i )1≤i≤N be a family of pairwise

distinct points in H. Let Q be the cluster of point vortices collapsing with the boundary, a =∑
i∈Q |ai| and A =

∣∣∣
∑

i∈Q ai

∣∣∣. Assume furthermore that there exists a constant 1 ≤ C < 1
1−A/a

and a time t1 ∈ [0, T ) such that for every t ∈ [t1, T ) we have that

max
k∈Q

dist(xk(t), ∂H) ≤ Cmin
k∈Q

dist(xk(t), ∂H). (B.1)

Then Q = ∅.

Please note that A > 0 since we assumed (1.3). Since equation (B.1) does not make sense
if Q = ∅, a more exact (but less clear) way to state the result of Theorem B.2 is that if Q 6= ∅,
then it is not possible that a constant C and a time t1 exist such that relation (B.1) stands.

Proof. Assume by contradiction that Q 6= ∅. By hypothesis, there exists a constant 0 ≤ C <
1

1−A/a and a time t1 ∈ [0, T ) such that for every t ∈ [t1, T ) we have that

max
k∈Q

dk(t) ≤ Cmin
k∈Q

dk(t). (B.2)

Let

F (t) =

∑
k∈Q akdk(t)∑

k∈Q ak
.

Let t ∈ [t1, T ) be fixed, and i ∈ Q be the index such that

di(t) = max
k∈Q

dk(t)

and j ∈ Q the index such that
dj(t) = min

k∈Q
dk(t).

Relation (B.2) implies that
di ≤ Cdj .

We have that

|di − F (t)| =
|
∑

k∈Q ak(di − dk)∣∣∑
k∈Q ak

∣∣ | ≤

∑
k∈Q |ak|

∣∣di − dk
∣∣

∣∣∑
k∈Q ak

∣∣ ≤
a

A
max
k∈Q

|di − dk| =
a

A

(
di − dj

)
.

Therefore,

F (t) ≥ di − |di − F (t)| ≥
( a
A

+ C
(
1−

a

A

))
dj .

Let c = a
A + C

(
1− a

A

)
> 0. Applying this to each t ∈ [t1, T ), we have proved that for every

t ∈ [t1, T ),
F (t) ≥ cmin

k∈Q
dk(t). (B.3)

Hence

|MQ(t) · e2| = F (t)

∣∣∣∣∣∣

∑

k∈Q

ak

∣∣∣∣∣∣
≥ Ac min

k∈Q
dk(t).

We now apply Lemma 4.1 to get that for any t ∈ [t1, T ),
∣∣∣∣
d

dt
MQ(t) · e2

∣∣∣∣ ≤ C ′
∑

i∈Q

|ai|di(t) ≤ C ′amax
k∈Q

dk(t) ≤ C ′Camin
k∈Q

dk(t) ≤
C ′Ca

Ac
|MQ(t) · e2|.

Thus once again we can apply Gronwall’s Lemma and obtain that

|MQ(t) · e2| ≥ exp
(
− C ′′(t− t1)

)
|MQ(t1) · e2|.
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Relation (B.3) implies in particular that |MQ(t1)| > 0, and thus the previous relation is in
contradiction with

MQ(t) · e2 −→
t→T

0.

We conclude that Q = ∅.

We deduce for instance from Theorem B.1 that no collapse with the boundary can happen if
the distance between point vortices in Q is of a smaller order than the distances to the boundary
of those point vortices.
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