N

N

Thermal mass transport mechanism of an adatom on a
crystalline surface
A. Roux, Nicolas Combe

» To cite this version:

A. Roux, Nicolas Combe. Thermal mass transport mechanism of an adatom on a crystalline surface.
Physical Review B, 2023, 108 (11), pp.115410. 10.1103/PhysRevB.108.115410 . hal-04740308

HAL Id: hal-04740308
https://hal.science/hal-04740308v1

Submitted on 16 Oct 2024

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-04740308v1
https://hal.archives-ouvertes.fr

Thermal mass transport mechanism of an adatom on a crystalline surface

A. Rowd] and N. Combd]

Centre d’Elaboration de Matériauzr et d’Etudes Structurales, CNRS UPR 8011,
29 rue J. Marvig, BP 94347, 381055 Toulouse cedex 4, France and
Université de Toulouse ; UPS ; F-31055 Toulouse, France
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The diffusion of particles on surfaces subjected to a thermal gradient driven by phonons is numer-
ically and theoretically investigated. Performing molecular dynamics (MD) simulations, we show
that the thermal gradient induces a drift velocity of the adatom towards the cold regions. Be-
yond the bare study of the adatom trajectories for various thermal gradients, we propose to use a
Massieu function as a thermodynamic potential that drives the adatom motion. We generalize the
thermodynamic integration method to this out-of-equilibrium system to compute this thermody-
namic potential. The thermal gradient induced effect is decorrelated from the stochastic diffusion
from the analysis of the thermodynamic potential. Based on these results, we propose a model to
evaluate the drift velocity and trajectory of an adatom that compares with a good agreement with

trajectories provided by MD.

Thermodiffusion (also known as thermophoresis or the
Ludwig-Soret effect) is the motion of particles suspended
in a liquid or gas in response to a thermal gradient.
This phenomenon was first observed in liquids by Lud-
wig and Soret™™ and in gases by Tyndall and Strutt<.
Onsager formalized the theoretical foundations of this
phenomenon in the early 1930s2. In solids, this process
is also known as thermomigration following Huntington
suggestion’, by analogy with electromigration.

Thermomigration has been experimentally used in
solids since the early days of the transistor industry: no-
ticeably, the fabrication of pn-junctions used the thermal
gradient zone melting method during which the doping
of silicon by aluminum is achieved through the use of a
thermal gradient™®. Hence, because of its industrial ap-
plications, thermomigration has primarily been studied
in bulk!®13 while thermomigration on surfaces received
less attention.

However, the shrinking of device dimensions in mod-
ern integrated circuits generates high resistance in the
interconnects, resulting in concentrated Joule heating.
This results in the formation of hotspots and non-uniform
temperature distributions. In this scope, the coupling of
electromigration and thermomigration has been experi-
mentally characterized!#15,

In addition, since the early 2000s, there has been a
surge of interest in the development of new methods for
transporting and controlling matter at the nanoscale es-
pecially for the synthesis of nanoparticles or nanodevices.
Surface thermomigration is one of the mass transport
mechanisms relevant to this aim. For instance, Schoen
et al19%17 predicted that a gold nanoparticle confined in
a carbon nanotube (CNT) subjected to a thermal gra-
dient migrates to the cold regions, a prediction experi-
mentally validated by transmission electron microscopy
on similar systemst®9. Recently, the surface migration
speed of vacancy islands on a Si(111) substrate has been
measured by low energy electron microscopy 0.18 nm.s*
when applying a thermal gradient of 82 K.cm ™20, In the
growth community, surface thermomigration has been

used to control the growth of a single crystal aluminum
nanowire?!,

Numerous theoretical and numerical simulations have
investigated the thermal motion of concentric nan-
otubes?224 or of fullerene or small particles inside a nan-
otubd?527, Beyond, exploiting the possibility to generate
a displacement and thus a work from two heat bathes,
several authors have proposed some ditherm nanoma-
chines models and have numerically shown their oper-
ations?®8Y, The migration of a nano-object on a surface
has also been highlighted in several theoretical and nu-
merical studies?H39,

Despite these investigations, the elementary mecha-
nisms driving the thermomigration are far from being
completely understood. In conductors, the heat flux pri-
marily results from the displacement of free electrons,
with only a minor contribution of phonons. Hence, ther-
momigration in these material is related to electromigra-
tion. Besides, in semiconductors and insulators, phonons
are the main heat carriers. This paper focuses solely
on these later materials where surface thermomigration
of an object is driven by phonons traveling through the
substrate. In his pioneer work, Huntington® compared
several physical mechanisms presumably responsible of
the thermomigration. He identifies i) an intrinsic effec-
tive driving force?®37 independent of the heat carriers
and ii) a force associated to the transfer of momentum
from phonons®®. While the transfer of momentum from
phonons have been recently proposed to be responsible
of the ballistic thermophoresis of clusters on a graphene
sheet33 following Huntington, the first mechanism, the
intrinsic driving force is the dominant one in commmon
solids: it corresponds to a temperature effect regardless
the direction or nature (longitudinal or transversal) of
the phonons interacting with the adatom.

In this latter case, quantitatively, following the stan-
dard treatments of irreversible thermodynamics, the
mass flow in a thermal gradient writes:

DcQ* -

J = —WVT» (1)



where Q* is the atomic heat of transport, D the diffusion
coefficent, ¢ the atoms concentration and kg the Boltz-
mann constant.

Several theories have related the coefficient Q* to a
migration energym]. In this paper, we propose to revise
this problem and to study the elementary mechanisms
of thermomigration of an adatom on a crystalline
surface using molecular dynamic (MD) simulations. In
particular, we will provide a formalism and a numerical
approach to study thermomigration at the surface of
crystalline solid: this method will enable us to explicitly
determine the coefficient @Q*. We show that Q* is not
related to a migration energy but rather to a binding
energy. After the description of the model in Sect.
we evidence the thermomigration by analyzing adatoms
trajectories in Sect. [} the motion of the adatom is
composed of a thermal gradient induced drift and a
Brownian diffusive motion. In Sect. [[IT, we propose
a quantitative numerical method based on the ther-
modynamic integration to measure a thermodynamic
potential controlling the probability of presence of
the adatom. From this potential, we decorrelate the
thermal gradient induced response of the system from
the Brownian diffusion process. Finally in Sect. [[V] we
develop a kinetic model of the adatom thermomigration
whose results are compared to trajectories derived from
MD simulations.

I. SYSTEM AND METHODS

We simulate the thermomigration of an adatom on a
crystalline surface subjected to a thermal gradient. Our
analysis is restricted to the case where the heat flux is
carried solely by phonons. As a result, MD simulations,
a suitable tool for this modeling are performed using the
LAMMPS package??.

A. Molecular Dynamics

As a model case, we studied the diffusion of a single
adatom on a (111) fcc surface submitted to a thermal
gradient. Figure reports a sketch of the simulation
cell. The substrate is composed of a slab whose surface is
perpendicular to the z-direction. Periodic boundary con-
ditions are applied in the x and y directions, respectively
corresponding to the [110] and [112] crystal structure di-
rections. The substrate sizes along the x,y and z direction
are respectively 72.1 ag, 13.78 ag, and 16.7 ag with ag the
lattice parameter. With these choices, the simulation box
typically contains about 63800 atoms. Sizes in the y and
z directions are chosen to be high enough compared to the
cutoff of the interatomic potential. In addition, with this
choice, the effects due to the quantification of the phonon
energies are limited. The size in the x direction results
from a compromise between a sufficiently large size to ob-

serve the adatom diffusion and a small size to limit the
computational time. Because we want to understand the
physical mechanisms underlying thermomigration inde-
pendently of the precise details of the atomic potential,
we have chosen to use a Lennard-Jones*¥ (LJ) potential
which minimizes the computational cost. The choice of a
LJ potential is not singular for this problem since it has
been used several times in the literature to model the in-
teraction of nano-objects with graphene sheets subjected
to a thermal gradient®2433,
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FIG. 1. @ Sketch of the simulation model. Atoms of the hot
and cold regions and the diffusing adatom are respectively in
red, blue and orange. @Temperature profiles (and standard
deviations) in the substrate for Thot = 0.3 and various values
of Teo1a. Standard deviations are so small that they are barely
visible.

We fix the LJ potential parameters €5, = 1.0, 045 = 1.0
between substrate atoms (mass ms; = 1.0), and €,5 =
0.82, 045 = 1.0 between the adatom (mass m, = 1.0)
and the substrate atoms. A 3.5 ogscut-off distance is
applied. On the simulation time-scale, these parameters
warrant to avoid the observation of adatom evaporations
or atomic exchange mechanisms. Below all quantities will
be given in LJ units?: distances, masses, energies, times,
and temperatures are expressed respectively in units of



Tssy M, €ss, 4/ 272> and ZST; Using LJ units, the lattice
parameter ag is 1.56 (at 0K) and kg = 1.

B. Thermal gradient and temperature profile

The thermal gradient is applied by defining a hot and
a cold slab regions with thickness 11.2, normal to the x
directions, and spaced by a distance 44.9 along the sub-
strate. Two Nose-Hoover thermostats (canonical NVT
ensemble) are used to thermalize these regions at Th
and Trpq. All other atoms of the cell (included the diffus-
ing adatom) are in the microcanonical (NVE) ensemble.
Especially, the adatom under study and the substrate
atoms with which it interacts are in the NVE ensemble.
We have carefully checked that the use of Nose-Hoover
thermostats was satisfying by comparing our thermal
gradient generation to other methods*¥' and by compar-
ing the thermal properties of the substrate with the liter-
ature?d. The steady state of this system is reached once
the Nose-Hoover Hamiltonians of the hot and cold regions
vary linearly with time, with opposite slopes proportional
to the thermal flux in the substrate. We have checked
that the velocity distributions of the adatom and inter-
acting substrate atoms are accordingly Gaussian. We fix
Thot = 0.3, below the fusion temperature Ty ~ 0.69 of
the LJ potential?¥, T4 varies from 0.05 to 0.26 to inves-
tigate various thermal gradients. Figure shows the
temperature profile along x in the substrate for various
thermal gradients. Temperatures profiles are measured
from the average kinetic energy of 20 slabs of thickness
3.37 evenly distributed between the hot and cold regions.
Both the time average temperature < T' > and its stan-
dard deviation o are measured and reported on Fig
however standard deviations are so small that they are
barely visible.

In fig. the temperature profiles between the hot
and cold regions are linear in agreement with the stan-
dard Fourier law for small thermal gradient. Weak de-
viations from the linear behavior are observed for high
thermal gradients: we have carefully checked that the
steady state was not questioned in these cases. Such cases
correspond to extremely strong thermal gradients: as an
example, transposing the LJ parameters to a real mate-
rial as copper®® (for which € = 0.4096 eV and o = 0.2338
nm and m = 105.49 x 10727 kg) would result in a ther-
mal gradient of 113.37 K.nm™! for the smallest value
of T.p1q = 0.05. In addition, the size of the simulation
cell is comparable to the phonon mean free path so that
part of the thermal transport is certainly ballistic in our
simulations. Nevertheless, all these non linearities will
have no effects on our analysis of Sect. [[TI] and kinetic
model in Sect. [V} we will exploit local thermal gradients
and the size of the diffusing adatom is much smaller than
the phonon mean free path and thus not sensitive to the
ballistic or diffusive character of the thermal transport.
Futhermore, discontinuities of temperatures are observed
at the interfaces between the NVE and thermostated re-

TABLE 1. Average thermal gradient (42
temperture profil as a function of Teerq

Thot Tcold <%>
0.3 | 0.05 [0.0038
0.3 |0.075]0.0036
0.3 | 0.1 [0.0033
0.3 10.125]0.0030
0.3 | 0.15 [0.0027
0.3 |0.175]0.0022
0.3 | 0.2 [0.0017
0.3 10.225]0.0014
0.3 | 0.26 {0.0008

T measured from the

oz

gions: we attribute them to the existence of interface
resistance or Kapitza resistance 447 Due to the pres-
ence of these Kapitza resistances and the non linear tem-
perature profile, there is a slight difference between the

temperature variation per unit lenght = Thor—Teota
and the average thermal gradient ($L) = 7~ [ La 8 Td
extracted from the temperature proﬁle Tﬁlus below

the thermal gradient will be characterized by the aver-
age thermal gradient <g—T) which values as a function of
T.o14 are given in Table

II. ADATOM TRAJECTORIES

The adatom is initially positioned without speed
halfway between the hot and cold regions. Typical sim-
ulation times are about 5 million MD steps of 5 x 1073
time units. For each investigated thermal gradients re-
ported in Tab. [ we have performed 50 trajectories vary-
ing the y-coordinate of the initial position of the adatom.
Since we did not fix any substrate atoms, the motion of
two atoms can be investigated using the two surfaces of
the substrate slabs enabling us to obtain two adatom
trajectories from a single simulation. Figure [2[shows the
adatom x-coordinate as a function of time for five tra-
jectories and for two thermal gradients <g—£> = 0.0038
and 0.0027. These thermal gradients and trajectories are
chosen as representative of our results. For all thermal
gradient and calculated trajectories, the adatom jumps
from a minima of the potential defined by the substrate
to the neighboring one as shown in the inset of Fig.
The adatom motion is clearly diffusive and not in a bal-
listic regime, also no Levy Flight is observed.

For the highest thermal gradient 0.0038, regardless of
the initial y-coordinate, the adatom diffuses from its ini-
tial position to the cold region evidencing a clear drift
induced by the thermal gradient. Once it has entered
the cold region, the adatom remains confined in it. We
hence conclude that the cold area acts as an attractive
well for the adatoms.

For the lowest thermal gradient 0.0027, the adatoms
diffuse but the presence of a drift is less obvious than in
the case of the highest thermal gradient. The adatoms
may diffuse through the hot and/or cold regions. But



most of the trajectories yield the adatoms in the vicinity
of cold regions.

We conclude that the motion of the adatom is com-
posed of a thermal gradient induced drift and a Brownian
diffusive motion. To quantitatively separate these two
contributions, we develop and use below a method based
on the thermodynamic integration method® adapted to
systems submitted to a thermal gradient.
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FIG. 2. X-coordinates of the adatom as a function of time

(only 5 trajectories out of 50 calculated trajectories are rep-

resented); blue and red areas respectively designs cold and

hot regions; for (2L) = 0.0038 (the inset shows a zoom on
-|(b)

a trajectory) for (L) = 0.0027.

where xg,y,2, p, and m, are respectively the co-
ordinates, momentum and mass of the adatom and
V(xo,y,2) is the interaction energy of the adatom with
the substrate atoms. In Eq. , averages (.)z, are per-
formed on the y-, z-coordinates and momentum p, coor-

IIT. THERMODYNAMIC INTEGRATION

In this section, we propose a generalization of the stan-
dard Thermodynamic Integration (TI) method in order
to calculate the thermodynamic potential controlling the
x-coordinates of the adatom in the presence of a ther-
mal gradient. In standard TI#8 the free energy differ-
ence between two states is deduced from the integral over
ensemble-averaged enthalpy changes along a thermody-
namic path linking these states. Many versions of this
algorithm including the use of out of equilibrium paths
have been developed*¥5I, But to our knowledge, none
of these methods applies for a system in a steady state
submitted to a thermal gradient.

In a homogeneous temperature system at temperature
T, the probability p(xg) to find the adatom at position
xo would be controlled by its free energy A(z) following

_ Alzo)
plro) o eap(—Ad).

In a system submitted to a thermal gradient, this con-
cept can be extended provided that we make a local ther-
mal equilibrium assumption. This assumption is justified
in our case, since the characteristic time for the adatom
diffusion (average time between two jumps in trajecto-
ries of Fig. is longer than the characteristic time for
its thermalization with the underlying substrate (of the
order of the inverse of the oscillation frequency of the
adatom in the crystalline potential well).

Under this local equilibrium assumption, we show in
appendix [A| that the probability p(z¢) can be written
as p(xg) x exp(—P(xp)) with ®(x¢) a thermodynamic
potential. Because the temperature depends on the po-
sition, the appropriate thermodynamic potential control-
ling the position of the adatom is no longer the free en-
ergy A(zg) but a function reducing to % in a system with
a homogeneous temperature: indeed, in such a case, the
function ® = % is the opposite of the Massieu function
[S — Y] (Legendre transform of the entropy S, U design-
ing the internal energy), and corresponds accordingly to
a thermodynamic potential52.

While the direct calculation of the thermodynamic po-
tential ®(xg) is out of our computational capabilities be-
cause it would involve an integral over all micro-states,
it can be deduced from a T1I scheme using the expression

of its derivative g—f (see Appendix [A|for derivation)

dinates of the adatom at abscissa xg and over positions
and momenta of substrate atoms. While the first right
hand term of Eq. is standard in TT implementation
(in homogeneous temperature systems), the second term
derived from the presence of the thermal gradient.



Technically, we calculate g—i(mo) by TI: we perform
MD simulations constraining the x-coordinate of the
adatom at position xg and we compute (%—‘;(azo, Yy Z))zos

Pasy+Pa’ Si .
(8m" )z and (V(z0,9, 2))z,. Since the constrain im-

poses the x-momentum component p,, = 0, we use the
local thermal equilibrium assumption to re-scale the ki-

-2

. . Pa _ 3 pai+pa3
netic energy following (22—), = 5(=%—=)s. The

temperature T'(zg) is evaluated from the temperature
profile Fig. Combining all these data yields the
values of g—f.

A. Thermodynamic potential

Figure shows the derivative 22 (z) of the ther-
modynamic potential as a function of the adatom posi-
tion xo for the thermal gradient <g—£> = 0.0038. This
function has a rising amplitude and a sinusoidal wave
number (k = 11.2). We have checked that the wave
number k = %’r, where a is the projected distance in
the x-direction between two adatom stable sites on the
surface, accordingly with the crystallography of the sub-
strate surface.

Figure [3(b)|shows the thermodynamic potential ®(z)
computed by numerical integration of g—i (z) for different
thermal gradients. The thermodynamic potential ®(z¢)
is a combination of i) a sinusoidal function and ii) a slowly
decreasing function, referred as thermal gradient induced
potential(TGIP) in the following. The sinusoidal func-
tion is yet another manifestation of the crystalline po-
tential. The decreasing function, the TGIP is related to
the effect of the thermal gradient: it drives the adatom
in the increasing x direction, i.e. towards the cold region.
As observed on Fig. the absolute slope of the TGIP
increases with increasing thermal gradient.

In Fig. the thermodynamic potential ®(xq) is
plotted as a function of the x-coordinate of the adatom.
However, since the temperature profile also depends on
the x-coordinate of the adatom, the thermodynamic po-
tential ® could equivalently be plotted as a function of
the inverse of the temperature 1/T (Fig. 53.

For all the investigated thermal gradients, the thermo-
dynamic potential ® as a function of 1/7T" appears to be a
combination of a quasi-linear ®7qgy p(%) and a sinusoidal
@diff(%) functions. @TGIP(%) is the curve that passes
through all minima of the thermodynamic potential and
Paiss(5) = ®(3) — Prarp(7). Interestingly, for all the
investigated thermal gradients, the TGIP ®rqy p(%) su-
perimpose.

B. Interpretation of the thermodynamic potential

The quasi-linear component ®7¢g; p(%) of the thermo-
dynamic potential @(%) can be understood examining
the behavior of the adatom at the minima of a crystalline
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FIG. 3. @ Thermodynamic potential and @ its derivative
as a function of the adatom position x¢ computed from sim-
ulations with the thermal gradient (2X) = 0.0038.
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FIG. 4. Thermodynamic potential for several gradients as a
function of the inverse of the temperature.

potential well. Indeed, assuming an harmonic approxi-
mation and that the adatom is in local equilibrium with
the substrate, we use the equipartition theorem to derive
the average kinetic and potential energies of the adatoms

(e = 3752 and (V(w0))ag = —Vo + 3752 with

2mg 2




Vo the binding energy (Vo > 0)*%. So that using Eq.

N T@).  B)

[0)) R —
(xo)lmln 2T(930) 4

Hence, we have detected all minima of the thermo-
dynamic potential in Fig. |4| to compute ‘I)Tczp(%) and
performed a regression using the following expression
drarp(L) = -9 — CIn(T) + @0, with &g a physically
meaningless constant. We extract = 1.90 &+ 0.03 and
C = —1.8+0.22 for (2L) = 0.0038. Q and C respectively
characterize the drift induced by the thermal gradient
and the entropic effects. The relation between the coef-
ficient @ and the heat of transport Q* of Eq. will be
addressed in Sect.[[V] @ = 1.90 is in relative good agree-
ment with half the binding energy 4.17 of the adatom
with the substrate calculated at 0K. This conclusion has
been reinforced by checking that the coefficient @ is pro-
portional to the adatom-substrate interaction energy €.
29 Besides, we found that the value of @ is independent
of the values of the thermal gradients (2X) = 0.0033 and

)
0.0027 used to computed the thermodynﬂf&mic potential.
C = —1.8 is in disagreement with the expected value

% = 2.25 provided by the harmonic assumption above.
Surprisingly it almost corresponds to the opposite to the
expected value: we have checked carefully that this co-
incidence was not due to a sign error. For the gradients
(2L) = 0.0033 and 0.0027, we extract C' = —1.57 and
—0.62 which evidences that the logarithmic corrections
are not well resolved. To explain this disagreement, we
argue that the harmonic assumption and the use of the
equipartition theorem are questionable in this case since
the adatom significantly diffuses along the y direction
during the constrained MD simulations. Another pre-
sumably important effect is that our statistics are lim-
ited and the numerical integration used to calculated the
thermodynamic potential ® inevitably accumulates er-
rors which prevents an accurate determination of C. In
other word, we think that our calculations are not precise
nor reliable enough to be able to capture the logarithmic
corrections.

To go forward with the examination of the thermody-
namic potential ®(4), the diffusive behavior is charac-
terized by the quantity ®giss(5) = ®(%) — Prarp(+)
plotted in Fig.

The function ®g; 77 () is an oscillating function whose
amplitude Ag; s increases as the temperatures decreases.
Figure shows the amplitude Agr¢ as a function of
the inverse of the temperature. The amplitude Ag;¢s is
related to the rate of diffusion of the adatom: this rate is
expected to decrease as the temperature decreases since
diffusion is slower at low temperature, an expectation in
agreement with the results of Fig.

Comparing results of Fig. With the values of Ag;fs
computed for a substrate thermostated with an homoge-
neous temperature i.e without a thermal gradient, we
have checked that Ag;rs only depends on the tempera-
ture and not on its gradient.

8 9 10 11 12
T
(b)

FIG. 5. @ Dyipy = ® — Prarp as a function of the inverse
of the temperature. Amplitude Agify of the oscillation of
D4ipr as a function of the inverse of the temperature and its
affine regression (green solid line). Data are extracted from
simulations with the thermal gradient (2Z) = 0.0038

The amplitude Ag; ¢ linearly increases with the inverse
of the temperature with a slope F,, = 0.239 + 0.003.
FE,, is homogeneous to an energy and corresponds to the
energy barrier for the diffusion of the adatom (FE,, >
0). The measured value of E,, is slightly smaller than
the energy barrier E;, = 0.255 for the adatom diffusion
computed at 0K®%. Finally, we have checked that the
coefficient Ag;¢y (and thus E,,) is proportional to the
adatom-substrate interaction energy €gs.

IV. MODEL FOR THERMOMIGRATION

In this section, we propose a 1D kinetic model able to
evaluate the average drift velocity induced by the thermal
gradient.

A. Average drift velocity

Based on the results of Sect. [[TI, Figure [6] schemat-
ically shows the thermodynamic potential seen by the
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FIG. 6. Schematic representation of the thermodynamic po-
tential as a function of the adatom position

adatom in the presence of a thermal gradient. Since this
potential is asymmetric, the barriers to jump to the right
or to the left are different. We estimate the probability
rate of both jumps using a generalization of the tran-
sition state theory (TST). Assuming the validity of the
local thermodynamic equilibrium, the rate at which an
adatom goes from a metastable state to a neighboring one
can be derived generalizing the TST to a system show-
ing a thermal gradient. The forward rate Eq. (B3] is
calculated for an uni-dimensional system in Sect. [B| and
is proportional to the quantity e~ [®@m+5)=2@@m)] 4
designs the abscissa of a metastable state of the thermo-
dynamic potential and « is the projected distance in the
x-direction between two of these states. Therefore, the
average velocity of the adatom reads:

<uv>=a |:1/+e_[q>($m+%)—q>(wm)]

,V_6*[¢(wm+%)*<1>(mm+a)]] , (4)

with v4 the attempt frequencies. For simplicity, we sup-
pose that v, = v_ = 1y in the following. Using re-

sults of Sect O(xy,) = 7% and ®(x,, + a/2) =
the average velocity Eq. de-

Q En
T Tamta/D) T T@mta/2):

duces:
<v> = d2ype @t Qe T a[1/1]
(Q=Bm)a d[1/T] d[l/T]dx
— D[T]Qe ]7 (5)
_ —D[T}% [ o ] CC%’ (©)

with D[T] = voae(~ ") the local diffusion coefficient
of the adatom. As expected, Eq. is compatible with
a zero drift velocity in absence of thermal gradient. As
suggested in Eq. , the average velocity Eq. @ does
not only depend on the temperature gradient but also on
the temperature itself.

Since @ is roughly half the binding energy of the
adatom, @ is always a positive quantity. Hence, we find

that the thermal gradient always drives the adatom to-
wards the positive x i.e. towards the cold region, so that
a negative Soret coeflicient is unreachable in this system.

The driving force pushing the adatom to the cold
region is mainly an intrinsic effect: the decrease of
the temperature increases its probability of presence o
exp(Q/T). The entropic effects mentioned in Sect.
should induce some corrections to Eq. , but they are
presumably weak and we have not been able to measure
them. Finally, note that Eq. originates from a first
order development of Eq. , but nothing prevents from
pushing this development to a higher order to address
non linear effects.

Finally, from Eq. one can identify the coefficient
@ with the heat of transport @Q* in Eq. providing

that the thermal gradient is small enough to warrant that
(Q—Em)a dT
e 212 dw

dw ~ ],

B. From the model to trajectories

In order to address the validity of Eq. , we calcu-
late the model trajectory z(t) of an adatom numerically
solving the following differential equation:

b pir) Qo e AL (7)
dt T2 dx

@ is given in Sect[I] The diffusion coefficient D(T)
as a function of temperature has been calculated from
the mean square displacement along trajectories of an
adatom diffusing on a substrate thermostated at an ho-
mogeneous temperature 7.

Figures[7(a)]and [7(b)|show the model trajectories com-
puted from Eq. (7) compared to the average MD tra-
jectory (x(t))irq; of the adatom at thermal gradients
<%§> = 0.0038 and 0.0027. The average MD trajectory
((t))tra; of the adatom is computed by averaging the
position x(t) of the adatom at time t over all the trajec-
tories computed by MD with the same initial conditions.
We emphasize that there is no free parameters in the

curves of figures and [7(b)|

So we presume that Murphy was deeply lacking of vig-
ilance since the agreement between the average MD tra-
jectories of the adatom and the models of Eq. is very
good especially for time in the range [0—4000]. Note that
we have intentionally limited the range of the abscissa of
Figures and Indeed when performing the aver-
age (z(t))ira; at time ¢ over all the trajectories, we elude
the trajectories which have joined the cold region at a
time ¢’ < t. So when time ¢ increases, the number of
trajectories involved in the average not only decreases,
but the estimation of (x(t))irq; is biased by the fact that
the average is computed on trajectories that have not
reached the cold region yet.
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FIG. 7. Model trajectory (solid black line) computed from

integration of Eq. (7)) compared to the average MD trajectory
of the adatom. ;|(a)[for () = 0.0038. for (9Z) = 0.0027.

V. DISCUSSION

We think that the good agreement between the pre-
diction of our model and MD simulations results shown
in Fig. [7] gives an additional justification of our different
assumptions to derive the model Eq. @: noticeably, the
adatom diffuses on the surface and is locally in thermal
equilibrium with the substrate. Hence, the heat of trans-
port @Q* depends on the binding energy of the adatom
with the substrate and weakly depends on the migration
energy F,,. This result is in opposition with previous the-
ories?8, We emphasize that in our simulations, we found
@ = 1.9 while E,,, = 0.23 so that both quantities differ by
a factor 8, almost an order of magnitude: a model involv-
ing a heat of transport @* equal to the migration energy
as proposed previously would definitely not produce a
good agreement with MD simulations results. We think
that the main difference between our model and previous
ones is that we introduce the thermodynamic potential (a
Massieu function) ® which drives the adatom probability
of presence in a inhomogeneous temperature systems.

Moreover, concerning Eq. , in our MD simulations,

. ~ (@—Em)a ar .
we evaluate the coefficient e 272 dv ~ ().84 with

Q =19, E, =023T = 0.1 and 4L = 0.0038. Hence,
non linear effects i.e. the adatom average velocity writes
as a series of powers of %, are significant and could not
be eluded in our simulations. However, in realistic exper-
imental conditions where the thermal gradient is several

orders of magnitude smaller that in our simulations, the
(Q=Em)a dT

coefficient e~ 272 4= should be one to a very good ap-

proximation. Eq. then agrees with Eq. with Q*
equal to half of the binding energy of the adatom.

VI. CONCLUSION

In this manuscript, we have numerically and theoret-
ically studied the diffusion of an adatom on a surface
submitted to a thermal gradient. The thermal gradi-
ent drives the adatom towards the cold regions. We have
shown that i) the Massieu function is the suitable thermo-
dynamic potential to investigate this out-of-equilibrium
steady-state system. ii) We have provided a method gen-
eralizing the thermodynamic integration method to com-
pute it. Analyzing this thermodynamic potential, we
have been able to decorrelate the thermal gradient in-
duced effect from the stochastic diffusion. iii) We have
shown that the atomic heat transport characterizing the
thermal gradient induced effect is proportional to the
binding energy of the adatom with the substrate. Based
on these results and iv) generalizing the transition state
theory to systems submitted to thermal gradient, v) we
have proposed a model to evaluate the drift velocity of an
adatom and to evidence the main physical processes op-
erating during the thermomigration process. Our model
agrees very well with MD simulations results. It also
agrees with the standard treatment of mass transport
Eq. by irreversible thermodynamic.

The main driving force for the thermomigration is the
so-called intrinsic effect, i.e. the increase of the probabil-
ity of presence x exp(Q/T) of the adatom with the de-
crease of temperature, where @ is found to be mainly in-
dependent from the temperature. Our results show that
the thermomigration always drives an adatom diffusing
on a surface towards the cold region and that a negative
Soret coefficient is unreachable.

We cite below two perspectives to this work. First, all
of our results are based on a local thermodynamic equi-
librium assumption. However, this local thermodynamic
equilibrium assumption has some limitations both for the
evaluation of the TST rate and the probability distribu-
tion®258: investigating the corrections to the local ther-
modynamic equilibrium assumptions would certainly al-
low a better understanding of the thermomigration phe-
nomenon. Especially, our approach would certainly be
arguable if the diffusion of the adatom was faster enough
to prevent its local thermalization with the substrate .

Second, the thermomigration of a cluster involves some
elastic effects that would be worth investigating espe-
cially for comparison with experiments. In addition, elas-
tic effects could potentially enable a negative Soret coef-
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In the presence of a thermal gradient and under the local thermal equilibrium assumption, the probability to observe
the adatom at a position with abscissa x¢ is>C28k

Z(xo)

_ A2

p(xO) 7 ( )

Z(xg) = h3N+3 /5 —xg)e [/ BEyH T g3 rod3py Hd3rld3p“ (A3)
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Z = h3N+3/ -1 M g ad”p Hd rid’ps, (A4)
where B(7) = states for the temperature dependence and H(7) is the microscopic many-body Hamiltonian density

v
1
—I—Z(S B (FasT7) —I—Z —Ep;(7,7)| . (Ab)

J#i
In the present study, 7'(7) only depends on x: T(7) = T(x). From Eq. (A5 , we hence deduce
1 1 ELJ T'Z, T']
E as ' . A
| st = i + 5 Z L7 ”[Tuaﬁmnbzzm, ) Z; Ty A9
Defining ®(z¢) = —In(Z(xy)), the derivative of ®(x¢) compared to z( is deduced from Eq. (A2 . and (AG6)
P 9z
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with rg = (0, Ya, Za)- {-)z, designs an average over all space variables yq, zq, Pa, 77 and p; with ¢ € {1, N} while the
abscissa x, of the adatom equals x, = xg.
19T

Finally, since the relative temperature variation over the LJ cutoff length scale \: 7 5~ <1 3 is weak, we approximate

T(;) ~ ﬁ when substrate atom at abscissa x; interacts with the adatom at abscissa xo
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[
Appendix B: Transition State Theory with a per unit time that a system submitted to a thermal gra-

thermal gradient

In this section, using the transition state theory (TST),
we calculate the forward rate k;CST i.e. the probability
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FIG. 8. Sketch of the effective potential seen by the particle.

dient goes from a metastable state to a neighboring one
crossing a transition state. For simplicity, we derive here
the forward rate k:;ST for an uni-dimensional system.
The generalization to a multidimensional potential is not
simple excepted perhaps if the thermal gradient is per-
pendicular to the transition state hyper-plane, but even
this simpler case is out of the scope of this study. So
we suppose a uni-dimensional particle of mass m, posi-
tion x and momentum p = ma. This particle interacts
with a wider system with many degrees of freedom (the
substrate in the present case), so that the dynamic of
the particle can be derived from a reduction procedure
yielding to an effective potential V' (z) driving the particle
motion®”. We suppose that this effective potential V (z)

J

/ dedp P BV @) _
initial well

10

shows two metastable states x1 and x2 > x; divided by
a transition state at x;. See Fig.

We limit our development to the simple case where all
timescales of the system (substrate + particle) are sep-
arable, and we assume that i) the local thermodynamic
equilibrium prevails for all degree of freedom (including
the degree of freedom of the particle and the ones of the
substrate) and that ii) any trajectory of the particle that
crosses the transition x; will not recross it??. The as-
sumption ii) is standard for TST and assumption i) is
a generalization of the standard thermodynamic equilib-
rium assumption for TST. Within these assumptions,
the forward rate i.e. the probability per unit time that
the particle goes from metastable state in z; to the one
in x5 reads®?

[ dadp 6(z — ;) Z6(p)e " 2 (E+v@)
~8(0) (E+V (@)

kTST -

finitial well dxdp €

with 6(z) = 1 for x > 0 and 0 otherwise.

eBEIV @) [+ g gefﬁ(wt)é’%
Blx >(2m+V<w>)

+ —
kTST -

finitial well dxdp €

with

+oo
/ dp ﬁe_ﬁ(wt)% = 1 ,
0 m B(+)

and

/ dm[ m)vm/ dpe—B@)3 Pmy
r<Tt

:/ du |e—B@V (@) [2Tm
rx<Tt ﬁ(I)

The function e #@V () is only significant in the Vicinity of the minima ,,;, of the function (z)V(x). Hence, we
2
can approximate 3(z)V () = B(Zmin)V (Tmin) + @=Zmin)” x"“") d (ﬁv) (Tinin) to get

/ dxzdp e ’B(x) +V(z) (@min)V (Tmin)
initial well x?rnn d$2 xmzn

So finally, we get:

e—B@)V(zt)

kfop =
TST e_ﬂ(a;min)v(wnrin) 2775(

.’Et) )

i (B1)

In the case of the thermomigration of an adatom on a crystalline substrate, the length scale of the temperature
variation is very weak compared to the one of the variation of the potential V(z), the minima x; of the potential

V(z) almost coincides with the minima of the function S(z)

+ -
kg writes:

e~ B@)V (1)

V(x): Tmin &~ x1, so that within a good approximation,

TST = =BV (@) 27 (
— V+e_[ﬂ(xt)v(wt)_ﬂ(xl)V(Il)]7

\/ B(a1) P8 (2)
Tt) m ’



with vy =

independent on the position®?.
Including the entropic terms of the prefactor in the exponential, Eq. (B2|) would involve the thermodynamic potential

. Ba1) LEN (o
27 B(xy) m
9

¢ so that k}rST x e—[o(@)—d(@1)]

11

1). Eq. (B2) is equivalent to the result of the TST theory when the temperature is

We note that Eq. (B3)) differs from previous theories®® where the rate at which an adatom goes from a metastable

state to a neighboring one only depends on the adatom temperature in its initial metastable state (and not on the one
at the barrier). Nevertheless, we argue that these former expressions®® do not satisfy the detailed balance whereas

Eq. (B3) does.
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