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Abstract

This paper evaluates Large Language Models
(LLMs) on financial text classification, comparing
GPT-4 (1.76 trillion parameters) against FinBERT
(110 million parameters) and FinDROBERTA
(82.1 million parameters). We achieved a classi-
fication task on short financial sentences involv-
ing multiple divergent insights with both textual
and numerical data. We developed a market-based
large dataset that enabled us to fine-tune the models
on a real-world ground truth. Utilizing a market-
based dataset for fine-tuning on extensive datasets,
we achieved significant enhancements with Fin-
BERT and FinDROBERTA over GPT-4. However,
the use of a bagging majority classifier did not
yield performance improvements, demonstrating
that the principles of Condorcet’s jury Theorem
do not apply, suggesting a lack of independence
among the models and similar behavior patterns
across all evaluated models. Our results indicate
that for complex sentiment classification, compact
models match larger models, even with fine-tuning.
The fine-tuned models are made available as open-
source for additional research.

1 INTRODUCTION

Large Language Models (LLMs) have demonstrated signifi-
cant success in the task of sentiment analysis [|Araci, 2019,
Yang et al., [2020, Sohangir et al., 2018}, |Day and Lee, 2016
Wu et al., 2023 Yang et al., | 2023]. Their proficiency in inter-
preting intricate patterns and considering extensive contexts
improved their effectiveness [Chen et al., |2023]]. Previously,
NLP models encountered learning constraints due to limited
context windows and the small scale of training data. The
limited quantity of parameters also hindered their ability
to capture complex patterns [Day and Lee|, 2016|. Large

context windows are associated with prompt engineering in
LLMs, which are highly responsive to the input prompts.
Various prompting techniques have demonstrated significant
enhancements, such as the Chain-of-Thought method cited
in [Wei et al., [2023]]. Adopting a human-like approach to
problem-solving enhances the model’s performance. Addi-
tionally, few-shot prompting contributes to improvements
across various tasks in LLMs, as detailed in [Zhang et al.|
2022]]. The extensive number of parameters in the model
allows for fine-tuning to perform in specific tasks.

Recent advancements in Natural Language Processing
(NLP) have enhanced sentiment analysis tasks, which in-
volve categorizing text into "positive", "negative", or "neu-
tral" class. This task is extensively explored within the fi-
nancial sector, encompassing intricate textual and numerical
data [Mishev et al., [2020]. There are specific considerations
[Dumiter et al.|[2023} Briere et al., 2023 unique to this field,

including:

* Brevity: Financial news articles are typically concise,
packed with advanced insights.

* Mixed Data: They encompass both textual and numer-
ical information, providing a comprehensive view of
financial events.

* Financial news can rapidly lose its relevance, often
discussing events that have occurred in the past, and the
precise impact of such news is not always immediately
known.

* Complexity: The categorization of financial texts can
be challenging and contentious, even for humans, re-
quiring detailed analysis.

The financial information is often a short text like head-
lines or tweets. This makes the interpretation difficult even
for a human[Malo et al.| 2013|]. This challenging textual
data is then a very favourable context for improving senti-
ment analysis understanding. In this study, we developed a
methodology for improving understanding of LLM’s senti-
ment classification facing a short text of interwoven issues.
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We first created a comprehensive dataset of financial head-
lines which were automatically classified as positive, neutral,
or negative. This classification was based on the subsequent
day’s market performance. Specifically, we identified any
mentioned stocks or financial markets within each headline
and used their next-day performance as a basis to determine
the sentiment of the headline. If a headline did not reference
any particular stock or financial asset, we considered the
next day’s overall equity market movement, averaging the
performance across markets in the US, Europe, and Asia. A
headline was considered positive (or negative) if the market
movement exceeded (or fell below) a certain quantile thresh-
old. Headlines that did not fit these criteria were labeled
as indecisive. Further details are elaborated in the paper.
We evaluated state-of-the-art financial classification models
that were previously trained on expert-annotated data (by
individuals with master’s degrees in finance) against our
dataset. Our analysis included a comparison of performance
enhancements through a bagging approach and fine-tuning
of Language Learning Models (LLMs) using our dataset as
a baseline. We found that models, irrespective of their size,
displayed equivalent performance levels when fine-tuned.
Fine-tuning here refers to the process of training models
on a segment of our novel dataset and assessing them on
a separate, unseen portion of the dataset. We also present
evidence, based on Condorcet’s jury Theorem, illustrating
that the performance of models in complex classification
tasks is not determined by the quantity of their parameters.
The key contributions of this paper include:

* Model performance is not solely dictated by its size; in
fact, smaller models that have been fine-tuned, such as
FinBERT and DistilROBERTA, significantly surpass
the performance of larger, non-fine-tuned models like
GPT-4. This underscores the critical role of fine-tuning
in enhancing the ability of Language Learning Models
(LLMs) to interpret financial news accurately.

* Moreover, a comparison between fine-tuned models
reveals negligible differences in performance between
smaller models and GPT-4, indicating that the benefits
derived from fine-tuning are largely independent of the
model’s size. This observation particularly suggests
that, following fine-tuning, GPT-4 does not provide
any significant advantages over smaller models like
FinBERT or DistilROBERTA.

Additionally, employing a bagging majority classifier
fails to produce significant improvements in perfor-
mance, casting doubt on the relevance of Condorcet’s
jury Theorem in this context. This outcome is linked
to the inability to satisfy the theorem’s requirement for
classifier independence, notably revealing that models
tend to respond similarly when assessing the sentiment
of financial news.

The rest of this paper is organized as follows. Section [2]

briefly reviews the related works. Section 3] details our data
collection process from Bloomberg Market Wraps and the
creation of headlines to form a new comprehensive dataset,
which serves as a baseline for the fine-tuning of Large
Language Models (LLMs). In Section [4] we discuss the
methodology employed to automatically assign labels to
our generated headlines, utilizing the historical next-day
return quantiles of the identified tickers for positioning. Sec-
tion [5] provides a comparative analysis of various models
tested against this market-based baseline dataset. Section
[6]introduces the development of a majority vote classifier,
also known as a bagging classifier, and examines its char-
acteristics through the lens of the Condorcet jury theorem.
The section also notes that, as our experiments indicate,
the lack of notable enhancement with the bagging classifier
suggests that the underlying assumptions—particularly the
independence of the various models—are not necessarily
met. Lastly, section[7concludes and exposes future direction
of research.

2 RELATED WORKS

In the field of sentiment classification for financial texts,
LLMs have been widely adopted, demonstrating high ac-
curacy in real applications [Hansen and Kazinnik} 2023|
Cowen and Tabarrokl 2023} Korinekl, 2023| |Lopez-Lira and
Tang| 2023 [Noy and Zhang| 2023| [Lefort et al.| 2024, [Zhao
et al.}|2024]. These studies collectively affirm the efficacy of
LLMs in discerning sentiments in financial texts, marking a
significant stride in the application of artificial intelligence
in finance.

The advent of FinBERT, a model specifically honed for
financial text analysis through the process of fine-tuning
pre-existing LLMs on financial datasets, has markedly pro-
pelled the performance metrics forward [Araci, [2019]. This
advancement underscores the potential of targeted model
optimization to enhance accuracy and relevance in sector-
specific applications.

Moreover, the introduction of niche datasets such as FinQA
has played a pivotal role in refining the proficiency of LLMs
in processing financial texts interspersed with numerical
information [[Chen et al., 2022]. These datasets train models
to adeptly navigate the dual landscape of textual and numeri-
cal data, an essential capability for analyzing financial news
that often melds narrative with figures.

The research into a more compact version of the BERT
model, known as DistilBERT, has yielded optimistic results
by demonstrating that reducing the number of parameters
does not significantly compromise the model’s ability to
classify sentiments [Sanh et al.,[2020]]. This finding is cru-
cial as it validates the efficiency of streamlined models in
conducting sentiment analysis, particularly in the context of
financial documents that typically present a complex blend



of text and data.

The process of fine-tuning models has been notably suc-
cessful in dissecting intricate financial documents, which
frequently combine various types of inputs [Li et al., 2023]].
This technique enhances the model’s understanding and
interpretation of the multifaceted information contained
within these documents.

Furthermore, the integration of Retrieval Augmented Large
Language Models has elevated the capacity of LLMs to
conduct sentiment analysis by weaving in a broader contex-
tual backdrop [Zhang et al.,2023a]. This approach enriches
the analysis by drawing upon external knowledge, which
is particularly beneficial in the financial news sector where
understanding the deeper, often unspoken implications of
news is crucial.

The acquisition of extensive information, pertinent for grasp-
ing the sentiment in financial news, emerges as a significant
hurdle, necessitating deep, contextual knowledge beyond the
immediate content of the news articles [Kim and Nikolaev,
2023]]. The challenge is compounded by the sheer volume of
information that needs to be sifted through, as highlighted
by [Loukas et al., [2023]].

The task of classifying news headlines for sentiment analysis
is further complicated by the inherent brevity of headlines,
which often lack sufficient context. This scarcity of con-
text poses a daunting challenge for LLMs, hindering their
ability to accurately infer the underlying sentiments [Zhang
et al.l 2023b]]. Despite these obstacles, certain LLMs have
shown a remarkable ability to interpret headlines effectively,
with the GPT model standing out for its adeptness in sen-
timent analysis within concise textual formats. A notable
development by |[Lefort et al.|[2024]] introduced an indicator
that correlates the sentiments extracted from headlines with
movements in equity markets, thereby attesting to GPT’s
utility in sentiment analysis even in limited contexts.

In assessing the performance of LLMs in sentiment clas-
sification, comparisons are often drawn with annotations
made by human experts [Briere et al.| 2023 |Araci, 2019].
However, this comparison is inherently flawed, as it may
not accurately reflect the real-time dynamics of the mar-
ket. Studies, such as [Lewis et al., 2021]], have shown that
LLMs exhibit a lower tendency to generate unfounded con-
tent ("hallucinate") when their analyses are grounded in
factual data, emphasizing the importance of data veracity in
enhancing the reliability of sentiment analysis outcomes.

3 DATA AND METHODOLOGY

3.1 DATA COLLECTION

Transitioning from collecting data to its utilization encom-
passes several stages and is not direct. The first step was to

collect reliable financial news. For this purpose, we amassed
a collection of Bloomberg Market Wraps spanning from
2010 to 2024. Bloomberg Market Wraps are a consolidated
summary of daily financial news, done by human journal-
ists specialized in finance, highly regarded and extensively
followed by professionals within the financial sector. These
summaries distill the day’s most significant financial events
and market movements into a digestible format, offering a
rich, condensed source of relevant information. Their com-
prehensive nature renders them as particularly valuable tex-
tual data for analysis. In principle, Bloomberg Market Wraps
should not miss any significant daily news and are spread to
the financial community through multiple channels like the
Bloomberg professional network but also various journalis-
tic web channels like Yahoo finance, Investing.

Following the collection of these reliable sources, the sub-
sequent phase entailed the extraction of headlines from the
amassed financial news. This process yielded over 3,700 in-
dividual news items and more than 61,000 headlines. These
headlines serve a dual purpose: they are instrumental in both
the training and the evaluation phases of the models. This
extensive compilation of headlines provides a robust dataset
that mirrors the variety and complexity of financial news,
facilitating the development of models capable of under-
standing and categorizing financial information with high
accuracy.

3.2 HEADLINE GENERATION

After collecting the daily news, we extracted headlines high-
lighting the day’s most important information, enabling us
to summarize the information effectively. This approach
helped us concentrate on the vital aspects by filtering out
minor details and condensing the news into brief sentences.
Additionally, it allowed us to gather more information by
eliminating unnecessary noise and isolating the key facts in
the headlines. The resulting headlines are both informative
and useful for making investment decisions. Below is the
prompt used to generate these headlines with GPT-4 model.

Headline Prompt:

You will be provided with a financial text, and your
task is to extract a list of headlines from it. Each head-
line must be informative and provide relevant insights
for a financial market analyst. Ensure that each head-
line contains a single piece of information. List these
headlines in the specified format, with each headline
separated by a line break and without additional com-
mentary. Format your list as follows:

1. Headline for Theme 1
2. Headline for Theme 2
3. ..



This two-step approach is valuable for improving model’s
classification performances, as it delivers meaningful and
noise-free information following [Lefort et al.,[2024].

4 A MARKET-BASED DATASET FOR
EVALUATION

Numerous financial models that analyze sentiment in finan-
cial texts rely on benchmarks from multiple financial corpus.
These corpora include news articles or extensive financial
documents featuring both textual and numerical data [Chen
et al.,[2022} |Araci, [2019]. The impact of the news is eval-
uated by a group of financial experts (or master’s degree
students) who assign a label for each text. However, this
approach has its biases. Some headlines are difficult to clas-
sify even for financial expert and opinions may differ. This
create a subjective label which can be misleading for evalu-
ating the model’s performances. Also, fine tuning the model
based on this baseline is misleading and enable the model to
learn on subjective data which cannot reflect the real market
sentiment [Araci, 2019].

To address this bias, we established a new baseline that de-
pends on the market return linked to the news headline. This
approach allows us to assess the actual impact of the head-
line on the market and subsequently, the model’s capability
to identify the true effect.

4.1 TICKER IDENTIFICATION

Firstly, we utilize GPT-4 to identify and assign a list of
tickers associated with the headline. The model has demon-
strated efficiency in accurately determining the list of tickers.
By doing so, we capture the genuine market response to the
news, enabling us to grasp the actual impact of the news.
After getting all the associated tickers for each headline, we
evaluate the ticker return.

_ Pp(t+1)+ Dg (t+1)

Ry, (hiyt) = Pr. (@) -1

The subtlety here in calculating the return of a particular
stock lies in precisely incorporating any dividends paid.
Here, the return of the ticker R, (h; ) represents the return
of ticker T}, given the headline h; ; at time ¢. This return is
calculated by dividing the next day price Pr, (¢ + 1) and
any potential due dividend D, (t + 1) at time ¢ + 1 by the
previous price Pr, (t) at time ¢, and then subtracting 1. This
formula neatly encapsulates the mechanism to measure the
actual impact of a financial news headline on the market
performance of a specific stock ticker.

A full summary of our process is given in figurelT]

Collect

News
Headlines

v ............ v
Ext.ract Identify

Sentiment Tickers
Labels

Evaluate
Ticker
Return and
Compute
Label

Fine-tune
Model

Using the
Augmented
Baseline

Figure 1: Workflow diagram to generate the dataset. Or-
ange blocks represent the new steps introduced in this work,
specifically the identification of relevant tickers and the eval-
uation of their market return to automatically annotate our
database. The data augmentation is highlighted by the dot-
ted red rectangle.

4.2 TICKER SENTIMENT CLASSIFICATION

The classification of financial headlines based on their im-
pact on stock price movements is implemented through a
quantile approach to ensure proper labelling. This approach
utilizes historical stock performance data to categorize the
impact of news-induced percentage changes in stock prices.
We provide a formal definition of the classification algo-
rithm:

Let pct_changes denote a dictionary where the keys repre-
sent stock tickers (7}%) and the values are the percentage
changes (A Pr, ) in stock prices as a result of specific news
headlines. Given a date (D), the function classify_headline
aims to assess the impact of news on stock prices systemati-
cally.

For each ticker T}, the algorithm executes the subsequent
steps:

1. Historical Data Retrieval: For ticker T}, historical
closing prices over the preceding five years are ob-
tained. This timeframe is determined by subtracting
one day from D to establish the end date (Depg) and
subtracting 1250 days (5 x 250) to pinpoint the start
date (Dggar)-

2. Percentage Change Calculation: The daily percent-
age change in closing prices (A Fiq, 7, ) is calculated



for the historical dataset.

3. Quantile Determination: Two pivotal quantiles,
Qo.3,1, and Qo 1., are computed from A Phg 7.
These quantiles act as thresholds for classifying the
impact of the current percentage change.

4. Classification:

* If APp, > Qo.,1,, the news impact is classified
as positive (4-1), indicating a substantial positive
market reaction.

o If APr, < Qo.3,1,, the impact is classified as
negative (—1), signifying a significant negative
market reaction.

¢ Otherwise, the news impact is deemed neutral
(0), suggesting an insignificant or mixed market
reaction.

Historical
Data Retrieval

Y
Percentage
Change
Calculation

Y

Quantile
Determination

AP > Qo,ﬁ

: Positive

Classification

Negative

otherwise

Global Market-
Based Sentiment

e

Figure 2: Automatic Classification of Financial Headlines.
Blue blocks represent data processing steps, green block rep-
resents decision points for classification and orange blocks
corresponding labels.

Formally, the classification function C'(T), APy, ) for a
ticker 7}, given its percentage change A Pr, is defined as
follows:

+1 if APr, > Qos,1,
C(Ty,APr,) = -1 if APr, < Qo317 (1

0 otherwise

This classification framework facilitates a detailed under-
standing of the news impact, leveraging historical volatility
and performance benchmarks to gauge the significance of
current events. Finally we obtain the global market-based
sentiment of a headline by taking the median of its ticker list
sentiment and projecting it in one of these values{-1, 0, 1}
respectively for negative, neutral, positive. The distribution
of the sentiments is balanced as detailed in table[Tl

Table 1: Number of instance in each class with percentage

Positive

25795 (42%)

Neutral

16202 (27%)

Negative
19254 (31%)

5 COMPARISON OF THE MODELS ON
THE MARKET-BASED DATASET

Initially, we evaluate the performance of several leading
models on this classification task, utilizing the GPT-4 model,
frequently recognized for its efficiency in financial reason-
ing and analysis. We compare GPT-4 against two other
open-source Large Language Models renowned for their
accuracy in sentiment analysis within the financial domain:
FinBERT and DistilROBERTA, both specifically fine-tuned
for financial news sentiment analysis. These models are
accessible on the HuggingFace.co platform: FinBERT and
DistilROBERTA fine-tuned on financial news|

5.1 MODELS SIZE RECAP

The models vary in the number of parameters and have
been trained on a smaller dataset compared to GPT-4. For
reference, Table [2] provides the parameter count for each
model.

Table 2: Model Parameters Number

Model Param. Number
GPT4 1.76 x 101
Distil ROBERTA 110 x 106
FinBERT 82.1 x 10
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5.2 MODELS BEFORE FINE-TUNING

Despite its considerably larger parameter count, GPT-4 ex-
hibits only marginally better performance than the other
models. The substantial difference in the number of param-
eters between GPT-4 and the more compact models does
not translate into a significantly enhanced decision-making
capability in analyzing financial texts, as shown in table
This table highlights that, even though GPT-4 has ad-
vanced capabilities for financial text analysis, its improve-
ment in decision-making is not markedly superior to that
of BERT-based models. It is crucial to note that the F-score
is weighted, prioritizing classes with a higher number of
correct classifications.

Table 3: Model Performances Before Fine-Tuning

Model Precision Recall F-score
GPT-4 0.48 0.49 0.47
Distil ROBERTA 0.45 0.45 0.44
FinBERT 0.46 0.46 0.44

Challenges arise particularly with the neutral class, which
all models struggle to classify accurately. This difficulty is
attributed to the complex financial insights often embed-
ded in headlines with a neutral market impact. Accurate
classification in these cases demands deep financial market
knowledge and experience, which the models lack. To as-
sess the models’ ability to develop this intricate reasoning,
they were fine-tuned on a baseline dataset.

5.3 FINE-TUNED MODELS

To enable Large Language Models (LLMs) to uncover hid-
den patterns for prediction, we fine-tuned them using a
market-based dataset, allocating 70% of the dataset for train-
ing, which encompasses approximately 40,000 headlines.
This represents a significant volume of data for model train-
ing. All models underwent fine-tuning with identical param-
eters and the same dataset. Furthermore, the evaluation set
remained consistent across all models.

Table 4: Fine-Tuned Model Performances

Model Precision Recall F-score
SFT GPT 0.54 0.53 0.51
SFT Distil ROBERTA 0.53 0.51 0.49
SFT FinBERT 0.54 0.52 0.50

SFT refers to "Supervised Fine-Tuning", a process where
models learn to predict specific labels from given inputs.
Following this process, Large Language Models (LLMs)
maintain similar levels of performance, with TableE]illus—
trating that no model outperforms the others significantly.

This observation indicates that the total parameter count of
these models does not majorly influence their effectiveness
in this specific classification task.

Additionally, figures 3| [} [Bl [6} [7] and [8]illustrate the distinc-
tive capabilities of each model in class prediction. GPT-4
excels in detecting negative headlines, as shown in Fig-
ure 5] whereas Distil ROBERTA is superior in recognizing
headlines with a neutral impact, according to Figure 3] The
models exhibit comparable performance in identifying head-
lines with a positive impact. Since all the LLMs have equal
overall good performances, employing a majority voting
strategy (refereed equivalently as bagging) could enhance
performance, as suggested by [[Abburi et al., [2023].

Additionally, the market-adapted fine-tuned models have
been made publicly accessible and open source on Hugging-
Face, available at FinBERT fine-tuned for market data and
DistilROBERTA fine-tuned for market datal.

5.4 MAJORITY VOTE CLASSIFICATION

To exploit the strengths of each model we used the ensemble
method for providing a final classification, as described in
section[6] We selected the majority class given by an ensem-
ble of LLMs that presents similar individual performances.
For each of the headline, we assign the most given sentiment
by the LLMs. We provide in the table [5the performances of
the several model ensemble that we did.

Below is the list of the three different bagging configura-
tions, including SFT models.

* Bagging 1: SFT GPT + SFT Distil ROBERTA + SFT
FinBERT
* Bagging 2: SFT Distil ROBERTA + SFT FinBERT

* Bagging 3: All the models SFT and Not

Table 5: Ensemble Method Performances

Model Precision Recall F-score
Bagging 1 0.55 0.53 0.51
Bagging 2 0.53 0.52 0.52
Bagging 3 0.53 0.53 0.52

The ensemble approach failed to enhance overall efficacy
markedly. Additionally, the SFT GPT model marginally out-
performs the ensemble techniques, indicating noteworthy
insights into each Large Language Model’s (LLM) unique
classification capabilities. The inability to achieve a sub-
stantial improvement in overall performance and the non-
confirmation of Condorcet’s jury theorem underscore the
dependency among models, which exhibit comparable re-
sponses to the classification challenge. This clarifies that
variations in a model’s parameter count do not influence its
behavior in addressing this specific classification task.
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6 MAJORITY VOTE CLASSIFIER AND
NON INDEPENDENCE

The bagging (Bootstrap Aggregating) method aims to im-
prove the stability and accuracy of machine learning algo-
rithms by combining the predictions of several base estima-
tors.

6.1 MATHEMATICAL FORMALISM

Let X be the input space, and Y = {y1,y2,...,yr} the
output space of labels. Consider a set of base classifiers
{C4,Cs, ..., C,}, where each classifier C; : X — Y maps
an input x € X to a label in Y. The bagging model also
referred to as the majority classifier model aggregates the
individual classifiers to chooses the label with the majority
count.

Definition 6.1. Majority classifier: The predicted label
) for an input x € X by the bagging classifier Ch,, is
determined by the majority vote among the base classifiers
as follows:

J= argmaxz 1o, (x)=y> 2
yeyY o

If multiple labels y receive the same highest number of
votes from classifiers, we take the average label, provided it
does exist (for instance 0 if -1 and 1 are the highest classes).
Otherwise, we take randomly one of the best labels.

6.2 CONDORCET’S JURY THEOREM

The Condorcet theorem [de Condorcet, |1785]], states that
if there is a majority preference for one option over all
others in pairwise comparisons, then that option should be
chosen as the overall winner in a collective decision-making
process, provided that individual classifiers are better than a
random guess, there are independent and follow the same
law. More formally:

Definition 6.2. IWT Ensemble: We say that
{C1,C4,...,C,} is an IWT Ensemble (Independent
and Well-Trained) if the classifiers satisfy the following
conditions:

1. Independence: The base classifiers make their predic-
tions independently of each other.

2. Identical Distribution: The underlying labels Y are
drawn from the same distribution.

3. Better Than Random: Each classifier C; has an accu-
racy better than random guessing, i.e., for each Cj,
the probability P(C;(z) = ylzr € X,y € Y) > ﬁ
where |Y'| denotes the total count of distinct labels.
For binary classification scenarios, this threshold tra-
ditionally stands at 0.5. In our specific context, where

there are three possible classes (positive, neutral, or
negative), the threshold adjusts to one-third.

If only the first two conditions hold, we call the classifiers
set a independent classifiers ensemble or ICE.

Theorem 6.1. Condorcet Jury Theorem for Classifiers:
For an IWT Ensemble C1, Cs, ..., C,, the majority vote
classifier Cpag exhibits higher accuracy than any individual
classifier within the ensemble. Conversely, if the classifiers
perform worse than random guessing, then the majority vote
classifier will exhibit lower accuracy than the individual
classifiers.

Proof. See for instance [Sanchol [2022]. O

Corollary 6.1. Additionally if the independence assump-
tion does not hold, the majority classifier Cy,e should not
perform better than the best classifier.

Proof. Immediate as a consequence of the Condorcet’s jury
theorem. O

6.3 EXPERIMENTAL REEVALUATION

In our experiment, employing a bagging majority vote clas-
sifier on financial text classification did not result in an sig-
nificant improvement, challenging the validity of the IWT
assumtions. As model precision are all above one third (the
random guess baseline on a three classes classification), this
suggests that the various LLMs models are not independent
and share similarity in their behaviors.

7 CONCLUSION

This paper evaluates the effectiveness of Large Language
Models (LLMs) in financial text classification, specifically
comparing the performance of GPT-4-1106-preview (1.76
trillion parameters) with FinBERT (110 million parameters)
and FinDROBERTA (82.1 million parameters). Our find-
ings indicate that the standard GPT-4-1106-preview model
performs less effectively than smaller models like FinBERT
and DistilROBERTA, which demonstrate significant per-
formance improvements when fine-tuned. Moreover, when
both smaller models and GPT-4 undergo fine-tuning, the
enhancements observed are minimal, suggesting that the
benefits of fine-tuning are largely consistent across different
model sizes. Furthermore, our experiments with a bagging
majority classifier fail to produce notable performance en-
hancements, revealing a failure of Condorcet’s jury Theorem
assumptions and indicating a lack of model independence.
This suggests that the fine-tuned models exhibit similar be-
havior patterns in analyzing sentiment scores of financial
news, regardless of their size.
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Figure 3: Confusion matrix with proportion of correct classification by class against the market-based baseline using Distil
ROBERTA
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Figure 4: Confusion matrix with proportion of correct classification by class against the market-based baseline using
FinBERT
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Figure 5: Confusion matrix with proportion of correct classification by class against the market-based baseline using GPT-4
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Figure 6: Confusion matrix with proportion of correct classification by class against the market-based baseline using
Fine-tuned Distil ROBERTA
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Figure 7: Confusion matrix with proportion of correct classification by class against the market-based baseline using
Fine-tuned FinBERT
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Figure 8: Confusion matrix with proportion of correct classification by class against the market-based baseline using
Fine-tuned GPT
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