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Abstract. We present a method for constructing discrete abstractions
for discrete-time, continuous-state systems. Related approaches construct
a discrete bisimulation, which leaves little room for non-determinism in
the outputs and quickly leads to highly complex models since all con-
crete behavior is covered. Our approach is to relax these requirements
and build a satisficing solution: a discrete abstraction that is determin-
istic, robust, and as complete as possible under the given parameters.
This allows us to balance granularity and computational feasibility. We
leverage linearization and linear feedback control to extend the approach
from globally contractive systems to systems with contractive cycles. The
resulting abstraction directly induces a supervisor policy. The approach
is illustrated with numerical experiments and has potential applications
in various domains where system safety and reversibility are essential.

Keywords: continuous dynamical systems · discrete abstraction · ro-
bustness · supervision

1 Introduction

We are interested in supervising the behavior of dynamical systems that are
subject to a sequence of control inputs, also called actions. The system’s reaction
to an input can be nondeterministic, i.e., the same input can lead to different
successor states. The supervisor’s job is to ensure that the control actions always
lead to runs that satisfy a given specification. Ideally, we want to identify the
maximally permissive supervisor that achieves this. However, this is known to
be a hard problem, so the approach we pursue in this paper is to trade off some
of the maximality to reduce the computational cost.

The design of controllers and supervisors often involves the construction of
an abstraction, i.e., a substitute dynamical system that is simple enough to carry
out the actual synthesis process [23,4]. This is usually a two-step process: First,
designing an abstraction that captures the system response to all possible control
actions in all states. Second, using the abstraction to identify the control actions
that ensure a given specification. One problem with this two-step approach is
that a complete abstraction may be extremely complex. It stands to reason that
a simpler abstraction may be sufficient to find an acceptable supervisor, so we
forego the objective of finding the maximal one.
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Discrete abstractions of continuous systems are usually associated with a
notion of contractiveness, like global asymptotic stability [24,11,20,12]. We pro-
pose to construct deterministic abstractions that use feedback control policies
to induce contractiveness locally. Deterministic policy abstractions provide an
extraordinarily strong link to the concrete system. One can pick any succession
of policies from the abstraction, apply it to the concrete system and is guar-
anteed to obtain the same outputs – without having to adapt to the concrete
state. If even the policies are independent of the concrete state, which we call
a reach set abstraction, any trace from a reach set abstraction can be enforced
completely in an open loop. This can be advantageous in critical situations, un-
der degraded operating conditions, or when feedback can be compromised due
to damage, malfunction, or communication problems. For example, open-loop
control is preferred for the control surfaces of certain missiles [6].

Given the power of a deterministic abstraction, the question is under what
conditions and with which tools they can be constructed. We show that deter-
ministic abstractions exist under conditions similar to standard bisimulations.
While finding the maximal policy involves robust backward reachability, the for-
ward reachability operator suffices to obtain a solution, and we show maximality
under certain conditions. To synthesize the local feedback policies, we use lin-
earization. The linearized system allows us to describe the sufficient conditions
for the abstraction with a single linear constraint system, which can then be fed
to an off-the-shelf solver. If the linear constraint system is infeasible, we can use
feedback from the LP solver to select a subset of transitions that is satisfiable
yet preserves properties like connectedness.

Related Work The formal basis of our abstractions is provided by the well-
established notions of simulation [17] and alternating simulation [2], which were
applied to continuous control systems in [20]. Inspired by the approach in [9], we
admit nondeterministic outputs and consider specifications that are upwards-
closed with respect to sets of outputs. While simulation preserves safety prop-
erties, bisimulation preserves much stronger properties like those captured with
temporal logics like CTL* [8]. However, bisimulation with both state and input
labels requires an extremely close correspondence between the two systems so
that abstractions that bisimulate the original system may be found only in a
restricted class of systems; see, for example, [22].

We consider nondeterministic dynamical systems, which may end up in dif-
ferent states for the same input. For this situation, alternating simulation [2]
provides a stronger relationship, which is particularly suited to control systems
[20], and we build on this concept. An even stronger notion, called feedback re-
finement relations [21], requires that inputs in the concrete and abstract system
are matched exactly; our policy abstractions require this implicitly in the sense
that applying the policy to the concrete state must in all cases lead to states that
are covered by the relation. Controllers synthesized with the approach in [21] can
immediately be mapped to concrete control actions; in our case, this is achieved
through policies, which, however, require continuous state information. In [20],
the antagonistic choice of successor states is explicitly represented by disturbance
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labels. In our approach, disturbances are implicitly represented by successor sets,
which encode a nondeterministic choice. We formalize a novel abstraction-based
approach in which the transitions are not labeled by discretized control inputs,
but by local state-feedback controllers that can ensure the determinism of the
symbolic system, even when the concrete system is non-deterministic and not
incrementally stable [13]. This stateful policy differentiates our approach from
much of the literature, where the supervisor is often based only on the state of
the concrete system.

To make our abstraction deterministic, we use closed-loop strategies to ensure
contractions. To compute a closed-loop strategy, we first locally linearize the
system and then design a linear feedback control to force the system to be locally
contractive. Our approach is similar to [10,25] and can be seen as an instance
of an ε-close bisimulation as in [11]. However, in contrast to [25], the states
of our abstraction can overlap, which is crucial for building non-trivial smart
abstractions [10]. As opposed to [10], we solve a linear programming problem to
ensure contraction in terms of infinite norms, not quadratic norms.

Structure The remainder of the paper is structured as follows. In Sect. 2, we de-
scribe the fundamental building blocks of the abstraction, notably LTS semantics
and alternating simulation. In Sect. 3, we define a particular type of alternat-
ing simulation that we call policy abstraction, which maps abstract transitions
to feedback policies in the concrete system. We discuss the particular power of
deterministic abstractions and show their existence for systems that are glob-
ally Lipschitz and contractive. Section 4 extends the approach to more general
classes of systems by applying continuous feedback control to induce contrac-
tiveness locally. Numerical experiments illustrate the approach in Sect. 5.

2 Discrete Abstractions of Continuous Systems

In this section, we present the fundamental notions that describe the relation-
ship between the continuous dynamical system that we want to supervise and
the discrete abstractions that we use to build the supervisor: LTS semantics,
simulation, and alternating simulation.

2.1 Disrete-time Dynamical Control Systems

We consider discrete-time dynamical systems with control inputs, with a set of
states X ⊆ Rn and a closed and bounded set of control actions U ⊂ Rm. The
dynamics are described by a set-valued map F : X ×U ⇒ X and F (x, u) ̸= ∅ for
any x ∈ X , u ∈ U . For a given initial state x0, a trajectory consists of a sequence

x′
k+1 ∈ F (xk, uk), xk ∈ X , uk ∈ U . (1)

We extend F (x, u) to sets X ∈ X , U ⊆ U as F (X,U) =
⋃

x∈X ,u∈U F (x, u).
Based on the one-step forward reachset F , the robust one-step backward reachset
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B(X ′,U ′) is defined as the states where choosing the right action from U ′ ⊆ U
leads always inside the target set X ′ ⊆ X :

B(X ′,U ′) =
{
x
∣∣ ∃u ∈ U ′ : F (x, u) ⊆ X ′}. (2)

A (feedback) policy is a set-valued function π : X ⇒ U associating each
state with a set of available inputs. Connecting a system with dynamics F with
a feedback policy π leads to the closed-loop dynamics Fπ defined by Fπ(x) =⋃

u∈π(x) F (x, u). Let Π(X ,U) be the set of all policies over X and U . A policy
is called non-blocking if for all x ∈ X , we have that π(x) ̸= ∅.

2.2 LTS Semantics

Two main types of transition systems that are used as abstractions are Kripke
structures (KS), whose states are labeled with atomic propositions and whose
transitions are unlabeled, and Labeled Transition Systems (LTS), whose states
are unlabeled and whose transitions are labeled. Both formalisms are essentially
equivalent [7], but KS-type abstractions seem to have been favored for continuous
systems, e.g., in [20]. We are concerned with both state information, wishing to
direct the system to certain states, and the transitions associated with input
actions. Following the example of [9], we include both kinds of labels. This has
been called a doubly labeled transition system [8], but for the sake of simplicity,
we will stick with LTS, defined as follows.

Definition 1. A labeled transition system (LTS) is L = (S, s0, Σ,→, P,O) with

– a set of states S, including a state s0 called the initial state,
– a set of action labels Σ,
– a transition relation →⊆ S ×Σ × S, where s

α−→ s′ denotes that the system
can transition from state s to s′ if the action α is applied,

– a set of atomic observations P ,
– an observation function O : S ⇒ P that attributes to each state s all obser-

vations that hold in s.

An LTS is called nonblocking if every state has at least one outgoing transition.
It is called complete over a set of labels Σ′ if every state has at least one outgoing
transition for every label in Σ′.

The semantics of the LTS are defined over runs and traces of observations, which
then lead us to specifications, following the approach proposed in [9]:

Definition 2 (Run, trace, specification). A run ρ = s0
π0−→ s1

π1−→ s2 . . .
is a (finite or infinite) sequence of alternating states and labels, starting in the
initial state and connected by the transition relation. Applying the observation
function to each state in a run maps it to a trace, i.e., the sequence of sets of
observations τ = O(ρ) = o0, o1, o2 . . . with ok = O(sk) for all k. We denote with
τ ≤ τ ′ for traces τ = o0, o1, o2 . . ., τ ′ = o′0, o

′
1, o

′
2 . . . if ok ⊆ o′k for all k, i.e., all

observations in τ also hold in τ ′. A specification Spec is a set of traces that is
upwards closed, i.e., for any τ ∈ Spec and τ ′ with τ ≤ τ ′, we have τ ′ ∈ Spec.
We say that a run ρ satisfies a specification Spec if O(ρ) ∈ Spec.
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The upwards-closedness of specification follows intuition: When the specification
requires that observations {a, b} hold, it should also be satisfied if {a, b, c} hold
since a ∧ b ∧ c implies a ∧ b. Our dynamical systems are cast as LTS as follows:

Definition 3. The semantics of the dynamical system (1) is a labeled transi-
tion system L = (X , x0,U ,→X , P,O), with state domain X , the label set U and
transition relation →X defined by x

u→X x′ if and only if x′ ∈ F (x, u).

The set of atomic observations P and the output function O depend on the
type of observation we wish to consider. Assuming perfect state information, we
have P = X and O(x) = {x}. Alternatively, O can represent a quantizer that
indicates states up to a neighborhood; P consists then of the different possible
neighborhoods:

Definition 4. Let P = {S1,S2, . . .} be a collection of sets that cover X . We call
state quantizer the output function OP (x) = {S ∈ P | x ∈ S}.

If P is a partition of X , the state quantizer is deterministic. If the sets in P
overlap, e.g., to model noisy measurements, then O is nondeterministic.

2.3 Abstractions on LTS

We follow the classical route by defining abstractions using simulation relations.
From KS, we adopt that outputs match, and from LTS, that labels match.

Definition 5 (Simulation). Given a pair of LTS (L1, L2) and P1 = P2, a
relation R ⊆ S1 × S2 is a KS-simulation relation if (s0,1, s0,2) ∈ R and for all
(s1, s2) ∈ R

(i) O2(s2) ⊆ O1(s1) and 1

(ii) ∀s1
u1→1 s′1 there exists u2, s

′
2 such that s2

u2→2 s′2 and (s′1, s
′
2) ∈ R.

R is a LTS-simulation relation if in (ii), u1 = u2. R is a bisimulation relation
if it is a simulation relation of (L1, L2) and its converse RT is a simulation
relation of (L2, L1). L2 is said to simulate L1 if there is a simulation relation R
for (L1, L2).

In typical use, L1 would be the concrete system and L2 the abstraction, which
may admit more transitions than the concrete system. Simulation preserves
safety properties: If the abstract system L2 remains inside a set of safe states,
then so does L1. For example, assume safe ∈ O(s2) if and only if s2 is considered
safe in L2, and let only safe states be reachable from the initial state s0,2. If S2

simulates S1, then safe ∈ O(s1) for all reachable s1 in L1.
We now turn to the question of when a transition in the abstraction can

be enforced in the concrete system. We consider nondeterministic dynamical
1 [9] uses the converse condition, i.e., O1(s1) ⊆ O2(s2). We consider our version con-

sistent with the upward-closure requirement for specifications; other work also uses
this direction [16].
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systems, which may end up in different states for the same input. This can be
modeled as a two-player game in which an agent plays the input action, and the
opponent gets to pick the successor state. For this situation, alternating simu-
lation [2] provides a relationship that is particularly suited to control systems
[20]:

Definition 6 (Alternating Simulation, adapted from [20]). Given a pair
of LTS (L1, L2) with P1 = P2, a relation R ⊆ S1×S2 is an alternating simulation
relation if (s0,1, s0,2) ∈ R and for all (s1, s2) ∈ R

– O1(s1) ⊆ O2(s2),
– ∀s1

u1→1 s′1 there exist u2, s
′
2 such that s2

u2→2 s′2 with (s′1, s
′
2) ∈ R and

∀s2
u2→2 s′′2 there exist s′′1 such that s1

u1→1 s′′1 with (s′′1 , s
′′
2) ∈ R.

In our case, L2 is the concrete system and L1 the abstraction: If the abstraction
L1 proposes a move, then L2 must be able to realize that move with an action,
and all other possible successor states for that action (s′′2) must also be in the
relation. Intuitively, an alternating simulation over (L1, L2) guarantees that any
action in L1 can be implemented in L2. Similarly, any sequence of observations
that can be realized in L1 can also be realized in L2 without any risk of non-
determinism leading to different traces [26, Thm. 1].

3 Supervision with Deterministic Policy Abstractions

Our goal is to represent and synthesize supervisors efficiently. We employ dis-
crete—ideally, finite—LTS as models for this. In what we call a policy abstraction,
every transition s

π→A s′ attributes a policy π to the change from s to s′. In the
literature, abstractions are frequently based on the forward reach set F (X ′,U ′),
where X ′ are the concrete states associated with s, so the input is the same
for all states in X ′. This case, which we call reach set abstraction, is covered by
letting π(x) = U ′ for all x ∈ X .

3.1 Policy Abstractions

To relate the abstraction to the control system, we use a special case of alter-
nating simulation, where the relationship between the abstract labels (policies)
and concrete labels (input actions) is not entirely arbitrary: the abstract labels
are policies, i.e., they map concrete states to a set of concrete labels.

Definition 7 (Reach-set and Policy Abstraction). Given a dynamical sys-
tem (1), a set of observations P and an observation function O : X ⇒ P , a
policy abstraction is an LTS A = (S, s0, Π,→A, P,OA), where Π is a set of
nonblocking policies (mapping X to nonempty subsets of U), such that there ex-
ists a relation R ⊆ S×X (an alternating simulation relation), with (s0, x0) ∈ R
and for all (s, x) ∈ R

(i) OA(s) ⊆ O(x),
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(ii) ∀s π→A s′,∀x′′ ∈ F (x, π(x)) there exists s′′: s π→A s′′ with (s′′, x′′) ∈ R.

If all policies in π→A are independent of the continuous state, i.e., π = X × U ′

for some U ′ ⊆ U , we call A a reach set abstraction.

Simply put, the abstraction must cover the forward reach set in the concrete
system with abstract transitions that have the same label. The relation R above
is an alternating simulation relation over A and the LTS semantics of F , with
an additional constraint on the correspondence between labels.

We can operate a policy abstraction as a supervisor on the system. This
leads to a hybrid system, i.e., discrete states representing the policy abstraction,
similar to the approach in [10].

Definition 8 (Supervision by a PA). The semantics of the dynamical system
(1) supervised by a policy abstraction A is the LTS L||A = (XA, xA,0,U , →X||A,
P,O) with XA = X × S, xA,0 = (x0, s0), and (x, s)

u→X||A (x′, s′) if and only
if there exists s

π−→A s′ such that u ∈ π(x) and x′ ∈ F (x, u). These dynamics
correspond to the one-step forward reachset

FA

(
(x, s)

)
=

{
(x′, s′)

∣∣∣ ∃π ∈ Π, s′ ∈ S : s
π→A s′, x′ ∈ F (x, π(x))

}
.

The supervised control system matches the policy abstraction if the output func-
tion matches exactly. We formalize this relationship as a bisimulation.

Proposition 1. If for all (s, x) in the relation R in Def. 7, OA(s) = O(x), then
L||A is a KS-bisimulation of A.

We are particularly interested in the special case where the policy abstraction
is deterministic, i.e., in Def. 7, s′ = s′′. A deterministic policy abstraction A
encodes traces that can be realized by applying the corresponding sequence of
policies from A to the concrete system L. We formalize this by specializing a
result from [9] to deterministic policy abstractions:

Theorem 1 (Deterministic PA). Let s0
π0−→ s1

π1−→ s2 . . . be a run of a deter-
ministic policy abstraction A that satisfies a given specification Spec. Then any
run x0

u0−→ x1
u1−→ x2 . . . of L with uk ∈ πk(xk) for all k also satisfies Spec.

Proof. Let o0, o1, . . . be the trace of s0
π0−→A s1

π1−→A s2 . . . and o′0, o
′
1, . . . the trace

of x0
u0−→ x1

u1−→ x2 . . . We first show by induction that (sk, xk) ∈ R for all k ≥ 0.
Induction start: For x = 0, we have (s0, x0) ∈ R from the definition of R in Def. 7.
Induction step: Let (sk, xk) ∈ R. With sk

πk−→A sk+1, ∀x′′ ∈ F (xk, πk(xk)) we
get (sk+1, x

′′) ∈ R. Since xk+1 ∈ F (xk, πk(xk)), we get (sk+1, xk+1) ∈ R. Since
(sk, xk) ∈ R, OA(sk) ⊆ O(xk) and therefore t ≤ t′. Since t ∈ Spec and Spec is
upwards closed, we get t′ ∈ Spec, which concludes the proof.

In the sequel, we use abstractions based on a discrete cover of the states and
inputs; we give a generic definition below and will the following sections present
ways to compute the corresponding parameters and identify suitable policies.
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We extensively use vector norms to define sets of states since this reduces set
containment relationships to linear inequalities. The results in the remainder of
the paper hold for arbitrary vector and matrix norms provided that they are
consistent. Let B(ε) denote the n-dimensional ball with vector norm ε (centered
around the origin), and ∆(X) the diameter of the set X, i.e., the diameter of
the smallest ball containing X.

Definition 9 (Neighborhood-based Abstraction). Consider a dynamical
system (1) equipped with quantizer output, i.e., with LTS semantics L = (X , x0,
U , →X , P,OP ), and consider covers of X and U , defined with distance param-
eters α and β as follows. Let X̂ be a set of pairwise distinct points such that
X̂⊕B(α) covers X and let Û be a set of pairwise distinct points such that Û⊕B(β)
covers U . We associate each x̂ ∈ X̂ with its neighborhood of radius εx̂ ≥ α. Let
the observations be P = {x̂ ⊕ B(εx̂) | x̂ ∈ X̂} and let OP be the state quantizer
in Def. 4. Let A be the LTS (X̂, x̂0, X̂×U ,→A, P,OA) defined as follows. Let x̂0

be any of the points in X̂ that are closest to x0. Let OA(x̂) = x̂⊕B(εx̂). We call
ε = sup{εx̂ | x̂ ∈ X̂} the accuracy of A.

It is straightforward to show that the above abstraction satisfies the conditions
of a policy abstraction:

Proposition 2. Any Neighborhood-based Abstraction A, as defined in Def. 9, is
a deterministic policy abstraction (witnessed by an alternating simulation rela-
tion) if for all x̂, π, x̂′ with x̂

π−→A x̂′ holds that

x ∈ x̂⊕ B(εx̂) ⇒
∥∥F (

x, π(x)
)
− x̂′∥∥ ≤ εx̂′ . (3)

3.2 Existence of Deterministic Reach Set Abstractions

We consider dynamical systems from (1) satisfying the following assumption:

Assumption 1 1. The radius of the reach sets is globally bounded by

ω = sup
x∈X,u∈U

1
2∆

(
F (x, u)

)
.

2. There are constants Kx,Ku ≥ 0 such that for all x, x′ ∈ X , u, u′ ∈ U :

F (x′, u′) ⊆ F (x, u)⊕ B
(
Kx||x− x′||+Ku||u− u′||

)
.

The above assumptions may, in general, not be satisfied. E.g., if X or U are
unbounded, the sup might not exist. If the assumptions are satisfied, a discrete
abstraction exists:

Proposition 3. Consider a dynamical system satisfying Assumption 1 and let
A be the LTS (X̂, x̂0, Π(X ,U),→A, P,OA) as defined in Def. 9, i.e., a neighbor-
hood-based abstraction. Let the accuracy ε be uniform, i.e., εx̂ = ε for all x̂.
Let Û be a set of pairwise distinct points such that Û ⊕ B(β) covers U . Let →A

be defined as x̂
π−→A x̂′ for all combinations of x̂, x̂′ ∈ X̂, û ∈ Û that satisfy
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||F (x̂, û) − x̂′|| ≤ ω + α, with π = X ×
(
û ⊕ B(β)

)
∩ U . Let the discretization

parameters α, ε, β be such that

Kx < 1 and ε ≥ ω+Kuβ+α
1−Kx

, (4)

Under the above conditions, the LTS A is a deterministic reach set abstraction
of the concrete system L, and consequently, there is an alternating simulation
relation R that witnesses this relationship. Furthermore, RT is also a witness
that A KS-simulates L.

Proof. We first show by structural induction that R =
{(

x̂, x
) ∣∣ x̂ ∈ X̂, x ∈

x̂⊕B(ε)
}

is a PA relation. Since Kx < 1, we have ε > α. Hence x0 ∈ x̂0⊕B(ε) =
OA(x̂0) and (x̂0, x0) ∈ R. Assume (x̂, x) ∈ R, so that x ∈ x̂ ⊕ B(ε). For all
x ∈ OA(x̂), OA(x̂) ∈ OP (x) by Def. 4, which satisfies condition (i). Now assume
x̂

π→PA x̂′. Under the hypothesis,

F (x̂⊕ B(ε), û⊕ B(β)) ⊆ F (x̂, û)⊕ B(Kxε+Kuβ).

Under the hypothesis, F (x̂, û) ⊆ x̂′ ⊕ B(ω + α), so that with (4):

F (x̂⊕ B(ε), û⊕ B(β)) ⊆ x̂′ ⊕ B(α+ ω +Kxε+Kuβ) ⊆ x̂′ ⊕ B(ε).

This satisfies condition (ii) and concludes the proof for R.

We now show that RT is a simulation relation for (L,A). By definition,
x

u→X x′ means that x′ ∈ F (x, u). Since X is covered by X̂ ⊕ B(α) and U
is covered by Û ⊕ B(β), there are x̂, π and û such that x ∈ x̂ ⊕ B(ε) and
u ∈ π(x) = û⊕ B(β). Since x′ ∈ F (x, u), under the hypothesis,

x′ ∈ F (x̂⊕ B(ε), û⊕ B(β)) ⊆ F (x̂, û)⊕ B(Kxε+Kuβ),

and there is some x̂′ ∈ X̂ with

F (x̂, û)⊕ B(Kxε+Kuβ) ⊆ x̂′ ⊕ B(α+ ω +Kxε+Kuβ) ⊆ x̂′ ⊕ B(ε).

Therefore, x′ ∈ x̂′ ⊕ B(ε), and
(
x′, x̂′ ⊕ B(ε)

)
∈ RT . The transition follows from

F (x̂, û)⊕ B(Kxε+Kuβ) ⊆ x̂′ ⊕ B(α+ ω +Kxε+Kuβ) ⇔
F (x̂, û) ⊆ x̂′ ⊕ B(α+ ω) ⇔

||F (x̂, û)− x̂′|| ≤ α+ ω.

Therefore x̂
π→A x̂′. The LTS A is deterministic since the û, and therefore the

labels π for each transition, are pairwise distinct.

Corollary 1. If F is deterministic (ω = 0) and Lipschitz over X with constant
Kx < 1 and Lipschitz over U , then a deterministic forward reach set approxi-
mation can be constructed with arbitrarily small accuracy ε by setting α and β
small enough.

The above result on the existence of a discrete abstraction is consistent with
results from the literature on nondeterministic abstractions, e.g., [20], where it
is associated with global asymptotic stability. According to our above result, we
can obtain a deterministic abstract and, therefore, the full power of Theorem 1,
without any particular downside.
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4 Policy Abstraction through Linear Feedback

In Sect. 3.2, we described a deterministic abstraction obtained using only the
forward reach set operator. This works for dynamics that are globally contrac-
tive. We now extend the applicable cases to systems that are not contractive
everywhere by designing policies. One way to achieve this would be to use the
robust backward reach set operator: The states for which there exists a policy
that drives them towards a target set is exactly the backward reach set in (2).
However, the backward reach set operator is much more expensive to compute
than the forward operator, even for linear systems [26]. There is a fundamental
limitation to backward reachability, even without robust control: a system that
is stable going forward in time is unstable going backward in time [18]. Our
approach is to stick with forward reachability and use linear state feedback to
achieve contractiveness. The reach set computation and feedback design is based
on linear control.

4.1 Linearizing over Discrete States

We base our analysis on linearization and assume a global limit εmax on the size
of the neighborhoods around the states we consider. Let the input set be a ball
U = B(δ) with δ > 0. We assume the following linearization is available. Given
linearization points (x̂, û) ∈ X̂ × Û , let Ax̂,û, Bx̂,û be matrices, cx̂,û a vector and
γx̂,û, ω be scalars such that for all ε ≤ εmax, x ∈ x̂⊕B(ε), u ∈ B(δ)∩

(
û⊕B(β)

)
,

F (x, u) ⊆ cx̂,û⊕Ax̂,û(x− x̂)⊕Bx̂,û(u− û)⊕B
(
γx̂,û

(
||x− x̂||+ ||u− û||

)
+ω

)
. (5)

In the following, we associate each transition x̂
πx̂,û,x̂′
−−−−→A x̂′ in the abstraction

with an input û and a constant feedback control policy

πx̂,û,x̂′(x) =
{
û−Kx̂,û,x̂′

x−x̂
εx̂

⊕ B(β)
}
∩ U , (6)

where Kx̂,û,x̂′ is a real-valued matrix mapping concrete states to the space of
control inputs. We exploit this feedback matrix to locally induce contractiveness
as needed (but not necessarily everywhere). Note that scaling the feedback ma-
trix by 1/εx̂ is a trick to obtain linear constraints in the sequel, e.g., in (8) and
Prop. 4. To avoid saturating the input signal, we must ensure that πx̂,û,x̂′(x) ∈ U
for all x ∈ x̂⊕ B(εx̂), which is surely the case if∥∥û−Kx̂,û,x̂′B(1) + β

∥∥ ≤ δ (7)

Substituting the policy (6) in (5), we obtain for all x ∈ x̂⊕ B(ε):

F
(
x, π(x)

)
⊆ cx̂,û ⊕

(
Ax̂,û −Bx̂,ûKx̂,û,x̂′/εx̂

)
(x− x̂)⊕Bx̂,ûB(β)

⊕ B
((

γx̂,û + ||Kx̂,û,x̂′ ||/εx̂
)
||x− x̂||+ ω

)
.
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We apply the above to the containment relationship (3) to derive a constraint
that is sufficient for a deterministic policy abstraction:∥∥cx̂,û − x̂′ ⊕

(
Ax̂,ûεx̂ −Bx̂,ûKx̂,û,x̂′

)
B(1)⊕Bx̂,ûB(β)

∥∥
+ γx̂,ûεx̂ + ||Kx̂,û,x̂′ ||+ ω ≤ εx̂′ . (8)

Proposition 4. Consider a dynamical system (1) with LTS L and linearization
(5). Let A be the LTS (X̂, x̂0, Π(X ,U),→A, P,OA) as defined in Def. 9, i.e., a
neighborhood-based abstraction. Let Û be a set of pairwise distinct points Let I ⊆
X̂ × Û × X̂ be a given set of tuples (x̂, û, x̂′) such that the following conjunction
of linear constraints on the variables εx̂,Kx̂,û,x̂′ , β is satisfiable:∧

(x̂,û,x̂′)∈I

∥∥cx̂,û − x̂′ ⊕
(
Ax̂,ûεx̂ −Bx̂,ûKx̂,û,x̂′

)
B(1)⊕Bx̂,ûB(β)

∥∥+ γx̂,ûεx̂

+ ||Kx̂,û,x̂′ ||+ ω ≤ εx̂′ ∧
∥∥û−Kx̂,û,x̂′B(1) + β

∥∥ ≤ δ ∧ α ≤ εx̂ ≤ εmax. (9)

Let the transition relation consist of x̂
πx̂,û,x̂′
−−−−→A x̂′ for all (x̂, û, x̂′) ∈ I, with

πx̂,û,x̂′ as defined in (6). Then A is a deterministic policy abstraction, witnessed
by an alternating simulation relation.

It is straightforward to show that any solution of Prop. 3 also satisfies Prop. 4
(Kx = ||Ax̂,û||, Ku = ||Bx̂,û||, γx̂,û = 0, ||cx̂,û− x̂′|| ≤ α and letting Kx̂,û,x̂′ = 0),
so we can rest assured that Prop. 4 is strictly more powerful. The constraint
system (9) is linear in the variables εx̂,Kx̂,û,x̂′ , β if we use the infinity norm
(the 1-norm works, too). This means that a solution can be found efficiently. In
addition, we cast it as a linear optimization problem to find a solution with the
highest precision (minimize a global bound on εx̂) or permissiveness (maximize
β). The constraints can be further simplified; we limit the discussion for lack of
space. An important special case is Bx̂,û having full row rank, since it maximizes
the capacity of the feedback controller to make the system contractive. A stan-
dard reduction to this case consists of modeling the system at every p-th step
for some p: The dynamics of this sub-sampled system are given by

Fp(x, [u(1); . . . ;u(p)]) = F
(
· · ·F

(
F (x, u(1)), u(2)

)
· · · , u(p)

)
,

where the augmented input vector u = [u(1); . . . ;u(p)] consists of the concate-
nation of p input vectors of the original system (one for each time step). The
outputs of the system must, of course, be adapted accordingly to preserve the
desired properties.

4.2 Selecting Transitions

The main challenge in constructing the abstraction proposed in Prop. 4 is se-
lecting which tuples of transitions (x̂, û, x̂′) to include in the set I. First, we note
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that in cases where the linearization Ax̂,û, Bx̂,û, cx̂,û is independent of û, we can
declare û as a variable in the constraint system (9). This reduces the search to
pairs (x̂, x̂′).

Transitions that are infeasible in the concrete system can be ruled out, e.g., by
forward or backward reachability analysis (which one is more precise depends
on whether the system is locally stable or instable [18]). However, even if we
somehow include only transitions that individually can be concretized, this does
not mean that the constraint system (9) is satisfiable.

We propose an iterative approach: Starting from an initial set I0 (possi-
bly very conservative), we identify one or more problematic transitions, remove
them to obtain I1, and repeat the process until (9) becomes satisfiable (possibly
because there are no transitions left). Each time the constraint system (9) is
infeasible, the LP solver helpfully provides us with a collection of Irreducible
Infeasible Subsets (IIS) of constraints. In our abstraction, each IIS corresponds
to a cycle in the transition graph, and by encoding the problem accordingly, the
IIS allows us to detect the transitions in the cycle.

Depending on the properties that we wish to preserve, we may be able to
prioritize transitions. An approach to identify a minimal subset that preserves
reachability relationships between states is described in [14]. A stronger require-
ment is to preserve strongly connected components (see discussion in Sect. 5);
an approach to find the such minimal transition set is given in [3]. Finally, the
slack variables returned by the solver can provide quantitative information on
which constraints are harder to satisfy, which we can translate into priorities on
transitions.

5 Experiments

We present experiments on discrete-time versions of two nonlinear systems with
unstable equilibria: the inverted pendulum (IP) and the Van der Pol oscilla-
tor (VdP) [15]. Both examples have unstable equilibria, and VdP has a stable
limit cycle, so constructing an abstraction is challenging. The continuous-time
dynamics are given by the ODE ẋ = f(x, u), with:

fIP(x, u) =
(

x2

− g
l sin x1+

β

ml2
x2+u

)
fVdP(x, u) =

(
2x2

−0.8x1+2x2−10x2
1x2+u

)
, (10)

with parameters g = −9.81, l = 1, β = 1,m = 1. We consider inputs in U =
[−8, 8] for IP and U = [−2, 2] for VdP. The nonlinear dynamics are linearized,
and the approximation error is over-estimated using Taylor models from interval
analysis [5,1]. The parameters γx̂,û, ω of the linearization are chosen such that
the linearization is guaranteed to contain the original forward reach set by taking
into account all approximation and linearization errors. The linearized dynamics
are then integrated to obtain the discrete dynamics over a given time step h
(h = 1 for IP and h = 0.04 for VdP), keeping the inputs constant over the time
interval. To achieve full rank in B, we take two time steps at a time, i.e., the
input of the abstraction is two-dimensional.
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Table 1. Policy Abstractions obtained through Linearization

Inv. Pendulum Van der Pol

Number of transitions 835 452
Maximum out-degree 14 3
Average out-degree 6.9 2.0
minx̂ εx̂ 0.100 0.050
maxx̂ εx̂ 0.100 0.069
minx̂,û

∥∥Ax̂,û −Bx̂,ûKx̂,û,x̂′/εx̂
∥∥
∞ 0.42 0.71

maxx̂,û

∥∥Ax̂,û −Bx̂,ûKx̂,û,x̂′/εx̂
∥∥
∞ 0.95 2.27

avg.
∥∥Ax̂,û −Bx̂,ûKx̂,û,x̂′/εx̂

∥∥
∞ 0.77 1.21

Some statistics on the abstractions are given in Table 1, for a discretization
parameter α = 0.05. For the inverted pendulum, the closed-loop dynamics of the
system with feedback are strictly contractive everywhere, i.e.,

max
x̂,û

∥∥Ax̂,û −Bx̂,ûKx̂,û,x̂′/εx̂
∥∥
∞ = 0.95 < 1.

As a consequence, we can use the same precision ε̂ = 0.1 everywhere. Since
the closed-loop system is quite contractive on average, the average out-degree
is elevated, i.e., we can deterministically choose from an average of 6.9 possible
successor states. Note that the average out-degree is biased by states on the
border of the domain, many of which have out-degree zero.

For the Van der Pol oscillator, the closed-loop dynamics are, on average,
enlarging the set of successor states, i.e.,

avg.
∥∥Ax̂,û −Bx̂,ûKx̂,û,x̂′/εx̂

∥∥
∞ = 1.21 > 1.

The expansion of the sets of successor states in some transitions is balanced by a
number of contractive transitions. In consequence, the precision ε̂ varies between
0.05 and 0.069. Because the closed-loop system is less contractive compared
to the inverted pendulum, the average out-degree is also lower, with only two
possible successor states to choose from.

The graphs of the obtained abstractions are shown in Fig. 1 and 2. The greyed
nodes represent the strongly connected components (SSCs). The fact that the
SSCs include a significant portion of the abstract states demonstrates that our
abstraction provides a certain degree of completeness even for the chosen coarse
grid. We are interested in computing strongly connected components since, for
deterministic abstractions, they represent a set of states where all actions are
reversible (they can be undone), and any state may be revisited an infinite
number of times. This is particularly important when designing supervisors for
a reinforcement learning agent [19], which is a goal for future research.

6 Conclusions

The presented method for constructing discrete abstractions for discrete-time,
continuous-state systems provides a trade-off between accuracy, completeness,



14 Priser et al.

(a) continuous-time system for u = 0
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(b) discrete abstraction

Fig. 1. Streamline plot of a continuous-time version of the concrete system and a
discrete abstraction of the inverted pendulum, with strongly connected components
indicated in dark grey (node size not to scale)

(a) continuous system for u = 0
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Fig. 2. Streamline plot of a continuous-time version of the concrete system and a
discrete abstraction of the Van der Pol oscillator, with strongly connected components
indicated in dark grey (node size not to scale)

and computational feasibility. By relaxing the stringent completeness require-
ments of traditional discrete bisimulations, this approach produces determinis-
tic and robust solutions. By leveraging linearization and linear feedback control,
we make the approach applicable to non-contractive nonlinear systems. Numer-
ical experiments with classic nonlinear systems illustrate the practicality of this
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method. The proposed deterministic abstractions provide strong guarantees of
system behavior, making them particularly useful for applications requiring high
levels of safety and robustness. Numerical experiments with unstable nonlinear
systems illustrate the practicality of this method. In future research, we will
explore different types of properties that can be guaranteed by adapting these
abstractions online, such as preserving safety and reversibility in the presence of
dynamic obstacles.
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