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ABSTRACT
One of important challenges in the document liveness detection process for identity document verification is quality

verification. To tackle this challenge, this paper proposes a reference hashing approach to discriminate between the original
template of the identity document image and the scan one, which is called checkScan. Actually, the discrimination process
takes place between two aligned identity document images. The proposed approach is made up of two steps: feature selec-
tion based on Fast Fourier Transform (FFT) and hash construction. Feature selection based on FFT involves partitioning
the identity document image into set of non-overlapping blocks, then the FFT magnitudes for each partitioned block is cal-
culated in order to select a specific number of FFT magnitudes peaks as discriminative features. The hash construction step
quantizes the selected peaks into binary codes by applying a new quantization approach that is based on the coordinates of
the selected peaks. These two steps are combined together in this work to achieve good discriminate (well anti-collision)
capability for distinct identity document image. Experiments were conducted in order to analyze and identify the most
proper parameter to achieve higher discrimination performance. The experimental results were performed on the Mobile
Identity Document Video dataset (MIDV-2020), and the results show that the proposed approach builds binary codes quite
discriminative for distinct identity document images.
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1. INTRODUCTION
Nowadays, digitization and distributed enrollment (via mobile) envelops all sectors of the world and is gaining pop-

ularity, especially with the Covid-19 pandemic, which has accelerated their use. Personal identity documents remain the
best reference to ensure the authenticity of the user and to whom special treatment is owed. The falsification of these doc-
uments is on the rise and is still a problem as long as there is no automatic and rapid deep identity document verification
system to detect all possibilities of forgery [1]. To tackle this in an optimized way and to ensure digital trust, an intelligent
and precise verification solution is required. Indeed, the identity document verification can be designed at several levels
including facial verification [2,3], structural conformity [4], perceptual/visual verification [5–7], content coherence [8] and
also, quality verification. The last one is considered as one of important challenges in the document liveness detection
process for identity document verification, which involves to check automatically for the identity documents by comparing
scanned version with the existing original template. Solving this challenge helps in two ways: (i) detecting the quality of
the identity document and the source used to capture the identity document. (ii) verifying the generality of any proposed
identity document verification system. However, designing such a system requires to find a solution for some other rele-
vant tasks related to identity document localization and information extraction in different real-life scenarios [9]. Hence,
several parameters can take part in these tasks such as varying backgrounds, angles, light effects, perspective and camera
qualities [4]. The solution is therefore based on a so-called detector approach which manages to read the entire scanned
identity documents in order to be able to crop the image of identity document, then to recognize the features of the com-
ponent characters (photo, text, holograms, guilloches, etc.) in order to be able to link between them in order to validate the
authenticity or to reject it [10].

This paper proposes a reference hashing approach and set up baselines for identity document image scan detection. The
problem tackles in this paper is one challenge in the document liveness detection process for identity document verification.
The proposed approach represents a solution for identity document verification from the side of quality verification. Hence,
the proposed approach is made up of two steps: feature extraction and hash construction. Feature extraction step involves
selecting n magnitude peaks of the FFT components as discriminative features. To this end, this step starts by partitioning
the identity document image into set of non-overlapping blocks, then the FFT magnitudes for each partitioned block is
calculated in order to select a specific number of FFT magnitudes peaks. The hash construction step quantizes the selected



peaks into binary codes by applying a new quantization approach using the coordinates of the selected peaks. These two
steps are combined together in this approach to achieve well discriminate capability for distinct identity document image.
The remainder of this paper is organized as follows: the related work is presented in section 2. Section 3 presents the
proposed approach. Section 4 is dedicated to the experimental results. This paper ends with a conclusion in section 5.

2. RELATED WORK
This section explores the most relevant state-of-the-art papers in the domain of identity document verification.

An identity document authentication approach based on face verification and information recognizing is proposed
in [2]. This approach is achieved in two steps: the first step involves identity document extraction based on Morphology
Transformed Feature Mapping (MTFM) model, while the second step involves extracting the significant features based on
Inception-ResNet model. The achieved verification accuracy of the identity documents is ranged 96.0-97.5%. In [4] the
authors proposed a machine learning based approach for identity document acquisition and verification. This approach
processed the identity document images in two steps: the first step involves pre-processing module for identity document
localization. While, the second step involves designing a classifier module for verifying the identity document type and
its legitimacy using visual pattern features. The classifier model based on extracting global and local features from the
identity document image, and then these features are inserted into the Support Vector Machine (SVM) and Random Forest
(RF) classifiers to test the document classification. The accuracy rate of this approach reached 97.5% and the F1-score
exceeded 0.97. An approach for periodic pattern detection on passport document images is proposed in [5]. The logo that
is often presented in the passport page is considered as security periodic pattern and used in control for fraud detection.
This approach is designed in two steps: the first step involves applying the FFT of the processed periodic element and then
taking into account its FFT magnitudes to select k peaks candidate locations. By calculating the average information in the
8 neighbours of each peak; a threshold is defined and used for fraud detection. The accuracy rate of this approach ranged
98-99%. On other level of identity document verification, a perceptual based verification approach for identity document
images is proposed in [6]. This approach based on extracting set of visual features from the identity document image and
using them to discriminate whether it is a genuine or a fraudulent image. The obtained average accuracy of this approach
reached 90%.

The Convolutional Neural Networks (CNNs) were also used to offer set of solutions in the challenge of identity doc-
ument verification. A deep learning approach for identity document verification called CheckSim is proposed in [7]. This
approach adapted two CNN based models called Siamese and triplet in order to extract significant features and then to
calculate the distance between the feature vector of the reference identity document and the identity document in control.
The similarity between two identity documents is expressed through the distance between the two extracted feature vec-
tors. The verification accuracy for Siamese network model reached 98.7% and it reached 99.2% for the triplet network
model. In [8] the authors proposed a deep learning based approach for detecting counterfeit banknote documents based
on a recurrent comparison for two textured background blocks; one from the genuine banknote document and the other
from the counterfeit banknote document. The proposed approach learning the difference between the two processed blocks
iteratively with attention model into specific zones in the background of the banknote document. The achieved accuracy
for this approach ranged 90-98%. Another identity document verification approach based on CNN is proposed in [9]. This
approach works in two tasks: the first task involves localizing the security objects like seal, signature and stamp in the
processed identify document using the oriented fast and Rotated Brief (ORB) method. While, the second task based on
the Optical Character Recognition (OCR) and Linear Binary Pattern (LBP) to extract the significant features from the pro-
cessed identity document. The authenticity of the processed document is evaluated by matching the LBP as sliding window
operations. The forgery detection accuracy of this approach ranged 76-97%. The mentioned state-of-the-art prompt the
motivation to propose a new approach for identity document image verification on the level of quality verification.

3. SYSTEM MODEL
The proposed hashing approach for efficient discrimination between template identity document image and scanned

one is made up of two steps: feature extraction based on FFT magnitudes and hash construction. These two steps are
integrated together in this approach in order to define a unified threshold (λ) and unified significant blocks (zones) for each
of the processed identity document category. These two outputs lead to well discriminate the original template identity
document image and the other we want to verify. The following subsections detail the steps of the proposed approach.



3.1 Feature Selection
FFT is an excellent region-based feature extractor and is used efficiently in down-scaling tasks to extract features

relevant enough to represent the images and distinguish them correctly [11]. The proposed approach starts by partitioning
the identity document image into a set of non-overlapping blocks and then, for each block, for a given identity document,
the FFT is applied to extract discriminative features. Basically, the FFT transforms the processed block into low frequencies
and high frequencies. The low frequency components represent the most of the information in the processed block and
specifically the slowly varying components in the block. While, the high frequency components, represent the details
information of the proposed block, specifically the fast varying components in the block like the edges and the noises in
the background of the block. Indeed, the proposed approach is more interested with the edges details of the processed
block. That is because these details are the most elements in the identity document, which are negatively affected by the
scan operation from the quality level point of view. Hence, considering these elements as significant features to compare
or discriminate between the original template of identity document image and the scan one could has a sound. To this
end, the magnitudes of the high frequency FFT components for each processed block are calculated and are then sorted
in descending order to select n of highest values as discriminative features. These features called the peaks. Algorithm 1
presents the pseudo-code for selecting FFT peaks for a given identity document image.

Algorithm 1 FFT peaks selection algorithm
1: INPUT: Aligned identity document image in size L×L, n: number of selected peaks
2: procedure FFT PEAKS SELECTION(identity document image, n)
3: partition the identity document into m×n blocks
4: for each blocki in blocks do
5: apply FFT technique.
6: shift the zero-frequency of FFT components to the center of the spectrum.
7: calculate the magnitude of the shifted FFT components.
8: set 10×10 block around center of spectrum to zero
9: subtract the upper/lower diagonal parts of FFT magnitudes to detect the diagonal portion that holds the peaks.

10: select n peaks in the diagonal parts of the FFT magnitude to be as discriminative features.
11: end for
12: return n FFT peaks
13: end procedure

Algorithm 1 works with well aligned identity document in order to select n of FFT peaks. It starts by partitioning
the given identity document into set of m×n blocks and then for each blocki, the FFT technique is applied and the zero-
frequencies of FFT components are shifted to the center of the spectrum in order to distinguish between the low and high
frequencies. 10×10 regions around the center of the FFT spectrum is set to zero in order to avoid select n components from
the low frequencies. After that, the upper/lower diagonal parts of FFT magnitudes are subtracting in order to detect the
diagonal portion of the high frequencies which holds the FFT peaks. And finally, n of FFT peaks from the diagonal parts
of the FFT magnitude are selected as discriminative features for the processed block. Visual representation for all steps in
algorithm 1 is presented in figure 1. The selected n peaks of each processed block are passed into hash construction step;
specifically algorithm 2, in order to map them into binary codes. Hence, algorithm 2 aims to generate a unique signature
for each block in the processed identity document image.

3.2 Hash Construction
This step works to map the selected n peaks into binary codes via a new quantization algorithm 2. To do so, the

coordinates of the corners A and B should be defined, where corner A represents bit value 1 and corner B represents bit
value 0. The coordinates of corner A is defined by crossing point between the minimum row and maximum column values
within the coordinates of the selected peaks. While, the coordinates of corner B is defined by crossing point between the
maximum row and minimum column values within the coordinates of the selected peaks. Then, each peaki from the set of
n peaks is quantized either to 0 or to 1 according to the minimum Euclidean distance to corner A or corner B as illustrated
in figure 2. One example is introduced in figure 2. Here, six peaks are selected as interesting peaks where peaks ={P1,
P2,P3,P4,P5,P6}, and the coordinates of corners A and B are defined and the Euclidean distance between each peaki and



Figure 1. Visual representation for all steps in algorithm 1.

the corners A and B is calculated. Then, peaki is quantized either to 0 or to 1 according to the minimum Euclidean distance
to corner A or corner B. Hence, the signature for these peaks will be as signature = {0,0,0,1,1,1}. Algorithm 2 presents the
pseudo-code for quantizing the n selected FFT peaks into a binary code.

Figure 2. Quantization scheme.

4. EXPERIMENTAL RESULTS
This section details the information about the dataset and the performance metrics used. As well as, the experimental

results of the proposed approach.



Algorithm 2 Quantization algorithm
1: INPUT: n FFT peaks
2: procedure BUILD A SIGNATURE(n FFT peaks)
3: for each peaki in peaks: i={0,1,...,n}) do
4: find the Euclidean distance between peaki and the corners A and B
5: if Euclidean distance (peaki,A) < Euclidean distance (peaki,B) then
6: hashi = 1
7: else
8: hashi = 0
9: end if

10: end for
11: return signature = {hashi, hash1, ..., hashn}
12: end procedure

4.1 Identity Document Dataset and Performance Metrics
To evaluate the performance of the proposed hashing approach, the MIDV-2020 dataset [12] is used. The MIDV-2020

dataset consists of 1000 video clips, 2000 scanned images, and 1000 photos of 1000 unique dummy identity documents
with their annotations to read the ground-truths; these samples comprise identity document and passport for different 10
countries. Specifically, the 1000 template identity document images and the 1000 upper right scanned identity documents
are selected to check the performance of the proposed approach. It is worth noting that the 1000 template identity docu-
ment images were created from Wikimedia Commons as template samples, while the 1000 upper right scanned identity
documents were created by scanning the template samples using Canon LiDE 220 and Canon LiDE 300 scanners with a
resolution 2480×3507. 2/3 of the total identity document samples (1000 template + 1000 scanned) are selected randomly
to use as a training set and the rest portion, which is 1/3 of the total size of the identity document samples is used as a test-
ing set. The implementation of the proposed approach has been carried out in Python and running on HP laptop, Intel(R),
Core(i7).

The accuracy rate and the error rate metrics are used to evaluate the discrimination performance of the proposed
approach. Where the accuracy rate and the error rate are calculated according to the equation 1, as reported in [13].

accuracy rate(λ) =
x1(hd < λ)

X1
, error rate(λ) =

x2(hd < λ)

X2
(1)

where x1 is the number of similar pairs of identity document image blocks classified as similar blocks, x2 is the number of
distinct pairs of identity document image blocks classified into similar blocks, X1 and X2 correspond to the total number
of similar and distinct pairs of identity document image blocks, respectively. λ is the discriminative threshold to consider
pairs of identity document image blocks as similar or distinct blocks. hd is the Hamming distance between the hash codes
of the two processed blocks. For more clarifying, similar pairs mean that the first block and the second block are belong
either to the original template images group or to the scanned images group, while distinct pairs mean that the first block
belongs to the original template images group and the second block belongs to the scan images group, or vice versa. The
receiver operating characteristics (ROC) curve is used to evaluate the discrimination performance with different thresholds.
The True Positive Rate (TPR) and False Positive Rate (FPR) of the ROC curve indicate the discriminative capability of the
proposed approach. The TPR and FPR ratios representing the accuracy rate and error rate in equation 1, respectively.

4.2 Parameter Determination
The discrimination threshold (λ) has a direct influence on the performance of the proposed approach and it needs to

be determined. To do so, the hd between the hash codes of all blocks of the original template of identity documents are
globally calculated. This is achieved by stacking all partitioned blocks into k categories, and for each block category a
global Hamming distances between the hash codes of all blocks are calculated. As example, figure 3 presents the hd
distributions for 16 blocks of the original template identity document images in case of selecting 8 FFT peaks. Hence, hd
= {0,1,...,8}. For example, suppose that we have 100 original identity document images for a specific country, and each
of these images is resized as 512×512 and after is partitioned into 16 blocks each in size 128×128. Then, totally will
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have 16 hd distributions, and the maximum frequency for a specific hd is equal 10000. From figure 3 we can inference
two significant results: (i) defining the reference (most significant) blocks to use in the discrimination task. (ii) λ as a
discriminative threshold. Statistically, the most interesting blocks for discriminative use in figure 3 are the blocks 6–10,
that’s because the hd distribution is dense in hd = 0, which indicates the most similar block. Actually, the highest hd
distribution as 0 makes it easy to discriminate the original template identity document images against the other scanned
blocks or could be forged blocks. Then, we can initially define λ = 0 as unique discriminative threshold and the blocks
={block6, block7, block8, block9, block10} are reference blocks for a given country. Visually, the information hold in each
of these reference blocks are much varying in its background.

To verify the previous mentioned inferences, the Hamming distances between the hash codes of all blocks of the original
template of the identity document images and the hash codes of all blocks of the scanned identity document images are
also calculated. Figure 4 presents the hd distributions between 16 blocks of the original template identity document images
and the scanned identity document in case of selecting 8 FFT peaks. The hd distribution in figure 4 confirms the assumed
inferences from 3, where the hd = 0 in the interesting blocks 6–10 present the lowest frequency and the frequencies values
are almost equal 0. This demonstration leads to define λ = 0 as a discriminative threshold between the original template
identity document images and scanned identity document images. According to all of the above, each country will have a
reference (global) threshold and set of reference blocks for discrimination use. The discriminative thresholds and the set
of reference blocks for all processed countries are stored in a database for using after in the discrimination process.

Figure 3. hd between the set of blocks of the original template identity document images.

4.3 Performance Test
Table 1 shows the accuracy and the error rates performances of the proposed approach for the 10 mentioned countries

in MIDV-2020 with different lengths of hash codes (different lengths of selected FFT peaks).

The results in table 1 are very interesting where the accuracy rate exceeds 95% with hash length 8 bits and exceeds
99% with hash code length 16 bits, and reaches 100% with hash code length 32 bits. With hash code length 4 bits, the
error rate is a little bit high for most identity document countries. This high error rate with hash code length equal 4 bits
can be explained due to the tight space (small bits length) for generating more discriminative hash codes for the distinct
blocks. So, increasing the length of the hash code allows more space to generate more discriminative hash codes and hence
enhancing the accuracy rate.

Moreover, figure 5 shows the discrimination performance in TPR-FPR curves @4bits, @8bits, @16bits and @32bits
with varying discriminative thresholds λ)s. The obtained TPR and FPR ratios in figure 5 demonstrate the discriminative
capability of the generated hash codes using the proposed approach, and we can see that the TPR of the ROC curve that is
generated using 32 bits is outperform the TPR ratios of the ROC curves that is generated using 4 and 8 and 16 bits by large
margins.



Figure 4. hd between the set of blocks of the original template and the scanned identity document images.
Table 1. Accuracy and error rates of the proposed approach, with 4, 8, 16, and 32-bits hash codes.

Country\ID 4 bits 8 bits 16 bits 32 bits
accuracy rate error rate accuracy rate error rate accuracy rate error rate accuracy rate error rate

alb id 0.93 0.7 0.99 0.01 0.99 0.01 1.0 0.0
aze passport 0.71 0.29 1.0 0.0 1.0 0.0 1.0 0.0
esp id 0.96 0.04 0.99 0.01 1.0 0.0 1.0 0.0
est id 0.93 0.07 0.99 0.01 1.0 0.0 1.0 0.0
fin id 0.89 0.11 0.99 0.01 1.0 0.0 1.0 0.0
grc passport 0.86 0.14 1.0 0.0 1.0 0.0 1.0 0.0
lva passport 0.89 0.11 0.96 0.04 1.0 0.0 1.0 0.0
rus passport 0.93 0.07 0.99 0.01 1.0 0.0 1.0 0.0
srb passport 0.91 0.09 0.98 0.02 1.0 0.0 1.0 0.0
svk id 0.97 0.03 1.0 0.0 1.0 0.0 1.0 0.0

Figure 5. ROC curve of the proposed approach with 4, 8, 16 and 32-bits hash codes.



5. CONCLUSION
A reference hashing approach for quality verification of identity document images is proposed in this paper. The

quality verification was studied in means of original template images and scanned versions. The magnitude of the FFT
components are exploited to select and identify the most discriminative features to build a unique hash code for each block
in the processed identity document image. To this end, an adaptive quantization scheme is proposed to generate the unique
hash code for each processed block in the identity document image. The generated hash codes have good discriminative
capability for distinct identity document images. The discrimination performance was evaluated on one public identity
documents called MIDV-2020 dataset. The proposed approach provides an overall good performance. A future line of
research is exploring the proposed approach to achieve quality verification in means of scanning-printing operation.
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