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Abstract. SKA is the major low frequency radioastronomy project of the future
with several major scientific applications: it will upgrade the amount of available sci-
ence data by several orders of magnitudes reaching eventually more than 700 petabytes
of storage per year. The SKA Observatory will proceed to the initial data processing to
deliver observatory data products while the SKA Regional Center Network (SRCNet)
will provide storage for those and processing capabilities to deliver and store advanced
data products for the user community. Within the scope of the SRCNet, Orange (vi-
sualisation), Magenta (data management) and Coral (node implementation) teams have
prototyped the discovery access and visualisation of science data. Our visualisation
tools VisIVO and Aladin discover, access and visualize test science data produced by
SKA precursors and pathfinders stored in the Rucio (Barisits et al. 2019) Data Lake.
Science metadata functionality has been implemented by the Magenta team to the Ru-
cio Data Lake prototype to demonstrate a means of enabling IVOA-compliant data dis-
covery and server-side processing. VisIVO, Aladin Desktop and Aladin Lite are able
to query the Discovery service built on ObsCore (Louys et al. 2017) and SCS (Plante
et al. 2008) IVOA protocols. This allows them to load DataLink (Dowler et al. 2015)
responses providing links towards a SODA (Bonnarel et al. 2017) cutout service devel-
oped by the Orange team able to extract sub-cubes or images directly from the datasets
stored in the Rucio Data Lake. The Rucio Storage Element and SODA developments
have been deployed and configured on the Spanish SRC node, providing computing and
storage resources, managed by the Coral Team members. This prototype paves the way
to collaborative development in the SRCNet and shows the possible integration of VO
services and visualisation tools in Data Lakes and science platforms.
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1. Introduction

Within the scope of the Square Kilometer Array (SKA) project, the SRCNet (SKA Re-
gional Centres Network) project is a worldwide distributed storage and computation
system made of collaborating regional nodes. It will be in charge of advanced data
processing, data storage and distribution. The prototype described here intends to show
how some astronomy oriented visualisation tools (here: Aladin and VisIVO) could dis-
cover, access and display data stored in the Data Lake distributed data management
system of the SRCNet (here prototyped with Rucio).

2. SRCNet prototyping

The development in the SRCNet project is following the Agile methodology rules. In
the current prototyping phase the project is organized in a dozen of Agile prototyp-
ing teams. There are three prototyping teams involved in building the prototype pre-
sented in this poster: Magenta team (SKAO) for development of data management and
metadata services, Orange team (INAF + CNRS) for adaptation of visualisation tools
(VisIVO and Aladin) and SODA (IVOA cutout service) development and Coral team
(with members from Spain, UK, Sweden and Switzerland) for providing storage and
computing resources that are part of the Spanish SRC prototype platform (espSRC).

3. Setting IVOA metadata in the Data Lake metadata storage system

Figure 1 shows how the IVOA metadata are set in the Rucio Metadata Storage Sys-
tem and then interfaced through DaCHS (Demleitner et al. 2014) VO interfaces with
visualisation tools.

Figure 1. IVOA metadata management and access in the Rucio Distributed Data
Management (DDM) system.

For each dataset stored in the Rucio DDM system, we have set IVOA ObsCore-
style metadata in the external metadata storage system using scripts of ’rucio set-metadata’
commands. Metadata have been extracted from test data FITS headers and mapped
to ObsCore data model in order to build automatically the set-metadata scripts. The
database is interfaced by DaCHS to be accessible through VO services such as TAP or
SCS.
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Figure 2. VisIVO SCS interface and ObsCore response (left) and visualisation of
a spectral cube extracted via SODA(right)

4. Test data

In order to demonstrate the capabilities of the system, we have integrated test data
(images and cubes) in the Data Lake. These datasets are from SKA precursor and
pathfinder telescopes, such as MeerKAT, ASKAP, LOFAR and JVLA, considering, in
particular, large programmes such as Apertif and VLASS. In addition, SKA simulated
images and cubes produced within the scope of the three SKA data challenges have
been also integrated. These datasets cover a wide range of frequency bandwidth, spec-
tral resolution and data size (from hundred of megabytes to tens of gigabytes).

5. Nodes installation

This setup process involves configuring essential components for effective data man-
agement. The Rucio server and metadata service are deployed at the Science & Tech-
nology Facilities Council Cloud (STFC) in the United Kingdom, ensuring centralized
and robust data dissemination. Simultaneously, the installation of the Rucio Storage
Element (a logical abstraction of a storage system for physical files in one location) and
SODA service, both on the espSRC (Garrido et al. 2022), facilitates efficient utilization
of computing resources, allowing users to execute tools for visualizing datasets stored
within the Rucio data lake. This strategic setup not only supports day-to-day operations
but also serves to simulate specific behaviours, contributing to a more comprehensive
understanding of the SRCNet.

6. Discovering and accessing datasets from visualisation tools through IVOA
standards

VisIVO (figure 2), Aladin Desktop and Aladin Lite (figure 3) have been customized
to access the Rucio data discovery service delivering ObsCore metadata through an
IVOA SCS interface. From that response, the three tools are able to load the DataLink
response in order to discover full retrieval and dataset cutout accesses. Each tool is
interfacing with the IVOA SODA cutout service to extract datasets of interest. The
SODA service is directly accessing datasets by their Rucio physical file names.
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Figure 3. SODA Form (left) and result cutout image from SODA server display
(right) within AladinLite

7. Newer developments

We are currently implementing access control using IAM in front of the SODA service.
We create additional DataLinks records with derived data such as moment maps or
spectral index maps in FITS and HiPS format for advanced data discovery.
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