
HAL Id: hal-04738534
https://hal.science/hal-04738534v1

Preprint submitted on 15 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Dynamic output-feedback design for generalized
Lyapunov inequalities

Samuele Zoboli, Andreu Cecilia, Sophie Tarbouriech

To cite this version:
Samuele Zoboli, Andreu Cecilia, Sophie Tarbouriech. Dynamic output-feedback design for generalized
Lyapunov inequalities. 2024. �hal-04738534�

https://hal.science/hal-04738534v1
https://hal.archives-ouvertes.fr


Dynamic output-feedback design for generalized Lyapunov inequalities

Samuele Zobolia, Andreu Ceciliab, Sophie Tarbouriechc
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Abstract

Differential Lyapunov matrix inequalities with matrix inertia constraints have recently emerged as a useful tool for
studying properties of nonlinear systems such as k-contraction and p-dominance. However, efficient and systematic
methods for designing controllers that ensure the closed-loop system satisfies these generalized Lyapunov inequalities
remain underdeveloped. In this work, we propose solutions based on linear matrix inequalities (LMIs) for the design of
linear dynamic output-feedback controllers addressing this challenge. Our results focus on partially linear systems whose
nonlinearities satisfy a generic quadratic abstraction. Additionally, we introduce methods to handle the difficulties posed
by matrix inertia constraints. Finally, we demonstrate the effectiveness and value of the newly proposed conditions by
applying them within the frameworks of 2-contraction and extremum control for non-convex optimization.

Keywords: Generalized Lyapunov inequality, LMI, Controller design, Matrix inertia, Nonlinear systems, Contraction,
k-contraction.

1. Introduction

Lyapunov matrix inequalities and their differential
forms have proven extremely useful in studying asymp-
totic properties of control systems [19, 17, 26]. Their solu-
tion offers a natural quadratic Lyapunov function, which
can be used to prove convergence of trajectories to unique
ones and equilibrium points. Recently rediscovered, a gen-
eralized form of these Lyapunov inequalities appeared as
an effective tool for studying complex behaviors of par-
tially stable systems [37, 13, 10]. Here, the strict positiv-
ity constraint on the inequality solution is dropped and
substituted with one on its number of positive, negative,
and zero eigenvalues, i.e., on its matrix inertia. Unfortu-
nately, while classical Lyapunov inequalities can be solved
via semidefinite programming and linear matrix inequality
(LMI) solvers [16, 14, 15], the inertia constraint does not
allow for a straightforward application of existing meth-
ods. This complexity is exacerbated when the matrix in-
equality includes terms aimed at control design. Indeed,
existing results must rely on projections, conditions on
matrix inverses, or restrictive assumptions on the uncon-
trolled system to ensure a solution with proper inertia is
found [11, 35].

In this work, we aim to propose easily solvable LMI
conditions guaranteeing the satisfaction of differential
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Lyapunov-like inequalities under inertia constraints. We
focus on a class of nonlinear systems whose nonlinear terms
satisfy a quadratic abstraction. This type of system in-
cludes the wide range of Lur’e and Persidskii systems [12]
as a special case. For such a class of systems, we start
by providing conditions to recover solutions to generalized
Lyapunov inequalities on the open-loop dynamics by build-
ing on [42]. Then, we extend the result to controlled sys-
tems. Inspired by [36, 16], we propose LMI conditions for
the design of dynamic output-feedback controllers guaran-
teeing the satisfaction of a generalized Lyapunov inequal-
ity by the closed loop. Different from [35], our results do
not rely on projections or conditions on matrix inverses
that may be hard to include in the optimization prob-
lem. Additionally, different from [11] (which only consid-
ers the state-feedback case), we do not require the open-
loop system to satisfy a generalized Lyapunov condition
beforehand. As a second contribution, we discuss meth-
ods to impose a specific matrix inertia without requiring
additional constraints on the open-loop dynamics. As a
third contribution, we propose a result on controller de-
sign under multiple Lyapunov-like conditions with differ-
ent inertia constraints. This is motivated by recent ad-
vances in methods to impose interesting properties such as
k-contraction, which may require simultaneously solving
multiple inequalities [10]. Therefore, the final contribution
of the paper is to develop a framework for 2-contraction
output-feedback design and apply it to the problem of ex-
tremum control with non-convex objectives.

Notation: R≥0 := [0,∞) and N := {0, 1, 2, . . .}. | · |
denotes the standard Euclidean norm. Given x ∈ Rn,
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y ∈ Rm, we set col(x, y) := (x⊤, y⊤)⊤. The inertia of
a matrix P is defined by the triplet of integers In(P ) :=
(π−(P ), π0(P ), π+(P )), where π−(P ), π+(P ) and π0(P )
denote the numbers of eigenvalues of P with negative, pos-
itive and zero real part, respectively, counting multiplici-
ties. A ≻ 0 (resp. A ⪰ 0) denotes A being a positive def-
inite (resp. positive semidefinite) matrix. We denote trA
as the trace of a matrix A. σ(·), σ(·) stand for the max-
imum and minimum singular values of their arguments,
respectively. For any matrix Q ∈ Rn×n we denote λi(Q)
for i ∈ {1, . . . , n} as its eigenvalues, ordered such that
ℜ(λ1(Q)) ≥ ℜ(λ2(Q)) ≥ · · · ≥ ℜ(λn(Q)). For a square
matrix A ∈ Rn×n, we define He {A} := A⊤ +A.

2. Quadratic abstractions for generalized Lya-
punov inequalities

2.1. Framework

From a general perspective, we consider continuous-time
nonlinear systems of the form

ẋ = f(x)

where x ∈ Rnx and f : Rnx → Rnx is a sufficiently smooth
vector field. The main goal of this work is to derive a finite
set of LMI-based sufficient conditions for solving general-
ized Lyapunov inequalities of the form

∂f

∂x
(x)⊤P + P

∂f

∂x
(x) ≺ 2µP, ∀x ∈ X , (1)

with X ⊆ Rnx being an arbitrary set, µ ∈ R and P = P⊤

an invertible matrix with inertia In(P ) = (p, 0, nx − p)
where p ∈ {0, . . . , nx}. This objective is motivated by
recent advances in k-contraction [10], p-dominance anal-
ysis [13] and systems that are invariant with respect to
cones [34]. Verifying these properties necessitates satis-
fying inequalities of the form (1), yet practical and com-
putationally efficient techniques for achieving this remain
undeveloped.

To derive efficient techniques to validate (1), we restrict
the class of system to ones whose vector field is represented
by a partially linear function, that is

f(x) := Ax+Dϕ(v), v = Ex, (2)

where v ∈ Rnv and ϕ : Rnv → Rnv is a sufficiently smooth
function. The generic matrices A,D,E will be specified in
each section depending on our objective (i.e., system anal-
ysis or controller design). Naturally, under this structural
assumption, (1) reduces to satisfying, for all x ∈ X ,(

A+D
∂ϕ

∂x
(v)

)⊤

P + P

(
A+D

∂ϕ

∂x
(v)

)
≺ 2µP. (3)

We also restrict the class of nonlinearities to the one sat-
isfying a quadratic differential constraint, denoted as a
quadratic abstraction. More specifically, our results will

be grounded on the existence of matrices R = R⊤, Q = Q⊤

and S such that(
Inx

∂ϕ
∂x (v)

)⊤(
R S⊤

S Q

)(
Inx

∂ϕ
∂x (v)

)
⪯ 0 (4)

holds for all v ∈ V where V := {v ∈ Rnv : v = Ex, x ∈ X}.
We recall that such a class of nonlinearities includes com-
mon and interesting family of functions, such as (shifted)
monotonic and differentially sector-bounded ones [42]. For
more details on how to verify such a quadratic abstraction
we refer to Section 2.5.

We are now ready to recall the first result related to
(1). This result proposes a finite set of LMI conditions
for autonomous systems, thus recovering the result in [42,
Theorem 2]. Yet, in view of the results in Section 3, we
allow the matrices in (4) to be decision variables.

2.2. System analysis

We start by studying conditions for uncontrolled sys-
tems. Hence, we consider nonlinear dynamics (2) with
matrices

A = A, D = D, E = E, (5)

where A ∈ Rnx×nx , D ∈ Rnx×nv and E ∈ Rnv×nx . With
a minor reformulation, we now present the analysis result
from the conference version of the paper.

Proposition 1. [42, Theorem 2]: Consider the vector
field f in (2) with (5) and suppose there exist matrices
R = R⊤, S,Q = Q⊤, matrices Γ1,Γ2 ∈ Rnx×nx ,Γ3 ∈
Rnv×nx , a scalar β ∈ R and a nonsingular matrix Σ =
Σ⊤ ∈ Rnx×nx with inertia In(Σ) = (p, 0, nx − p) where
p ∈ {1, . . . , nx} such that (6)1 holds. Then, for all suffi-
ciently smooth ϕ : Rnv → Rnv such that (4) holds for all
v ∈ V, inequality (3) holds for all x ∈ X with P = Σ and
µ = β.

Notice that the matrices R,S and Q of the quadratic
abstraction (4) appear linearly in inequality (6). Hence, if
the nonlinearity ϕ is known, these matrices can be fixed
before solving the inequality. However, if the nonlinearity
ϕ is unknown, the affine relation allows R,S,Q to be un-
known variables part of the solution to (6). As such, the
solution will also provide a class of systems (nonlinearities)
for which condition (1) holds.

We remark that [42, Theorem 2] is presented under the
assumption of multiple quadratic abstractions being satis-
fied. This can be practical to describe common nonlineari-
ties, e.g. (shifted) monotonic ones [42, Section III.B]. The
same result can be recovered from Proposition 1. If q > 1
quadratic abstractions with relative matrices Ri, Si, Qi are
known to hold, (4) holds with

R :=

q∑
i=1

αiRi S :=

q∑
i=1

αiSi, Q :=

q∑
i=1

αiQi, (7)

1Given at the top of the next page.
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Ψ1 :=

−2βΣ+He {Γ1A} −R Σ− Γ1 +A⊤Γ⊤
2 Γ1D +A⊤Γ⊤

3 − S⊤

⋆ −He {Γ2} Γ2D − Γ⊤
3

⋆ ⋆ He {Γ3D} −Q

 ≺ 0 (6)

where αi > 0 for i ∈ {1, . . . , q} are arbitrary positive
weights. Due to the linearity of (6) in the abstraction
matrices, these weights αi can be imposed as variables to
be solved in the optimization problem.

Remark 1. Inequality (6) has a bilinear term generated
by the variable β. Nonetheless,(6) can be solved as a gen-
eralized eigenvalue problem (GEVP) in β. Therefore, β
can be found via iterative methods such as bisection.

We now move to the analysis of controlled systems,
which represents the first main contribution of the paper.
More precisely, we focus on the problem of designing lin-
ear dynamic output-feedback controllers guaranteeing the
closed-loop system satisfies an inequality of the form (1).

2.3. Control design

In this section, we focus on nonlinear controlled systems
of the form

ż = Az +Dϕ(v) +Bu
y = Cz +Gϕ(v), v = Ez

ξ̇ = Mξ +Ny
u = Ky + Lξ

(8)

where z ∈ Rnz , ξ ∈ Rnξ , u ∈ Rnu , y ∈ Rny , v ∈ Rnv

and a smooth function ϕ : Rnv → Rnv . By defining the
state in (2) as the extended state x = col(z, ξ), (8) can be
reformulated as (2) with

A =

(
A+BKC BL

NC M

)
,

D =

(
D +BKG

NG

)
, E =

(
E 0

)
.

(9)

The aim of this section is to design suitable matrices
M ∈ Rnξ×nξ , N ∈ Rnξ×ny , K ∈ Rnu×ny and L ∈ Rnu×nξ

such that (3) holds for some real number µ ∈ R, some sym-
metric matrix P with inertia In(P ) = (p, 0, nz + nξ − p)
where p ∈ {1, . . . , nz + nξ} and for all x in some set
X ⊆ Rnz+nξ .
A general approach for the design of such linear gains

appeared in [35]. However, the presence of projections, the
necessity of verifying positivity conditions involving vari-
able inverses and the lack of strategies for constraining
the inertia make the result harder to implement in prac-
tice. An alternative and more naive strategy for solving
(3) is to invoke Proposition 1 on (8). Nonetheless, the un-
structured multipliers Γ1,Γ2,Γ3 introduce bilinear terms
in (6) due to the presence of M,N,K,L in (9).

Remark 2. A way to remove the bilinear relations created
by the direct use of Proposition 1 with (9) is to restrict the

set of admissible solutions to structured multipliers with fa-
vorable properties, e.g., by forcing Γ1 = Γ2,Γ3 = 0. This
allows defining changes of variables separating the param-
eters in A,D. For instance, in the case of (6) applied on
the closed loop (2) with (9) we can rewrite

A =

(
A 0
0 0

)
+

(
0 B
Inξ

0

)(
M N
L K

)(
0 Iny

C 0

)
,

D =

(
D
0

)
+

(
0 B
Inξ

0

)(
N
K

)
G,

and structure Γ1 such that
(

0 Iny

C 0

)
Γ−1
1 = 0, thus allow-

ing the definition of a suitable change of variable for G.
However, such a choice introduces further conservatism for
two main reasons: i) Γ1 needs to be structured, ii) differ-
ently from the scenario of positive definite P as in [32], we
are not aware of results proving generality of the selection
Γ1 = Γ2,Γ3 = 0 for sign-indefinite invertible symmetric
matrices P .

Given the drawbacks mentioned above, we take inspira-
tion from [36] and propose a coordinate change that trans-
forms the control design problem into an LMI. Therefore,
we restrict our design to the case nξ = nz (or, equivalently,
nx = 2nz). Nonetheless, we remark that the result can be
extended to different scenarios at the price of uniqueness
of the recovered matrices [36]. The main result of the sec-
tion thus represents an extension of [16] in two directions.
First, we are not restricted to positive definite matrices P .
Second, we embed general quadratic abstraction, encom-
passing monotonicity as a particular scenario.

We highlight that quadratic abstractions of the form (4)
are typically defined over the open-loop system, while (8)
involves the extended closed loop dynamics. We will then
show that the extension of quadratic abstractions from
open-loop to closed loop dynamics is non-unique and that
this flexibility can be exploited during the design problem.
Specifically, consider a set Z ∈ Rnz and suppose the non-
linearity ϕ satisfies, for some matrices Rz = R⊤

z , Qz = Q⊤
z

and Sz, (
Inz

∂ϕ
∂z (v)

)⊤(
Rz S⊤

z

Sz Qz

)(
Inz

∂ϕ
∂z (v)

)
⪯ 0 (10)

for all v ∈ V where V := {v ∈ Rnv : v = Ez, z ∈ Z}. The
following result presents a family of quadratic abstractions
satisfied by the extended system (8) with (9).

Lemma 1. Consider (8) and let (10) hold for all v ∈ V.
Then, for all square symmetric R22 ⪯ 0 ∈ Rnz×nz ,S2 ∈
Rnz×nv and all R12 ∈ Rnz×nξ such that

(Inx −R22R
†
22)

(
R12 + S⊤

2

∂ϕ

∂z
(v)

)
= 0 (11)

3



holds for all v ∈ V with R†
22 such that R22R

†
22R22 = R22,

the quadratic abstraction (4) holds with

R =

(
R11 R⊤

12

R12 R22

)
, S =

(
S1 S2

)
, Q = Q,

(12a)
where

R11 = Rz +R⊤
12R

†
22R12,

S1 = Sz + S2R
†
22R12,

Q = Qz + S2R
†
22S

⊤
2 .

(12b)

The proof of Lemma 1 is postponed to Appendix A.

Remark 3. The change of variables R12 = R22R12,
S2 = S2R22 with arbitrary matrices R12,S2 allows avoid-
ing the computation of the generalized inverse in (12b) and
(11). However, such a choice introduces bilinear terms in
(12a). Therefore, we now highlight some interesting sce-
narios for Lemma 1. The first appears when R22 ≺ 0. In
this case, R22 is invertible (i.e., R†

22 = R−1
22 ) and (11)

is always satisfied. Similarly, for the scenario R22 ⪯ 0,
interesting cases appear when R12 = 0 and S2 = 0 since
(11) always holds, (12b) does not involve generalized in-
verse computation and it directly relates (12a) to (10).

The degrees of freedom offered by Lemma 1 give rise to a
useful coordinate change for controller design. We present
such a variable change in the following theorem, which
constitutes one of the main results of our paper.

Theorem 1. Consider the vector field f in (2) with (9)

and assume there exist matrices R̂11 = R̂⊤
11, R̂12, R̂22 =

R̂⊤
22, Ŝ1, Ŝ2, Q̂ = Q̂⊤, a scalar β ∈ R, symmetric matri-

ces X = X⊤, Y = Y ⊤ ∈ Rnz×nz and matrices K̂ ∈
Rnu×ny , L̂ ∈ Rnu×nz , M̂ ∈ Rnz×nz , N̂ ∈ Rnz×ny such that:

i) The matrix R̂ :=
(

R̂11 R̂⊤
12

⋆ R̂22

)
is negative semidefinite;

ii) Inequality (13)2 holds;

iii) The matrix Φ =
(

Y Inz

Inz X

)
satisfies In(Φ) =

(p, 0, 2nz − p), for some integer p ∈ {0, . . . , 2nz}.

Then, there exist square invertible matrices U, V ∈ Rnz×nz

such that UV ⊤ = Inz
−XY . Moreover, let

Π1 :=

(
Y Inz

V ⊤ 0

)
, Π2 :=

(
Inz

X
0 U⊤

)
. (14)

Then, for all sufficiently smooth functions ϕ : Rnv → Rnv

such that inequalities (10) and (11) hold for all v ∈ V with
(12b) and

R11 = R̂22, S1 = Ŝ2,

R12 = V −1(R̂⊤
12 − Y R̂22), S2 = (Ŝ1 − Ŝ2Y )V −⊤,

R22 = V −1
(

Inz

−Y

)⊤
R̂
(

Inz

−Y

)
V −⊤, Q = Q̂,

(15)

2Given at the top of the next page.

the differential inequality (3) holds for all x ∈ X = Z×Rnz

with P = Π2Π
−1
1 , µ = β and

K = K̂,

L = (L̂− K̂CY )V −⊤,

N = U−1(N̂ −XBK̂),

M = U−1

(
Inz

−X

)⊤(
M̂ N̂C

BL̂ −A+BK̂C

)(
Inz

−Y

)
V −⊤.

(16)
Moreover, In(P ) = In(Φ) = (p, 0, 2nz − p).

The proof of Theorem 1 is postponed to Appendix B.
Theorem 1 contains two linearizing transformations.

The first change of variables in (16) removes the bilinear
terms generated by the controller matrices in (8). This
transformation is a minor generalization of the one in [36]
to invertible yet sign-indefinite matrices P .
The second transformation of the quadratic abstraction

matrices in (15) removes the bilinear terms generated by
the matrices (10). This change of variables is one of the
main novelties of Theorem 1 and, thus, it requires fur-
ther discussion. First, note that sign definiteness of R̂,
Q̂ imposed by item i) of Theorem 1 and (13) does not
impose any sign definiteness constraint on Rz, Qz derived
from (12b) if R12 and S2 are nonzero. Second, (15) and
(12b) hint at interesting variable selections. If matrices
Rz, Sz, Qz are not known, one can strengthen the con-
straint in item i) of Theorem 1 to obtain strict negative
definiteness of R22. Aside from dropping the constraint
(11), this allows recovering Rz, Sz, Qz by means of stan-
dard inverses in (12b), see Remark 3. The following corol-
lary formalizes this result.

Corollary 1. Consider the vector field f in (2) with (9)
and assume that items i),ii), iii) of Theorem 1 hold with

R̂ ≺ 0. Then, there exist square invertible matrices U, V ∈
Rnz×nz such that UV ⊤ = Inz −XY . Moreover, let Π1 and
Π2 be defined as in (14). Then, for all sufficiently smooth
functions ϕ : Rnv → Rnv such that inequality (10) holds

for all v ∈ V with (12b), (15) and R†
22 = R−1

22 , inequality
(3) holds for all x ∈ Z ×Rnz with P = Π2Π

−1
1 , µ = β and

(16). Moreover, In(P ) = In(Φ) = (p, 0, 2nz − p).

Nonetheless, the matrices Rz, Sz, Qz are often known in
control design problems. In this scenario, one can fix
R12 = 0 and S2 = 0 to simplify embedding these known
matrices into (13), see Remark 3. This can be obtained

via a proper selection of R̂12 and Ŝ1 in (15), as formalized
by the following proposition.

Proposition 2. Consider the vector field f in (2) with
(9) and let (10) hold for all v ∈ V with given matrices
Rz, Sz, Qz. Select Z ⪯ 0 such that Z ⪯ Rz and as-
sume there exist R̂11 = R̂⊤

11, a scalar β, matrices X =

X⊤, Y = Y ⊤ ∈ Rnz×nz and matrices K̂ ∈ Rnu×ny , L̂ ∈
Rnu×nz , M̂ ∈ Rnz×nz , N̂ ∈ Rnz×ny such that:

i) The matrix R̂Z :=
(

R̂11 Y Z
⋆ Z

)
is negative semidefinite;

4



Ψ2 :=


He
{
AY +BL̂

}
− 2βY − R̂11 A+BK̂C + M̂⊤ − 2β Inz

−R̂⊤
12 D +BK̂G− Ŝ⊤

1

⋆ He
{
XA+ N̂C

}
− 2βX − R̂22 XD + N̂G− Ŝ⊤

2

⋆ ⋆ −Q̂

 ≺ 0 (13)

ii) Items ii) and iii) of Theorem 1 hold with R̂12 = RzY ,

R̂22 = Rz, Ŝ1 = SzY , Ŝ1 = Sz and Q̂ = Qz.

Then, there exist square invertible matrices U, V ∈ Rnz×nz

such that UV ⊤ = Inz −XY . Moreover, inequality (3)
holds for all x ∈ Z × Rnz with P = Π2Π

−1
1 , µ = β and

(16), where Π1 and Π2 are defined as in (14). Finally,
In(P ) = In(Φ) = (p, 0, 2nz − p).

The proof of Proposition 2 is postponed to Appendix C.
As discussed in Section 2.2, if q > 1 quadratic abstrac-

tions are known, the matrices Rz, Sz, Qz in (10) can be
defined as a linear combination with unknown weights as
in (7). From Proposition 2, these weights can be found via
an iterative procedure, as they generate bilinear terms in
(13) due to the choice of R̂12 and Ŝ1.

Remark 4. Setting R12 = 0 and S2 = 0 simplifies the
relation between (10) and the expressions in Lemma 1, but
comes at the price of stricter conditions on Qz induced
by (13). Differently from the scenario of arbitrary matri-
ces, the constraints R12 = 0 and S2 = 0 and (13) impose
Qz ≻ 0. Nonetheless, common quadratic abstractions such
as (shifted) monotonicity and differential sector bounded-
ness satisfy the constraint Qz ≻ 0 [42]. Note that similar
conclusions can be drawn for Rz if we impose R12 = 0 and
item i) of Theorem 1 holds. However, the use of the proxy
matrix Z and the substitution of item i) of Theorem 1 with
item i) of Proposition 2 circumvent the need of imposing
sign-definiteness of Rz.

Remark 5. The matrix Z in Proposition 2 is a degree of
freedom. Consequently, it can be obtained by solving the
following optimization problem

min ϵ

s.t.

(
ϵ Inz

Rz − Z
Rz − Z Inz

)
⪰ 0, ϵ ≥ 0, Z ⪯ 0, Rz ⪰ Z.

While the last two inequalities directly derive from the con-
ditions on Z in Proposition 2, the first one (via a Schur
complement) imposes (Rz − Z)⊤(Rz − Z) ⪯ ϵ Inz

. There-
fore, ϵ acts as an upperbound on the square norm of Rz−Z,
and its minimization allows directly deriving a matrix Z
which is as close as possible to Rz.

Theorem 1 provides a family of controllers parameter-
ized by U, V that generates a closed-loop system satisfying
(3) for some matrix P with inertia In(P ) = (p, 0, 2nz − p).
The degree of freedom offered by U, V can then be ex-
ploited to ensure additional properties. For instance, they
can be selected to improve the conditioning of the matrix
P in (B.1) and the recovered matrices in (16). This result
is formalized in the following proposition.

Proposition 3. Let X = X⊤ ∈ Rnz×nz , Y = Y ⊤ ∈
Rnz×nz be given. If there exist scalars, α > 0, β ≥ 0,
γ > 0 and a matrix V̂ ≻ 0 such that(

−V βP
βP −V

)
⪯ 0,

(
V VP

−1

P
−1

V γ I2nz

)
⪰ 0, (17a)(

V V
V α I2nz

)
⪰ 0,

(
−α β
β −γ

)
⪯ 0, (17b)

with

V :=

(
Inz

0

0 V̂

)
,

P :=

(
X Inz−XY

Inz−Y X −(Inz−Y X)Y

)
,

P
−1

:=

(
Y Inz

Inz
−(Inz

−XY )−1X

)
,

(18)

then P = Π2Π
−1
1 with Π1,Π2 as in (14), U =

(Inz
−XY )

√
V̂

−1

and V =
√

V̂ , satisfies

σ(P )

σ(P )
≤
√
αγ

β
. (19)

The proof of Proposition 3 is postponed to Appendix D.

2.4. Coupling LMIs

Some particular scenarios require solving multiple in-
equalities of the form (1) with relative matrices P with
different inertia, e.g., [10]. While simultaneous resolution
of multiple LMIs of the form (6) is a valuable option for
unforced systems analysis, there is no trivial coupled for-
mulation of multiple LMIs of the form (13) for controller
design. This is due to the change of variables used to lin-
earize the design problem in (15) and (3), which is related
to the matrix P . In other words, each LMI would provide
different transformed variables, yet they should all rep-
resent the same controller. This strong constraint often
makes the problem intractable. A workaround to the issue
is to combine both formulations (6) and (13). Indeed, one
can use the LMI (13) to define proper controller variables,
and the flexibility offered by the multipliers in (6) recover
them in different LMI conditions. Such an approach is
presented in the following result.

Theorem 2. Consider the vector field f in (2) with (9)

and suppose there exist matrices R̂11 = R̂⊤
11, R̂12, R̂22 =

R̂⊤
22, Ŝ1, Ŝ2, Q̂ = Q̂⊤ a scalar β ∈ R, symmetric matrices

X = X⊤, Y = Y ⊤ ∈ Rnz×nz , matrices K̂ ∈ Rnu×ny , L̂ ∈
Rnu×nz , M̂ ∈ Rnz×nz , N̂ ∈ Rnz×ny , an integer s ≥ 0,
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Ψi
3 :=


−2βiΣ̂i +He

{
Γ̂i
1Â
}
− R̂ Σ̂i − Γ̂i

1Φ+ Â⊤(Γ̂i
2)

⊤ Γ̂i
1D̂ + Â⊤(Γ̂i

3)
⊤ − Ŝ⊤

⋆ −He
{
Γ̂i
2Φ
}

Γ̂i
2D̂ − Φ(Γ̂i

3)
⊤

⋆ ⋆ He
{
Γ̂i
3D̂
}
− Q̂

 ≺ 0

Â :=
(

AY+BL̂ A+BK̂C

M̂ XA+N̂C

)
D̂ :=

(
D+BK̂G

XD+N̂G

)
Φ :=

(
Y Inz

Inz X

)
(20)

scalars βi, matrices Γ̂i
1, Γ̂

i
2, Γ̂

i
3 and invertible matrices Σ̂i =

Σ̂⊤
i such that items i),ii) of Theorem 1 hold. Additionally,

for each i = 0, . . . , s assume the following conditions hold

i) In(Γ̂i
2) = (p, 0, 2nz − p);

ii) Inequality (20) holds with matrices R̂ =
(

R̂11 R̂⊤
12

⋆ R̂22

)
and Ŝ = ( Ŝ1 Ŝ2 ),

iii) In(Σ̂i) ̸= In(Σ̂j) for all j ̸= i.

Then, there exist square invertible matrices U, V ∈ Rnz×nz

such that UV ⊤ = Inz
−XY . Moreover, let Π1 and Π2

be defined as in (14). Then, for all sufficiently smooth
functions ϕ : Rnv → Rnv such that inequality (10) and
(11) hold for all v ∈ V with (12b), (15) inequality (3) holds
for all x ∈ Z×Rnz with (16), Pi = Π−⊤

1 ΣiΠ
−1
1 and µi = βi

for each i = 0, . . . , s and Ps+1 = Π2Π
−1
1 and µp+1 = β.

Moreover, In(Ps+1) = In(Γ̂i
2) for all i = 1, . . . , s.

The proof of Theorem 2 is postponed to Appendix E.
Theorem 2 can be adapted according to the knowledge

(or lack thereof) of the matrices in the quadratic abstrac-
tion, similarly to Theorem 1 and Proposition 2. Unfor-
tunately, while (6) offers the possibility of coupling mul-
tiple differential conditions of the form (1), it also intro-
duces bilinear terms in (20). There are multiple ways of
dealing with BMIs, such as iterative methods (e.g., [9])
or linearization by structuring multipliers, see Remark 2.
However, this comes at the price of either loss of global
convergence or increased conservativeness of the result.

Therefore, in Algorithm 13 we propose an iterative algo-
rithm aimed at exploiting Theorem 2 to improve an initial
solution computed by the separate application of Theo-
rem 1 and Proposition 1. Such a separately computed
initial condition provides a feasible starting point for the
iterative algorithm. We identify with superscript j ∈ N
the values of the different matrices at iteration j. Ter-
mination constraints or optimization objectives can be in-
cluded in the algorithm by selecting appropriate stopping
conditions, see Section 4 as an example. Moreover, we re-
call that the terms µi in Algorithm 1 (lines 2,4,9 ) can be
obtained via GEVPs, see Remark 1.

We conclude Section 2 by commenting on tools to verify
quadratic abstractions of the form (4), and the possible
extension of the results to more general dynamics.

3Given at the top of the next page.

2.5. Verifying quadratic abstractions

We highlight that (4) includes the derivative of ϕ with
respect to the system state x rather than of the func-
tion input v. Nonetheless, simple computations show we
can obtain inequalities of the form (4) starting from more
easily verifiable ones, that is, quadratic differential con-
straints in ∂ϕ

∂v . Precisely, assume there exist square matri-
ces Rv = R⊤

v , Sv, Qv = Q⊤
v such that(

Inv
∂ϕ
∂v (v)

)⊤(
Rv S⊤

v

Sv Qv

)(
Inv

∂ϕ
∂v (v)

)
⪯ 0, (21)

holds for all v ∈ V. Then, left and right multiplication of
(21) by E⊤ and E, respectively, leads to(

Inv
∂ϕ
∂vE(v)

)⊤(
E⊤RvE E⊤S⊤

v

SvE Qv

)(
Inv

∂ϕ
∂v (v)E

)
⪯ 0,

which, by means of the relation ∂ϕ
∂x (v) =

∂ϕ
∂v (v)E, reduces

to (4) with R = E⊤RvE, S = SvE and Q = Qv.
The derivation of results based on quadratic abstrac-

tions in ∂ϕ
∂x simplifies their extension to different dynamics.

For instance, this allows an extension of our framework to
systems with implicit nonlinearities. The combination of
contraction and stability properties of implicit dynamics
and learning systems recently attracted significant atten-
tion [23, 22, 33, 27]. All the results in this paper can be
adapted to such a scenario once quadratic abstractions of
the form (4) are recovered. Hence, similarly to the previ-
ous scenario, we now propose a technical result allowing
the derivation of quadratic abstractions of the form (4)
starting from more easily verifiable ones (21) for implicit
systems. We consider implicit nonlinear systems of the
form(

ẋ
v

)
=

(
f(x,w)
g(x,w)

)
=

(
A D
E F

)(
x
w

)
, w = ϕ(v). (22)

By implicit differentiation and the chain rule, we have(
Inv
−∂ϕ

∂v
(v)F

)
∂ϕ

∂x
(v) =

∂ϕ

∂v
(v)E. (23)

Lemma 2. Consider system (22) and suppose (21) holds
for all v ∈ V. If there exist matrices R,S,Q such that(

Inx 0
0 Inv

0 ∂ϕ
∂v (v)

)⊤

Ξ

(
Inx 0
0 Inv

0 ∂ϕ
∂v (v)

)
⪯ 0 (24a)
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Algorithm 1 Iterative algorithm for output-feedback design with multiple conditions of the form (3)

1: j ← 0
2: Compute µj

p+1, P
j
p+1,K

j , Lj ,M j , N j via Theorem 1

3: (K,L,M,N)← (Kj , Lj ,M j , N j)
4: Compute µj

i , P
j
i via Proposition 1 with (9) for i = 1, . . . , p ▷ Solve p LMIs (6) at once

5: (µi, Pi)← (µj
i , P

j
i ) for i = 1, . . . , p+ 1

6: while not stopping condition do
7: Compute Γ̂i

1, Γ̂
i
2, Γ̂

i
3 for i = 1, . . . , p via Theorem 2 ▷ Solve p LMIs (20) at once

8: j ← j + 1
9: Compute µj

i , P
j
i ,K

j , Lj ,M j , N j via Theorem 2 for i = 1, . . . , p+ 1 ▷ Solve (13) and p LMIs (20) at once

10: (µi, Pi,K, L,M,N)← (µj
i , P

j
i ,K

j , Lj ,M j , N j)
11: end while

with

Ξ :=

R−E⊤RvE S⊤ −E⊤S⊤
v E⊤S⊤

v

⋆ Q−Qv Qv

⋆ ⋆ −Qv

 (24b)

for all v ∈ V, then (4) holds for all v ∈ V.

The proof of Lemma 2 is postponed to Appendix F.
As a final remark, we highlight that the infinite set of

LMIs defined by conditions of the form (21) and (24) can
be easily verified for nonlinearities with favorable proper-
ties, for instance, ones whose Jacobian matrices live in a
polytope. In such cases, it is convenient to obtain suf-
ficient conditions for (21) which are affine in ∂ϕ

∂v (v). In
affine form, (21) reduces to a finite set of LMI evaluated
at the vertices of the polytope by convex relaxation. The
next lemma presents a possible affine sufficient condition
for verifying (21).

Lemma 3. Consider a smooth function ϕ : Rnv → Rnv

and square matrices Rv = R⊤
v , Sv, Qv = Q⊤

v . If there
exist matrices Υ1,Υ2 such that(

Rv S⊤
v

Sv Qv

)
+He

{(
∂ϕ
∂v (v)
− Inv

)(
Υ1 Υ2

)}
⪯ 0 (25)

holds for all v ∈ V, then (21) holds.

The result is shown by left and right multiplication by
ν := ( Inv

∂ϕ
∂v (v)⊤ ) and its transpose. Similar results can be

obtained for (24) and the kernel matrix ( 0 ∂ϕ
∂v (v) − Inv ).

Up to now, we discussed how to solve inequalities of the
form (1) under inertia constraints by means of LMI tech-
niques. However, we did not provide tools for imposing
such a desired matrix inertia. The next section is then
dedicated to such a topic.

3. On the inertia constraint

One of the main complexities in the application of
Proposition 1 and Theorem 1 (or Theorem 2) is the inclu-
sion of the inertia constraints. For p = 0, these constraints
are easily imposed by substituting them with positivity

constraints on Σ and Φ (or Γ̂i
2). However, no straightfor-

ward solutions exist for p > 0. Therefore, we now present
solvable sufficient conditions to impose bounds on matrix
inertia.

For system analysis (see Proposition 1) inertia can be
imposed rather straightforwardly. The following lemma
is an immediate consequence of points (2) and (3) of [10,
Lemma 8].

Lemma 4. Consider a set X ⊆ Rnx , a vector field f :
X → Rnx and a constant µ ∈ R. Then, any symmetric
non-singular matrix P ∈ Rnx×nx satisfying

∂f

∂x
(x)⊤P + P

∂f

∂x
(x) ≺ 2µP, ∀x ∈ X ,

also satisfies In(P ) = In(−∂f
∂x (x) + µI) for all x ∈ X .

Lemma 4 suggests possible algorithmic steps for apply-
ing Proposition 1 on a set X under the inertia constraint
In(Σ) = (p, 0, nx − p). More specifically, two steps are
required by such an algorithm:

1. Find (if possible) a µ ∈ R such that In(−∂f
∂x (x)+µI) =

(p, 0, nx − p) for all x ∈ X .

2. Solve (6) with β = µ (if possible).

This procedure disentangles the inequality solution from
inertia constraint by imposing it on the term ∂f

∂x (x) + µI,
which indirectly affects the solution itself. If this process is
completed, the solution of (6) satisfies In(Σ) = (p, 0, nx −
p) by Lemma 4, even if such a constraint is not directly
included in (6). This is the most common strategy for
fixing inertia in existing literature, see e.g. [10, 13, 8].

Unfortunately, the applicability of such a strategy is
rather limited. Clear examples of such limitations appear
in the controller design problem. Indeed, different con-
trollers can make inequality (3) solvable with matrices P
of different inertia under the same choice of µ. In other
words, for a fixed parameter β the solution (X,Y ) to (13)
is not unique because of the degrees of freedom offered by
the controller parameters. These solutions can generate
matrices Φ with different inertia. Similar effects appear
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for system analysis whenever R,S,Q in (4) are left as vari-
ables to be estimated. Motivated by the aforementioned
drawbacks, we now propose alternative methods for con-
straining matrix inertia even in the controlled framework.

We start by proposing studying soft inertia constraints,
namely, constraints on the minimum number of positive
eigenvalues and on the maximum number of negative ones.
The result is formalized in the following lemma, which
proposes a convex method to constrain from above the
number of negative eigenvalues of a symmetric matrix.

Lemma 5. Consider a symmetric matrix P ∈ Rnx×nx

and a constant p ∈ {0, . . . , nx−1}. If there exist a constant
z ∈ R and a symmetric matrix X such that

X ⪰ 0

z I+X + P ⪰ 0

(p+ 1)z + trX ⪯ 0,

(26)

then
π+(P ) ≥ nx − p, π−(P ) ≤ p. (27a)

Moreover,

ℜ(λnx−p(P )) ≥ −
nx∑

i=nx−p+1

ℜ(λi(P )). (27b)

The proof of Lemma 5 is postponed to Appendix G.
For analysis purposes, one can combine (6) and (26)

with P = Σ to impose an upper-bound the number of
negative eigenvalues allowed in Σ. Similarly, for controller
design, one can combine (13) and (26) with P = Φ to
constrain the inertia of Φ.

In many practical applications imposing an upperbound
on the number of negative eigenvalues is enough, as the
aim is to obtain a sufficiently small number of negative
eigenvalues in some matrix (or even the minimum one).
Nonetheless, some situations may require imposing exact
(i.e., hard) inertia constraints. A possibility to impose
exact inertia is the addition of a constraint bounding the
number of negative eigenvalues from below. This choice
comes at the price of convexity of the final problem, as
shown by the following lemma.

Lemma 6. [18, Lemma 3]: The following two statements
are equivalent:

1. π−(P ) ≥ p.

2. There exists a matrix Q = Q⊤ ⪰ 0 with rank{Q} ≤
nx − p such that P −Q ≺ 0.

In plain words, Lemma 6 shows that a lower bound on the
number of negative eigenvalues of a symmetric matrix is
equivalent to a rank constraint on an auxiliary variable.
This transformation makes the optimization problem lose
its convexity. Nonetheless, there exist multiple techniques
for solving linear matrix inequalities with rank constraints,
e.g.[21, 31].

Remark 6. The number of negative eigenvalues can also
be lower-bounded by inverting the sign of P in (26). Then,
by Lemma 5, we have

π−(P ) = π+(−P ) ≥ nx−p, π+(P ) = π−(−P ) ≤ p (28a)

and, since ℜ(λp+1(P )) = −ℜ(λnx−p(−P )) and∑p
i=1ℜ(λi(P )) = −

∑nx

i=nx−p+1ℜ(λi(−P )), the fol-
lowing bound holds

ℜ(λp+1(P )) ≤ −
p∑

i=1

ℜ(λi(P )). (28b)

Unfortunately, while pairing two conditions (26) to impose
the correct inertia (one for P and one for −P ) seems a
valuable option, the set of solutions to the combined con-
straints on the real part of the eigenvalues is always empty.
Indeed, the two bounds on the number of negative eigen-
values must intersect only at equality to strictly impose the
desired matrix inertia. In other words, if we aim to impose
1 ≤ k ≤ nx negative eigenvalues, we must select p = k in
the first set of inequalities (in P ) and p = nx − k in the
second one (in −P ). From (27b) and (28b) we obtain

−
nx∑

i=nx−k+2

ℜ(λi(P )) ≤
nx−k+1∑
i=nx−k

ℜ(λi(P )) ≤ −
nx−k−1∑

i=1

ℜ(λi(P )),

which cannot hold due to (28a) and (27a).

Combining the conditions in Lemma 5 and Lemma 6 it
is possible to impose hard constraints on the inertia of a
symmetric matrix P . However, such a strategy may in-
crease conservativeness or introduce numerical issues, due
to (27b). More specifically, if the constant p is large and
the matrix P has few positive eigenvalues, the sum in
(G.4) may lead to large positive eigenvalues and small neg-
ative ones. These drawbacks can be avoided by replacing
Lemma 5 with Lemma (6), namely, by imposing a sec-
ondary rank constraint on the opposite matrix −P . The
result is formalized in the following corollary.

Corollary 2. Consider a symmetric matrix P ∈ Rnx×nx

and a constant p ∈ {0, . . . , nx}. The following two state-
ments are equivalent:

1. In(P ) = (p, 0, nx − p).

2. There exist a pair of symmetric matrices Q1 = Q⊤
1 ≥

0 and Q2 = Q⊤
2 ≥ 0 with

rank{Q1} ≤ p, rank{Q2} ≤ nx − p

such that

−Q1 ≺ P ≺ Q2

We now move to the last section of the paper, aimed at
showcasing the practical potential of the proposed condi-
tions in the context of partial stabilization.
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4. Application: 2-contraction for extremum con-
trol with non-convex costs

4.1. Preliminaries on 2-contraction

The notion of 2-contraction recently received significant
attention due to its potential in controller design for multi-
stable systems and removal of chaotic behaviors [10, 3, 4,
29]. In plain words, for an arbitrary nonlinear system

ẋ = f(x), x ∈ Rnx , (29)

2-contraction implies that the area of any surface of ini-
tial conditions in X is exponentially shrinking along the
system dynamics. More details on this geometrical inter-
pretation can be found in [10, 38]. Intuitively, if any area
between initial conditions exponentially shrinks to zero,
the asymptotic behavior of the system converges to a sub-
space of dimension strictly smaller than 2. An immediate
consequence is that no solution can converge to a limit
cycle or a chaotic attractor. Thus, any bounded solution
of a 2-contractive system of the form (29) converges to an
equilibrium point, which may not be unique. This fact
was originally proven in [25], and is summarized in the
following lemma.

Lemma 7. [25, Theorem 2.5]: Assume that system (29)
is 2-contractive in a compact and forward invariant set
X ⊂ Rnx . Then, each solution of system (29) initialized
in X converges to an equilibrium point, which may be dif-
ferent for each solution.

Sufficient conditions based on generalized Lyapunov
conditions recently appeared as a valuable tool to study
and impose 2-contraction [41, 10]. In this section, we aim
to combine them with the results of Sections 2 and 3 to de-
sign a linear output-feedback controller making the closed
loop 2-contractive. We now recall these sufficient condi-
tions.

Theorem 3. [10, Theorem 5]: Let X ⊂ Rnx be a compact
forward invariant set. Suppose there exist two symmetric
matrices P0, P1 ∈ Rnx×nx of respective inertia (0, 0, nx)
and (1, 0, nx − 1), and µ0, µ1 ∈ R such that for all x ∈ X

∂f

∂x
(x)⊤P0 + P0

∂f

∂x
(x) ≺ 2µ0P0, (30a)

∂f

∂x
(x)⊤P1 + P1

∂f

∂x
(x) ≺ 2µ1P1, (30b)

µ1 + µ0 < 0, (30c)

Then, system (29) is 2-contractive on X .

We highlight that different sufficient conditions for 2-
contraction have also been developed exploiting mathe-
matical objects known as matrix compounds [7, 38, 2, 3].
These results have been used for state-feedback design for
2-contraction [4] or analysis of 2-contraction for Lur’e sys-
tem [30]. Nonetheless, conditions based on matrix com-
pounds usually explode in dimension, they may destroy

advantageous structural properties of the system and hin-
der the development of general controllers. For this reason,
the combination of Theorem 3 with the framework pro-
posed in this paper is, to the best of our knowledge, the
first computationally viable option for designing output-
feedback controllers for 2-contraction.

4.2. The extremum control problem

Consider a controlled linear system of the form

ζ̇ = Aζ +Bu, v = Eζ (31)

were ζ ∈ Z ⊂ Rnζ is the state of the system, u ∈ Rnu

is the input vector and v ∈ R is a (not necessarily mea-
surable) linear combination of states. Consider a smooth
objective function V : V → R with at least one extremum
and V := {v ∈ R : v = Eζ, ζ ∈ Z}. We aim to de-
sign a feedback policy such that a signal v stabilizes to
an extremum (maximum or minimum) of V . Moreover,
we assume its gradient ∂V

∂v (v) satisfies a known quadratic

abstraction of the form (21) with ϕ = ∂V
∂v (v). Classical

functions falling into this category are convex (concave)
ones, since convexity (concavity) implies a monotonic gra-
dient ∂V

∂v (v) and monotonicity can be described through
differential quadratic abstractions, see e.g. [42, Section
III.B]. However, quadratic abstractions of the form (21)
are not limited to monotonic functions and cover a much
wider class of (possibly non-convex) objectives.

An intuitive method for solving the aforementioned
problem is to consider the extended system

η̇ =
∂V

∂v
(Eζ)

ζ̇ = Aζ +Bu

y =

[
η

∂V
∂x (Eζ)

]
,

(32)

and design a dynamic output-feedback controller to stabi-
lize (32). Since at equilibria the integral action imposes
η̇ = 0, we derive ∂V

∂v (Eζ) = 0, thus implying the sys-

tem has reached an extremum of the function V (Eζ). We
highlight that the considered problem has its similarities
with the problem of unconstrained extremum control as
presented in [5] and recently reproposed in [28, 24, 20].
Nonetheless, different from all these works, we are not re-
stricted to convex objective functions.

Designing a stabilizing controller for (32) presents some
challenges. First, the function V may have multiple ex-
trema, therefore, system (32) may have multiple equilib-
rium points. Second, if the function V is unknown, the
equilibrium points of (32) may be unknown. An effective
way of overcoming these obstacles is to design a controller
that guarantees a 2-contractive closed-loop system. Then,
even if the function V is non-convex and has multiple ex-
trema, convergence to at least one of them is guaranteed
by Lemma 7. Moreover, since η integrates the gradient
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of V (and not its opposite), the closed loop will behave
similarly to a gradient-ascent algorithm with momentum.

In this section, we use the results of this paper to de-
sign a dynamic output controller for the extended system
(32) that guarantees 2-contraction via Theorem 3 and Al-
gorithm 1. In other words, by letting z = col(η, ζ) in
(32), we aim to design matricesM,N,K,L in (8) such that
the closed-loop system (2), (9) with x = col(z, ξ) satisfies
(30). This solution is comparable to a first-order method.
Moreover, it does not require complete knowledge of the
objective function, since the only requirement for Algo-
rithm 1 to be applicable is the knowledge of the quadratic
abstraction (21) satisfied by the gradient function ∂V

∂v (v).
Differently put, the cost function V does not need to be
known for the design or the application (if the gradient is
measurable). Moreover, the obtained controller will guar-
antee convergence to extrema of any objective functions
belonging to the family defined by the selected quadratic
abstraction (21). Finally, such a behavior can be proven to
be robust to slowly space-varying perturbations. Indeed,
generalized Lyapunov conditions offer some robustness to
perturbations with sufficiently small Jacobian norms, as
shown by the following lemma.

Lemma 8. Consider a smooth vector field f : Rnx → Rnx

and suppose that (1) holds for some µ ∈ R, a symmetric
and invertible matrix P ∈ Rnx×nx and a compact set X ⊂
Rnx . Then, there exist a positive constant ∆⋆ > 0 and
µ > µ such that

∂f

∂x
(x)⊤P + P

∂f

∂x
(x) ≺ 2µP, ∀x ∈ X , (33)

holds for any perturbed vector field f(x) = f(x)+δ(x) with
| ∂δ∂x (x)| < ∆⋆.

The proof is postponed to Appendix Appendix H.
Therefore, Lemma 8 shows that the controlled system

will also stabilize extrema of objective functions whose gra-
dient is “sufficiently close” (in the sense of Lemma 8) to the
ones of functions in the family described by the quadratic
abstraction.

4.3. Numerical example

Consider a system of the form (31) with matrices

A =

[
0 1
1 −5

]
, B =

[
1
0

]
, E =

[
1 0

]
Let V = [−1.5, 1.5] and consider a family of (possibly non-
convex) objective functions V : V → R satisfying

−0.6 <
∂2V

∂v2
(v) < 0.6, ∀v ∈ V. (34)

Constraint (34) implies that any V in this family of objec-
tives satisfies a differential sector condition, which can be
represented as a quadratic abstraction of the form (10), see

[42, Section III.C] for more details. The extended system
(32) can be written in the closed-loop form (8) with an
extended state z = col(η, ζ) ∈ R3, the following matrices:

A =
[

0 0⊤
2

02 A

]
− 0.6DE, B =

[
0
B

]
, D =

[
1
0
0

]
,

C = [ 1 0 0
0 0 0 ]− 0.6GE, E = [ 0 E ] , G = [ 10 ] ,

with 02 = col(0, 0), and the following nonlinearity

ϕ(v) =
∂V

∂v
(v) + 0.6. (35)

By (34), the nonlinearity (35) satisfies a quadratic abstrac-
tion of the form (10) for all v ∈ V with Rz = 0, Sz =
E, Qz = 2. Therefore, the matrices in the quadratic ab-
straction (10) are known, Qz > 0 and we can design the
controller in line 2 of Algorithm 1 via Proposition 2. More-
over, since Rz = 0 we can select Z = Rz in Proposition 2
and avoid the minimization in Remark 5. Since we need to
solve simultaneously two inequalities of the form (3), one
with a positive definite matrix P0 and a second one with
a matrix P1 with inertia In(P1) = (1, 0, 5), we combine
Proposition 2 with Theorem 2 in line 9 of Algorithm 1.
For solving (30b) with correct inertia, we constraint the
inertia of the matrices in Proposition 2 via Lemma 5. Fi-
nally, we obtain the matrices U, V required for the control
matrices (16) through the conditioning strategy proposed
in Proposition 3.

Algorithm 1 under the aforementioned procedure out-
puts the controller

M =
[−39.9 −0.001 −0.126

0.74 −2.96 −3.15
0.56 −1.13 −8.35

]
, N =

[−324.07 −7.27
5.38 −3.29
4.01 −2.86

]
,

K = [ 4.48 −2.63 ] , L = [ 0.62 −2.09 −4.56 ] ,

The numerical values of the remaining matrices are not
presented due to space constraints.

To validate the extremum control strategy, we first con-
sider the following objective function

V (v) = 0.01v + 0.05v2 − 0.025v4. (36)

For all values v ∈ [−1.5, 1.5], (36) satisfies the bound (34).
Additionally, the function presents one local maximum at
v ≈ −0.945 and a global one at v ≈ 1.047. This function
also presents a local minimum at v ≈ −0.101. The graph
of this function is depicted in Figure 2.

Under the obtained controller, numerical simulations
confirm that the closed-loop system evolves in a com-
pact and forward invariant set X with Ex ∈ [−1.5, 1.5].
Therefore, since the cost function (36) satisfies the bound
(34), the closed-loop system is 2-contractive by Theorem 3.
Consequently, by Lemma 7, trajectories initiated in X con-
verge to one equilibrium point. The closed-loop system
with cost function (36) presents three equilibrium points.
The linearized system around each equilibrium point con-
firms that the two equilibrium points related to the max-
ima of V are locally asymptotically stable, while the other
is unstable. This behavior can be seen in Figure 1.

10



Figure 1: Evolution of 26 trajectories of the closed-loop system with
the cost function (36). The squares depict the initial conditions. The
points depict the asymptotically stable equilibrium of the system.
The states of the controller have been obviated.

We highlight that, differently from some gradient-based
algorithms, the convergence of the closed-loop trajectory
to one maximum or the other depends both on the initial
value of V (Ex) and the initial condition of the closed-
loop system, as shown in Figure 2. Indeed, even if both
trajectories are initialized at the same value of Ex, one
converges to the local maximum while the other crosses it.

To verify the claim of the controller being able to stabi-
lize extrema of an arbitrary function satisfying (34), in Ta-
ble 1 we present the point of convergence of the closed-loop
system for different non-convex objective functions, along-
side their extrema. The first function is non-convex in the
considered domain due to the presence of one global min-
imum and one global maximum. The second function in
Table 14 has a unique maximum but is only pseudo-convex.
Since the function has a unique maximum, convergence to
it is guaranteed by Lemma 7. The last three functions in
Table 1 are the Ricker wavelet, the Morlet wavelet and a
shifted Griewank function, respectively, that present mul-
tiple local minimum and maximum around their global
maximum at zero (or near zero).

All simulations share the same initial condition, and in
all of them the closed-loop system converges to one of the
extrema. In particular, in all simulations the closed loop
stabilizes at the global maximum of the given function,
even if initialized close to a local maximum/minimum.
For instance, for the last function in Table 1, the system
crosses multiple local maximums/minimums before reach-
ing the global maximum. Nonetheless, we stress that this
behavior does not imply the closed-loop system is guaran-
teed to converge to the global maximum. Indeed, Lemma 7
only guarantees convergence to one of the extrema of the
cost function and we refer to Figure 2 for an example of
this convergence to a local extremum.

4Given at the top of the next page.

Figure 2: Graph of the cost function (36) and evolution of V (Ex)
of two different trajectories of the closed-loop system. The pur-
ple square depicts the initial conditions and the yellow circle the
converging equilibrium point. The top figure has an initial condi-

tion x =
[
0 −1.2 0 0 0 0

]⊤
, while the bottom figure at

x =
[
−10 −1.2 −0.8 174.13 3.7 0.97

]⊤
.

5. Conclusion

In this paper, we presented computationally efficient
methods for designing dynamic output-feedback con-
trollers that ensure the resulting closed-loop system satis-
fies a generalized Lyapunov inequality. Assuming partially
linear dynamics with nonlinearities that meet a quadratic
abstraction, we derived LMI-based controller design con-
ditions. We explored options for selecting the degrees of
freedom within the LMIs and extended our approach to
controllers that ensure the satisfaction of multiple inequal-
ities. To address both soft and hard matrix inertia con-
straints, we proposed convex and non-convex criteria. We
then applied our results in the context of extremum con-
trol and k-contraction. Promising future research direc-
tions include investigating semidefinite relaxations of the
rank constraints involved in imposing matrix inertia and
analyzing the inertia distribution in the solutions to the
generalized Lyapunov inequalities. Future work will also
explore discrete-time extensions, building on the recent
studies [40, 8].

Appendix A. Proof of Lemma 1

Expanding the product, (10) yields

Rz +
∂ϕ

∂x
(v)⊤Sz + S⊤

z

∂ϕ

∂z
(v) +

∂ϕ

∂z
(v)⊤Qz

∂ϕ

∂z
(v) ⪯ 0.
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Function Extrema Convergence point

−0.1e−v2

v cos(e−v2 − 0.5)) -0.73 (glob. max) 0.73 (glob. min) -0.73

0.1v + 0.125v2 − 0.125v4 0.86 (glob. max) 0.86

1.23e−2v2

(1− 4v2) 0 (glob. max) ±0.87 (loc. min.) 0

0.1e
−v2

2 cos(5v) + 0.1
0 (glob. max)

−2.24,±1.82,±1.21,±0.6 (loc. max/loc. min)
0

−0.005(1 + ((10v − 1)2)/4000− cos(10v − 1))
0.1 (glob. max)

9 loc. min/ loc. max in V 0.1

Table 1: Convergence of the closed-loop system for different cost functions. The first column depicts the function V (v) considered. The second
column depicts the extrema of this function. The last column is the point of convergence of the closed-loop system. In all the simulations,
the initial condition of the systems has been z = col(η, ζ) =

[
0 −1.2 1

]
, ξ =

[
0 0 0

]
.

Therefore, by (12b) we obtain

Θ︷ ︸︸ ︷
R11 +

∂ϕ

∂z
(v)⊤S1 + S⊤

1

∂ϕ

∂z
(v) +

∂ϕ

∂z
(v)⊤Q

∂ϕ

∂z
(v)

− (R12 + S⊤
2

∂ϕ

∂z
(v))⊤R†

22(R12 + S⊤
2

∂ϕ

∂z
(v)) ⪯ 0.

Since R22 ⪯ 0 and (11) holds, by generalized Schur com-
plement [39, Theorem 1.20] the above inequality is equiv-
alent to(

Θ R⊤
12 +

∂ϕ
∂z (v)

⊤S2

R12 + S⊤
2

∂ϕ
∂z (v) R22

)
⪯ 0. (A.1)

Note now that ∂ϕ
∂x (v) =

(
∂ϕ
∂z (v) 0

)
. Therefore, (4) with

(12) reads Inz 0
0 Inξ

∂ϕ
∂z (v) 0

⊤R11 R⊤
12 S⊤

1

⋆ R22 S⊤
2

⋆ ⋆ Q

 Inz 0
0 Inξ

∂ϕ
∂z (v) 0

 ⪯ 0.

(A.2)
Straightforward computation shows the above relation is
equivalent to (A.1), thus concluding the proof.

Appendix B. Proof of Theorem 1

The proof is grounded on the change of coordinates in-
troduced in [36]. Therefore, before proving the result, we
recall this variable change.

Without loss of generality and in view of the invertibility
of P in (3), consider the partitions

P =

(
X U
U⊤ X

)
P−1 =

(
Y V
V ⊤ Y

)
(B.1)

where X = X⊤ ∈ Rnz×nz , Y = Y ⊤ ∈ Rnz×nz , U, V are
square matrices and X,Y are some matrices with no rel-
evance for this proof. As previously mentioned, this de-
composition is always possible by means of the assump-
tion nξ = nz. Following [36, Section IV.B], we exploit the

transformation (14). By introducing the change of vari-
ables

K̂ := K,

L̂ := KCY + LV ⊤,

N̂ := XBK + UN,

M̂ := X(A+BKC)Y + UNCY + (XBL+ UM)V ⊤,
(B.2)

we obtain the relations

Π⊤
1 PAΠ1 =

(
AY +BL̂ A+BK̂C

M̂ XA+ N̂C

)
,

Π⊤
1 PD =

(
D +BK̂G

XD + N̂G

)
,

PΠ1 = Π2,

Π⊤
1 PΠ1 =

(
Y Inz

Inz
X

)
.

(B.3)

Note that if U and V are square and invertible, all design
variables can be uniquely recovered from (B.2) going top-
to-bottom, thus obtaining (16). Moreover, from (B.3) and
the fact that V is invertible, Π1 is invertible and one can
recover P = Π2Π

−1
1 .

We are now ready to prove Theorem 1. We start by
proving the first result of the theorem, namely, the exis-
tence of square matrices U, V such that UV ⊤ = Inz

−XY .

Note that if item iii) holds, then Φ =
(

Y Inz

Inz X

)
is invert-

ible. Therefore, there exists a symmetric matrix Φ−1 =(
Φ1 Φ⊤

2

Φ2 Φ3

)
such that ΦΦ−1 = Φ−1Φ = I2nz

. The expansion

of the product ΦΦ−1 = I2nz
leads to

Φ1 = −XΦ2, Φ3 = −Y Φ⊤
2 ,

Inz = Y Φ1 +Φ2 = (Inz −Y X)Φ2,
Inz = Φ⊤

2 +XΦ3 = (Inz −XY )Φ⊤
2 .

(B.4)

Similarly, the expansion of the product Φ−1Φ = I2nz , com-
bined with the above relations leads, to

XΦ2 = Φ⊤
2 X, Y Φ⊤

2 = Φ2Y
Inz

= Φ1Y +Φ⊤
2 = Φ⊤

2 (Inz
−XY ),

Inz
= Φ2 +Φ3X = Φ2(Inz

−Y X).
(B.5)
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By combining the second (resp. third) line in (B.4) and the
third (resp. second) line of (B.5), we deduce that Φ2 (resp.
Φ⊤

2 ) is the inverse of Inz
−Y X (resp. Inz

−XY ). Thus,
Inz
−Y X and Inz

−XY are non-singular. Consequently,
there always exist square invertible matrices U , V such
that UV ⊤ = Inz −XY .
We now move to the second result of Theorem 1. Con-

sider the left-hand side of (13). Under the choice P =
Π2Π

−1
1 , by (9), (14), (B.2) and (B.3) it is equivalent to

Ψ2 = Ω−

(
R̂ Ŝ⊤

⋆ Q̂

)
,

where

Ω :=

(
He
{
Π⊤

1 PAΠ1

}
− 2βΠ⊤

1 PΠ1 Π⊤
1 PD

D⊤PΠ1 0

)
(B.6)

and
R̂ =

(
R̂11 R̂⊤

12

⋆ R̂22

)
, Ŝ =

(
Ŝ1 Ŝ2

)
.

Since item i) of Theorem 1 ensures negative semidefinite-
ness of R22 in (15), if (10) and (11) hold for all v ∈ V
under the selections (12b) and (15), Lemma 1 guarantees
(4) holds with (12a). Note that under selection (15) we
have

R̂ = Π⊤
1

(
R11 R⊤

12

⋆ R22

)
Π1, Ŝ =

(
S1 S2

)
Π1.

Hence, the following inequality also holds for all v ∈ V(
I2nz

∂ϕ
∂x (v)Π1

)⊤(
R̂ Ŝ⊤

⋆ Q̂

)(
I2nz

∂ϕ
∂x (v)Π1

)
⪯ 0. (B.7)

Let ν := col(I2nz
, ∂ϕ
∂x (v)Π1). Then, (13) and (B.7) imply

ν⊤Ων ⪯ ν⊤Ψ2ν ≺ 0. Consider now the extremities of this
last inequality. By (B.6), their relation can be equivalently
written as

Π⊤
1

(
I2nz
∂ϕ
∂x (v)

)⊤(
He {PA} − 2βP PD

⋆ 0

)(
I2nz
∂ϕ
∂x (v)

)
Π1 ≺ 0.

Since Π1 is invertible, this implies(
I2nz
∂ϕ
∂x (v)

)⊤(
He {PA} − 2βP PD

⋆ 0

)(
I2nz
∂ϕ
∂x (v)

)
≺ 0.

Expansion of the left-hand side product recovers (3) with
µ = β. Finally, equivalence in inertias In(Φ) = In(P )
follows from (B.3) and [6, Lemma 1], thus concluding the
proof.

Appendix C. Proof of Proposition 2

In view of Theorem 1, the result is proven if the selection
R̂12 = RzY , R̂22 = Rz, Ŝ1 = SzY , Ŝ1 = Sz and Q̂ = Qz

under (10) allows deriving an inequality of the form (B.7)
via Lemma 1.

Note that if R12 = 0 and S2 = 0, (11) is satisfied inde-
pendently of R22. Therefore, by Lemma 1, if (10) holds
the extended inequality, (A.2) holds for arbitrary R22 ⪯ 0
and R11 = Rz, R12 = 0, S1 = Sz, S2 = 0 and Q = Qz.
We now show that items i) and ii) of Proposition 2 recover
this quadratic abstraction. Consider item i) of Proposi-

tion 2. If R̂Z ⪯ 0 holds, R̂11 ⪯ 0 and by generalized Schur
complement (with ZZ†Z = Z) we have

R̂11 − Y ZY ⪯ 0.

Since Z ⪯ Rz, we have −Y ZzY ⪰ −Y RzY and conse-
quently

R̂11 − Y RzY ⪯ R̂11 − Y ZY ⪯ 0.

Note that under the selection R̂12 = RzY , R̂22 = Rz the
central portion of R22 in (15) reads(

Inz

−Y

)⊤ (
R̂11 Y Rz

RzY Rz

)(
Inz

−Y

)
= R̂11 − Y RzY ⪯ 0.

Therefore, R22 ⪯ 0. Consider now (15) under the selection

in item ii) of Proposition 2. Since R̂12 = RzY = R̂22Y ,

Ŝ1 = Ŝ2Y , we have R11 = R̂22 = Rz, R12 = 0, S1 = Ŝ2 =
Sz, S2 = 0 and Q = Q̂ = Qz. Hence, Lemma 1 shows
that inequality (B.7) holds under the given selection, thus
concluding the proof.

Appendix D. Proof of Proposition 3

Consider the left inequality in (17a). Since V ≻ 0, a
Schur complement on the bottom right entry ensures

β2PV−1P −V ⪯ 0.

Since V̂ ≻ 0, it can be uniquely decomposed as V̂ =√
V̂
√
V̂ with

√
V̂ ≻ 0. Therefore, left and right multi-

plication of the above inequality by blkdiag(Inz ,
√

V̂
−1

) =√
V

−1
yields

√
V

−1
PV−1P

√
V

−1
⪯ 1

β2
λ I2nz

. (D.1)

Consider now the right inequality in (17a). Left and right
multiplication by blkdiag(PV−1, Inz ) and its transpose
yields (

PV−1P I2nz

I2nz
γ I2nz

)
⪰ 0.

Consequently, a Schur complement on the bottom right
entry gives

PV−1P − 1

γ
I2nz
⪰ 0.

Therefore, similarly to (D.1), left and right multiplication

by
√
V

−1
yields

√
V

−1
PV−1P

√
V

−1
− 1

γ
V−1 ⪰ 0. (D.2)
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Let us move to the left inequality in (17b). Left and right
multiplication by blkdiag(V−1, I2nz

) yields(
V−1 I2nz

I2nz
α I2nz

)
⪰ 0.

Then, via Schur complement on the bottom right entry
and (D.2) we obtain

√
V

−1
PV−1P

√
V

−1
⪰ 1

γ
V−1 ⪰ 1

αγ
I2nz

. (D.3)

Combining (D.1) and (D.3), if (17) hold then

1

αγ
I2nz
⪯
√
V

−1
PV−1P

√
V

−1
⪯ 1

β2
λ I2nz

. (D.4)

Note that the set of V satisfying (D.4) is non-empty if the
right inequality in (17b) holds. Indeed, a Schur comple-
ment ensures β2 ≤ αγ. Consider now P = Π−1

1 Π2 and
notice that

Π−1
1 =

(
0 V −⊤

Inz
−Y V −⊤

)
.

By selecting V =
√
V̂ and U = (Inz

−XY )
√

V̂
−1

, we
obtain

P =
√
V

−1
P
√
V

−1
.

Therefore, (D.4) implies

1

αγ
I2nz
⪯ PP ⪯ 1

β2
Inz

.

Since P is symmetric and real, the eigenvalues of PP are
the square of the singular values of P . Consequently, the
above inequality implies

σ(P )2 ≤ 1

β2
, σ(P )2 ≥ 1

αγ
,

thus proving the result.

Appendix E. Proof of Theorem 2

If conditions for Theorem 1 hold, there exists a matrix
P = Π2Π

−1
1 such that (13) holds. Moreover, if (20) holds,

its central block and Theorem 1 imply In(Γ̂2) = In(Φ) =
In(P ) [37]. Consider now (20) and notice that for each
i = 0, . . . , s we have

Ψi
3 = Ωi −

(
R̂ 0 Ŝ⊤

⋆ 0 0
⋆ ⋆ Q̂

)
,

where Ωi is a symmetric matrix with elements

Ωi(1, 1) = −2βiΣ̂i +He
{
Γ̂i
1

(
AY+BL̂ A+BK̂C

M̂ XA+N̂C

)}
,

Ωi(1, 2) = Σ̂i − Γ̂i
1

(
Y Inz

Inz X

)
+
(

AY+BL̂ A+BK̂C

M̂ XA+N̂C

)⊤
(Γ̂i

2)
⊤,

Ωi(1, 3) = Γ̂i
1

(
D+BK̂G

XD+N̂G

)
+ Â⊤(Γ̂i

3)
⊤,

Ωi(2, 2) = −He
{
Γ̂i
2

(
Y Inz

Inz X

)}
,

Ωi(2, 3) = Γ̂i
2

(
D+BK̂G

XD+N̂G

)
−
(

Y Inz

Inz X

)
(Γ̂i

3)
⊤,

Ωi(3, 3) = He
{
Γ̂i
3

(
D+BK̂G

XD+N̂G

)}
,

where Ωi(a, b) stands for the block of Ωi at position (a, b).
By following the same initial steps as in the proof of The-
orem 1, under the conditions of Theorem 1 and (15) we
have I2nz

Π−1
1

∂f
∂x (x,w)Π1
∂ϕ
∂x (v)Π1

⊤R̂ 0 Ŝ⊤

⋆ 0 0

⋆ ⋆ Q̂

 I2nz

Π−1
1

∂f
∂x (x,w)Π1
∂ϕ
∂x (v)Π1

 ⪯ 0.

Let ν := col(I2nz
,Π−1

1
∂f
∂x (x,w)Π1,

∂ϕ
∂x (v)Π1). Then, we

have ν⊤Ωiν ⪯ ν⊤Ψi
3ν ≺ 0. Therefore, by (B.3), ν⊤Ωiν ≺

0 implies

Π⊤
1

 I2nz
∂f
∂x (x,w)
∂ϕ
∂x (v)

⊤

Ωi

 I2nz
∂f
∂x (x,w)
∂ϕ
∂x (v)

Π1 ≺ 0,

where

Ωi(1, 1) = −2βΠ−⊤
1 Σ̂iΠ

−1
1 +He

{
Π−⊤

1 Γ̂i
1Π

⊤
2 A
}
,

Ωi(1, 2) = Π−⊤
1 Σ̂iΠ

−1
1 +Π−⊤

1 Γ̂i
1Π

⊤
2 +A⊤Π2(Γ̂

i
2)

⊤Π−1
1 ,

Ωi(1, 3) = Π−⊤
1 Γ̂i

1Π
⊤
2 D+A⊤Π2(Γ̂

i
3)

⊤,

Ωi(2, 2) = −He
{
Π−⊤

1 Γ̂i
2Π

⊤
2

}
,

Ωi(2, 3) = Π−⊤
1 Γ̂i

2Π
⊤
2 D−Π2(Γ̂

i
3)

⊤,

Ωi(3, 3) = He
{
Γ̂i
3Π

⊤
2

}
.

By invertibility of Π1, following the same steps as in the
proof of Proposition 1 the closed loop is proven to sat-
isfy (1) with P = Π−⊤

1 Σ̂iΠ
−1
1 , Γ1 = Π−⊤

1 Γ̂i
1Π

⊤
2 , Γ2 =

Π−⊤
1 Γ̂i

2Π
⊤
2 , Γ3 = Γ̂i

3Π
⊤
2 for each i = 0, . . . , s. Conse-

quently, the simultaneous satisfaction of the conditions for
Theorem 1 and s conditions of the form (20) ensures s+1
differential inequalities (1) are satisfied by the closed loop,
thus concluding the proof.

Appendix F. Proof of Lemma 2

We start by rewriting the left-hand side of (21) to the
scenario of implicit functions. By (23), we have(

Inx 0 0
0 Inv − Inv

)( Inx 0
0 Inv

0 ∂ϕ
∂v (v)F

)(
Inx

∂ϕ
∂x (v)

)
=

(
Inx

∂ϕ
∂v (v)E

)
.

Therefore, right and left multiplication of the left-hand
side of (21) by E and its transpose, combined with the
above relation, yields(

Inx
∂ϕ
∂v (v)E

)⊤

Λ

(
Inx

∂ϕ
∂v (v)E

)
=

(
Inx

∂ϕ
∂x (v)

)⊤

ν⊤Ξν

(
Inx

∂ϕ
∂x (v)

)
.

(F.1)
where

Λ :=

(
E⊤RvE E⊤S⊤

v

⋆ Qv

)
, ν :=

Inx
0

0 Inv

0 ∂ϕ
∂v (v)F

 ,

Ξ :=

(
Λ

(
−E⊤S⊤

v

−Qv

)
⋆ Qv

)
.

(F.2)
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Consider now (21). By right and left multiplication by E
and its transpose, (F.1) and (F.2), the quadratic abstrac-
tion (21) implies(

Inx
∂ϕ
∂x (v)

)⊤

ν⊤Ξν

(
Inx

∂ϕ
∂x (v)

)
⪯ 0. (F.3)

Note that (24b) equivalently reads

Ξ =

R S⊤ 0
S Q 0
0 0 0

− Ξ.

Therefore, for all v ∈ V, (24a) implies(
R S⊤

S Q

)
= ν⊤

R S⊤ 0
S Q 0
0 0 0

 ν ⪯ ν⊤Ξν. (F.4)

The proof is concluded by combining (F.3) and (F.4).

Appendix G. Proof of Lemma 5

Consider any symmetric matrix Q ∈ Rnx×nx . The proof
is based on the following equality [1, Theorem 6].

p+1∑
i=1

λi(Q) = min γ

s.t. (p+ 1)z + trX ⪯ γ

z I+X −Q ⪰ 0

X ⪰ 0.

(G.1)

Then, for any matrixQ ∈ Rnx×nx , constant p ∈ {0, . . . , n−
1} and constant γ ∈ R such that

X ⪰ 0

z I+X −Q ⪰ 0

(p+ 1)z + trX ⪯ γ,

(G.2)

we necessarily have that

p+1∑
i=1

λi(Q) ≤ γ. (G.3)

In other words, for any feasible solution of (G.2), the con-
stant γ is bounding the sum of p+1 eigenvalues with largest
real part of Q. Notice that (26) is (G.2) with γ = 0 and
Q = −P . Combining this fact with (G.3) we have that

p+1∑
i=1

λi(−P ) = −
n∑

i=n−p

λi(P ) ≤ 0,

which implies
n∑

i=n−p

λi(P ) ≥ 0. (G.4)

The eigenvalue ordering (see Notation) combined with
the bound (G.4) implies that λi(P ) ≥ 0 for all i ∈
{1, . . . , n− p}, thus, π+(P ) ≥ n− p. Now, since π+(P ) +
π−(P ) ≤ n, the bound on the positive eigenvalues im-
ply that π−(P ) ≤ p. Moreover, it implies ℜ(λn−p(P )) ≥
−
∑n

i=n−p+1ℜ(λi(P )).

Appendix H. Proof of Lemma 8

Since X is a compact and bounded set, this inequality
implies the existence of a constant ε > 0 such that

∂f

∂x
(x)⊤P + P

∂f

∂x
(x) ⪯ 2µP − εI, ∀x ∈ X ⊊ Rnx .

Let f(x) = f(x) + δ(x) with a perturbation δ such that
| ∂δ∂x (x)| < ∆ for some positive real ∆ > 0. Then,

∂f

∂x
(x)⊤P + P

∂f

∂x
(x) ⪯ 2µP − εI +

∂δ

∂x
(x)⊤P + P

∂δ

∂x
(x),

for all x ∈ X . By Young’s inequality, the following holds

∂δ

∂x
(x)⊤P + P

∂δ

∂x
(x) ⪯ γP +

1

γ

∂δ

∂x
(x)⊤

∂δ

∂x
(x)

for any γ > 0. Therefore

∂f

∂x
(x)⊤P +P

∂f

∂x
(x) ⪯ 2µP − (ε− ∆

γ
)I, ∀x ∈ X ⊊ Rnx ,

where µ = µ + γ
2 . By selecting γ small enough such that

In(∂f∂x (x)−µ I) = In(∂f∂x (x)−µ I) for all x ∈ X , if ∆ < εγ :=
∆∗, the perturbed dynamics satisfy (33) thus concluding
the proof.
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