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P.O. Box 6128, Centre-ville Station, Montréal (Québec), H3C 3J7, Canada.
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Abstract

The notion of multivariate P - and Q-polynomial association scheme has been introduced recently,
generalizing the well-known univariate case. Numerous examples of such association schemes have
already been exhibited. In particular, it has been demonstrated that the non-binary Johnson scheme
is a bivariate P -polynomial association scheme. We show here that it is also a bivariate Q-polynomial
association scheme for some parameters. This provides, with the P -polynomial structure, the bispectral
property (i.e. the recurrence and difference relations) of a family of bivariate orthogonal polynomials
made out of univariate Krawtchouk and dual Hahn polynomials. The algebra based on the bispectral
operators is also studied together with the subconstituent algebra of this association scheme.

1 Introduction

The main purpose of this paper is to provide a bivariate Q-polynomial structure for the non-binary Johnson
scheme.

Association schemes are basic objects in algebraic combinatorics which arise in the study of various
topics such as coding, design and group theories [3, 15, 10, 6, 1, 33]. An important class of association
schemes are those which are said to be P - and/or Q-polynomial. These association schemes have a structure
involving orthogonal polynomials. For association schemes which are both P - and Q-polynomial, the
underlying orthogonal polynomials are bispectral (i.e. they satisfy a differential or difference equation in
addition to their recurrence relation) and belong to the Askey scheme [22, 3, 20]. Moreover, the algebraic
structures that can be defined from P - and Q-polynomial association schemes are closely related to the
theory of tridiagonal pairs, Leonard pairs, and to the Askey–Wilson algebra [19, 28, 32].

The concepts of P -polynomial and Q-polynomial association schemes have recently been extended to
the bivariate case in [5] and to the multivariate case in [4]. In either case, similar characterizations of such
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schemes in terms of the recurrence relation of certain bivariate or multivariate polynomials, and in terms of
constraints on intersection numbers or Krein parameters are given, as for the univariate case. This provides
a framework for studying the polynomial structures of higher rank association schemes. Several examples
of association schemes have been shown to admit a bivariate or multivariate polynomial structure in [5, 4]:
direct product of association schemes, the symmetrization of association schemes (also called extension),
the non-binary Johnson scheme and generalized Johnson schemes, association schemes based on isotropic
or attenuated spaces, and others. For some of these examples, such as the non-binary Johnson scheme, only
a bivariate or multivariate P -polynomial structure was obtained. In this paper, we focus on the non-binary
Johnson scheme Jr(k, n) and show that, at least for n ≥ 2k−1, it admits a bivariate Q-polynomial structure
with respect to the definitions introduced in [5]. This allows to obtain the bispectrality of the associated
polynomials. We also examine some algebras related to this example of bivariate P - and Q-polynomial
association scheme, namely the algebra of bispectrality and the subconstituent algebra.

The paper is organized as follows. In Section 2, the notion of association scheme and the bivariate P -
and Q-polynomial properties are recalled. In Section 3, the definition of the non-binary Johnson scheme and
some of its important features are reviewed. In Section 4, a bivariate Q-polynomial structure for the non-
binary Johnson scheme is provided through the study of the recurrence properties of its dual eigenvalues.
In Section 5, the bispectrality of the bivariate polynomials associated to the non-binary Johnson scheme is
discussed. Moreover, the algebra of the associated bispectral operators as well as the subconstituent algebra
of the non-binary Johnson scheme are explored and connected. Some relevant properties of hypergeometric
polynomials are recalled in Appendix A.

2 Bivariate P - and Q-polynomial association schemes

2.1 Association scheme

Let us recall the definition of an association scheme (see [3, 2] for more details). The set Z = {A0, . . . , AN}
is a symmetric commutative association scheme withN classes if the matrices Ai, called adjacency matrices,
are non-zero v × v matrices with 0 and 1 entries satisfying:

(i) A0 = I, where I is the v× v identity matrix;

(ii)
N∑

i=0

Ai = J, where J is the v × v matrix filled with 1;

(iii) At
i = Ai for i = 0, 1, . . . N and .t stands for the transposition;

(iv) The following relations hold

AiAj = AjAi =

N∑

k=0

pkijAk, (2.1)

where pkij are constants called intersection numbers.

The (commutative) algebra generated by the Ai’s is called the Bose-Mesner algebra of the association
scheme.
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2.2 Monomial orders

The total order deg-lex on the monomials, denoted ≤, is defined by

xmyn ≤ xiyj ⇔





m+ n < i+ j

or

m+ n = i+ j and n ≤ j .

(2.2)

The degree, associated to the total order deg-lex, of a polynomial v(x, y) in two variables x and y is the
couple (i, j) such that xiyj is the greatest monomial in v(x, y).

We refine this definition with the following partial order on monomials:

xmyn �(α,β) x
iyj ⇔





m+ αn ≤ i+ αj

and

βm+ n ≤ βi+ j ,

(2.3)

where 0 ≤ α ≤ 1 and 0 ≤ β < 1. This also defines a partial order on N2.
This leads to the following two definitions for bivariate polynomials and subsets of N2. A bivariate

polynomial v(x, y) is called (α, β)-compatible of degree (i, j) if the monomial xiyj appears and all other
monomials xmyn appearing are smaller than xiyj for the order �(α,β). A subset D of N2 is called (α, β)-
compatible if for any (i, j) ∈ D, one gets

(
(m,n) �(α,β) (i, j)

)
⇒
(
(m,n) ∈ D

)
. (2.4)

2.3 Bivariate P - and Q-polynomial association scheme

The notion of P -polynomial association scheme has been generalized to the bivariate case as follows in [5].

Definition 2.1. Let D ⊂ N2, 0 ≤ α ≤ 1, 0 ≤ β < 1 and �(α,β) be the order defined in (2.3). The
association scheme Z = {A0, . . . , AN} is called a bivariate P -polynomial association scheme of type (α, β)
on the domain D if these two conditions are satisfied:

(i) there exists a relabeling of the adjacency matrices:

{A0, A1, . . . , AN} = {Amn | (m,n) ∈ D}, (2.5)

such that, for (i, j) ∈ D,
Aij = vij(A10, A01) , (2.6)

where vij(x, y) is a (α, β)-compatible bivariate polynomial of degree (i, j);

(ii) D is (α, β)-compatible.

Let us remark that the previous definition can also be given for other choices of the orders (see [4] for
a generalization of this definition). With the relabeling of the adjacency matrices as in Definition 2.1, the
intersection numbers now read

AijAkℓ =
∑

(m,n)∈D

pmn
ij,kℓAmn . (2.7)
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Let Z = {Amn | (m,n) ∈ D} be a bivariate P -polynomial association scheme of type (α, β). Since the
matrices Aij are pairwise commuting, they can be diagonalized in the same basis. The vector space V of
dimension v, on which the adjacency matrices act, can be decomposed as follows

V =
⊕

(m,n)∈D⋆

Vmn , (2.8)

where D⋆ is a subset of N2 with the same cardinality as D and Vmn is a common eigenspace for all
the matrices Aij . Let Emn with (m,n) ∈ D⋆ denote the projector on the corresponding eigenspace:
EmnV = Vmn. They satisfy

EmnEpq = δmn,pqEmn ,
∑

(m,n)∈D⋆

Emn = I , E00 =
1

v
J, (2.9)

Aij =
∑

(m,n)∈D⋆

pij(mn)Emn , (2.10)

with pij(mn) the eigenvalues of Aij in the subspace Vmn. The idempotents Emn also generate the Bose–
Mesner algebra. One gets a relation between these eigenvelues and the polynomials vij(x, y):

pij(mn) = vij(θmn, µmn) , (2.11)

where θmn = p10(mn) and µmn = p01(mn) are the eigenvalues of A10 and A01 on Emn, respectively, and vij
is as in Definition 2.1 (Aij = vij(A10, A01)). On the other hand, if an association scheme {Aij | (i, j) ∈ D}
on an (α, β)-compatible region D has eigenvalues satisfying (2.11) for some (α, β)-compatible bivariate
polynomial vij(x, y) of degree (i, j), then this scheme is a bivariate P -polynomial association scheme of
type (α, β).

Relation (2.10) can be inverted and one gets

Emn =
1

v

∑

(i,j)∈D

qmn(ij)Aij . (2.12)

The parameters qmn(ij), called dual eigenvalues, are related to the eigenvalues pij(mn) by the Wilson
duality [3]:

qmn(ij)

mmn

=
pij(mn)

kij
, (2.13)

where
kij = pij(00), mij = qij(00) , (2.14)

are the valence and the multiplicity, respectively. This relation holds for any symmetric association scheme
and the proof can be found in [3, Theorem 3.5] for example.

The idempotents Eij of an association scheme also satisfy a relation dual to (2.7) given by

Eij ◦Ekℓ =
1

v

∑

(m,n)∈D⋆

qmn
ij,kℓEmn , (2.15)

where ◦ is the Hadamard product (or entrywise product). The numbers qmn
ij,kℓ are called Krein parameters.

The notion of Q-polynomial association scheme is developed in [10] (see also [7, 29]) and is dual to the
P -polynomial one. A generalization to bivariate Q-polynomial association scheme is given below [5].
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Definition 2.2. Let D⋆ ⊂ N2, 0 ≤ α ≤ 1, 0 ≤ β < 1 and �(α,β) be the order (2.3). The association
scheme with idempotents E0, E1, . . . EN is called a bivariate Q-polynomial of type (α, β) on the domain D⋆

if these two conditions are satisfied:

(i) there exists a relabeling of the idempotents:

{E0, E1, . . . EN} = {Emn | (m,n) ∈ D⋆} , (2.16)

such that, for (m,n) ∈ D⋆,

vEmn = v⋆mn(vE10,vE01) (under the Hadamard product), (2.17)

where v⋆mn(x, y) is a (α, β)-compatible bivariate polynomial of degree (m,n);

(ii) D⋆ is (α, β)-compatible.

In this paper, the following result will be useful for proving the bivariate Q-polynomial property of an
association scheme.

Proposition 2.3. [5] Let Z be a symmetric association scheme with idempotents Eij , for (i, j) ∈ D⋆ ⊂ N2.
The following items are equivalent:

(i) Z is a bivariate Q-polynomial association scheme of type (α, β) on D⋆;

(ii) D⋆ is (α, β)-compatible and the Krein parameters satisfy, for (i, j), (i + 1, j) ∈ D⋆,

qi+1,j
10,ij 6= 0, qi,j10,i+1j 6= 0 , (2.18)
(
qmn
10,ij 6= 0

)
⇒ (m,n) �(α,β) (i+ 1, j) and (i, j) �(α,β) (m+ 1, n) , (2.19)

and, for (i, j), (i, j + 1) ∈ D⋆,

qi,j+1
01,ij 6= 0, qi,j01,ij+1 6= 0 , (2.20)
(
qmn
01,ij 6= 0

)
⇒ (m,n) �(α,β) (i, j + 1) and (i, j) �(α,β) (m,n+ 1) ; (2.21)

(iii) D⋆ is (α, β)-compatible and the dual eigenvalues qij(mn) defined by (2.12) satisfy

qij(mn) = v⋆ij(θ
⋆
mn, µ

⋆
mn) , (2.22)

where θ⋆mn = q10(mn) and µ⋆
mn = q01(mn), and v⋆ij(x, y) is a (α, β)-compatible bivariate polynomial

of degree (i, j).

Item (iii) of Proposition 2.3 shows that we can use the dual eigenvalues of an association scheme to
prove its bivariate Q-polynomial property, and item (ii) justifies that we can study the recurrence relations
of the polynomials v⋆ij expressing the dual eigenvalues.

In this paper, the two relevant types of bivariate association schemes will be (α, β) = (1, 0) for the
P -polynomial property and (α, β) = (0, 12) for the Q-polynomial property. Figure 1 illustrates some
constraints on the nonzero intersection numbers or Krein parameters for these types of compatibility.

5



n

m

i

j

(a)

n

m

i

j

(b)

n

m

i

j

(c)

n

m

i

j

(d)

Figure 1: The coordinates (m,n) of the dots in the graphs represent when (a) pmn
10,ij and (b) pmn

01,ij may be

non-zero for (α, β) = (1, 0), (c) qmn
10,ij and (d) qmn

01,ij may be non-zero for (α, β) = (0, 12).

3 Non-binary Johnson association scheme

The non-binary Johnson scheme is a generalization of the Johnson scheme whose eigenvalues can be
expressed in terms of bivariate polynomials formed of Krawtchouk and Hahn polynomials [12, 24].

We start by recalling the definition of the non-binary Johnson scheme, which can be found in [24]. Let
K = {0, 1, 2, . . . , r − 1}, where r is an integer greater than 1, and consider the n-fold Cartesian product
Kn, where n is a positive integer. For a vector x in Kn with components xi, the weight w(x) is defined as
the number of non-zero components of x, that is

w(x) =
∣∣{i | xi 6= 0}

∣∣. (3.1)

For two vectors x,y ∈ Kn, the number of equal non-zero components e(x,y) and the number of common
non-zeros c(x,y) are also defined:

e(x,y) =
∣∣{i | xi = yi 6= 0}

∣∣, c(x,y) =
∣∣{i | xi 6= 0, yi 6= 0}

∣∣. (3.2)

Consider a fixed weight number k. Note that we must have 0 ≤ k ≤ n by definition (3.1). The set

S = {x ∈ Kn | w(x) = k} , (3.3)

together with all the non-empty relations1

Rij = {(x,y) ∈ S2 | e(x,y) = k − i− j, c(x,y) = k − j} , (3.4)

define a symmetric association scheme called the non-binary Johnson scheme and denoted Jr(k, n), fol-
lowing the notation of [24]. From this definition, one can construct the adjacency matrices Aij of the
non-binary Johnson scheme. These are |S|× |S| matrices whose entries, labeled by the couples (x,y) ∈ S2,
take the value one if (x,y) ∈ Rij and zero otherwise. In particular, for i = j = 0, the adjacency matrix
A00 is the identity matrix since (x,y) ∈ R00 if and only if x = y.

When r = 2, it is seen that J2(k, n) is the usual Johnson scheme J(n, k) (see e.g. [3]) which is a
univariate P - and Q-polynomial association scheme. In what follows, we will suppose r ≥ 3.

1The relations Rij of [24] have been relabeled as follows: i 7→ i+ j and j 7→ j.
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Using only the definition of the scheme, it is possible to compute the following relations between the
adjacency matrices:

A10Aij =(k − i− j + 1)(r − 2)Ai−1,j + (i(r − 3) + j(r − 2))Aij + (i+ 1)Ai+1,j , (3.5)

A01Aij =(k − i− j + 1)(r − 2)jAi−1,j + (k − i− j + 1)(n − k − j + 1)(r − 1)Ai,j−1

+ (i+ 1)jAi+1,j + (j + 1)2Ai,j+1 + (i+ 1)(n − k − j + 1)(r − 1)Ai+1,j−1

+ (j + 1)2(r − 2)Ai−1,j+1 + j (k − i− j + (r − 2)i + (n− k − j)(r − 1))Ai,j . (3.6)

From the relations (3.5) and (3.6), we can deduce (see Proposition 2.6 in [5]):

Proposition 3.1. [5] The non-binary Johnson scheme Jr(k, n) is a bivariate P -polynomial association
scheme on D = {(a, b) ∈ N2 | a+ b ≤ k, b ≤ k, n− k} of type (1, 0).

Note that if k ≤ n − k, then the domain D ⊆ N2 of the couples (i, j) for the adjacency matrices Aij

is the triangle i + j ≤ k, while if n − k < k, the domain is the same triangle truncated horizontally at
j = n− k. In both cases, the domain D is (1, 0)-compatible.

An explicit expression of the eigenvalues pij(x, y) is also known [24] and is given in terms of bivariate
polynomials2:

pij(x, y) = (r − 1)jKi(x, k − j, r − 1)Ej(y, n− x, k − x), (3.7)

where (i, j), (x, y) ∈ {(a, b) ∈ N2 | a+ b ≤ k, b ≤ k, n − k} and for i = 0, 1, . . . , N ,

Ki(x,N, p) =
i∑

ℓ=0

(−1)ℓ(p− 1)i−ℓ

(
x

ℓ

)(
N − x

i− ℓ

)
, (3.8)

Ei(x,N, p) =

i∑

ℓ=0

(−1)ℓ
(
x

ℓ

)(
p− x

i− ℓ

)(
N − p− x

i− ℓ

)
=

i∑

ℓ=0

(−1)i+ℓ

(
p− ℓ

p− i

)(
p− x

ℓ

)(
N − p− x+ ℓ

ℓ

)
.

(3.9)

Polynomial (3.8) is the Krawtchouk polynomial and (3.9) is the Eberlein polynomial (see Appendix A for
more details).

The polynomials vij(x, y) can be obtained by

pij(xy) = vij(θxy, µxy) (3.10)

and they are (1, 0)-compatible bivariate polynomials of degree (i, j) where

θxy = p10(xy) = k(r − 2)− x(r − 1) , (3.11a)

µxy = p01(xy) = (r − 1)((k − x− y)(n− k − y)− y) . (3.11b)

4 Bivariate Q-polynomial structure

In this section, we show that when n ≥ 2k − 1, the non-binary Johnson scheme Jr(k, n) is a bivariate
Q-polynomial association scheme on D∗ = {(a, b) ∈ N2 | a+ b ≤ k, b ≤ k, n − k} of type (0, 12). We prove

2The following change of variables has been applied to the eigenvalues given in [24] in order to fit with our conventions:
i 7→ i + j, x 7→ x + y, y 7→ x. The definitions of the polynomials have also been changed: Ki(N, p, x) 7→ Ki(x,N, p) and
Ei(N, p, x) 7→ Ei(x,N, p).
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this by using Proposition 2.3. Indeed, the dual eigenvalues are known [24] and are given explicitly in terms
of bivariate polynomials:

qij(x, y) =

(
n
i

)
(
k
i

)Ki(x, k − y, r − 1)Hj(y, n− i, k − i), (4.1)

where (i, j), (x, y) ∈ {(a, b) ∈ N2 | a+ b ≤ k, b ≤ k, n − k} and, for i = 0, 1, . . . , N ,

Hi(x,N, p) =

(
N
i

)
−
(

N
i−1

)
(
p
x

)(
N−p
x

) Ex(i,N, p). (4.2)

Polynomial (4.2) is the Hahn polynomial. Let us emphasize that the following change of variables has been
applied to the eigenvalues given in [24]: x 7→ x+ y, i 7→ i+ j, j 7→ i. With these variables, we have D = D⋆.
The definition of the Hahn polynomial has also been changed: Hi(N, p, x) 7→ Hi(x,N, p). We will show
that the polynomials v∗ij(x, y) defined by

qij(xy) = v⋆ij(θ
⋆
xy, µ

⋆
xy) (4.3)

are (0, 12)-compatible bivariate polynomials of degree (i, j) where

θ⋆xy = q10(xy) =
n

k

(
(r − 2)(k − y)− x(r − 1)

)
, (4.4a)

µ⋆
xy = q01(xy) = (n− 1)

(
1−

n

k(n− k)
y

)
. (4.4b)

We first prove the following lemma allowing to express the Hahn polynomial Hr(x,N, p) as a linear
combination of Hs(x,N − 1, p − 1)’s, for some s determined by r.

Lemma 4.1. The following relation between Hahn polynomials holds

Hr(x,N, p) =
N

p

(
p− r

N − 2r
Hr(x,N − 1, p− 1) +

N − p− r + 1

N − 2r + 2
Hr−1(x,N − 1, p− 1)

)
.

Proof. Using definitions (3.9) and (4.2) and after some manipulations of the binomial coefficients, one gets

Hr(x,N, p) =

(
N
r

)
−
(

N
r−1

)
(
p
x

)(
N−p
x

)
x∑

ℓ=0

(−1)x+ℓ

(
p− ℓ

p− x

)(
p− r

ℓ

)(
N − p− r + ℓ

ℓ

)
(4.5)

=
1

p
(
p−1
x

)(
N−p
x

)
x∑

ℓ=0

(−1)x+ℓ(p − ℓ)
N − 2r + 1

N − r + 1

(
p− 1− ℓ

p− 1− x

)(
p− r

ℓ

)(
N − p− r + ℓ

ℓ

)(
N

r

)
.

(4.6)

Let us focus on the the factor D = (p − ℓ)N−2r+1
N−r+1

(
p−r
ℓ

)(
N−p−r+ℓ

ℓ

)(
N
r

)
in each summand and rewrite it as

8



follows:

D =
(
p− r − ℓ+

(N − p− r + ℓ+ 1)r

N − r + 1

)(p− r

ℓ

)(
N − p− r + ℓ

ℓ

)(
N

r

)

= (p − r − ℓ)
p− r

p− r − ℓ

(
p− 1− r

ℓ

)(
N − p− r + ℓ

ℓ

)(
N

r

)

+
(N − p− r + ℓ+ 1)r

N − r + 1

(
p− r

ℓ

)
N − p− (r − 1)

N − p− (r − 1) + ℓ

(
N − p− (r − 1) + ℓ

ℓ

)(
N

r

)

= (p − r)

(
p− 1− r

ℓ

)(
N − p− r + ℓ

ℓ

)
N

N − r

(
N − 1

r

)

+
(N − p− r + 1)r

N − r + 1

(
p− r

ℓ

)(
N − p− r + ℓ+ 1

ℓ

)
N

r

(
N − 1

r − 1

)

= (p − r)

(
p− 1− r

ℓ

)(
N − p− r + ℓ

ℓ

)
N

N − r

N − r

N − 2r

((
N − 1

r

)
−

(
N − 1

r − 1

))

+
(N − p− r + 1)r

N − r + 1

(
p− r

ℓ

)(
N − p− r + ℓ+ 1

ℓ

)
N

r

N − r + 1

N − 2r + 2

((
N − 1

r − 1

)
−

(
N − 1

r − 2

))

=
(p − r)N

N − 2r

(
p− 1− r

ℓ

)(
N − p− r + ℓ

ℓ

)((
N − 1

r

)
−

(
N − 1

r − 1

))

+
(N − p− r + 1)N

N − 2r + 2

(
p− r

ℓ

)(
N − p− r + ℓ+ 1

ℓ

)((
N − 1

r − 1

)
−

(
N − 1

r − 2

))
.

Putting the last expression in (4.6) and comparing with (4.5), we get the desired result.

From this technical lemma, the recurrence relation of the dual eigenvalues qij(x, y) can be obtained.

Proposition 4.2. The dual eigenvalues qij(x, y) of the non-binary Johnson scheme Jr(k, n) satisfy

θ⋆xy qij(x, y) =
n(r − 3)i

k
qij(x, y) +

n(i+ 1)(k − i− j)

k(n− i− 2j)
qi+1,j(x, y) +

n(i+ 1)(n − k − j + 1)

k(n− i− 2j + 2)
qi+1,j−1(x, y)

+
n(n− j − k)(j + 1)(r − 2)

k(n− i− 2j)
qi−1,j+1(x, y) +

n(k − i− j + 1)(n− i− j + 2)(r − 2)

k(n− i− 2j + 2)
qi−1,j(x, y), (4.7)

and
µ⋆
xyqij(x, y) = Âij qi,j+1(x, y) + B̂ij qi,j(x, y) + Ĉij qi,j−1(x, y), (4.8)

where θ⋆xy, µ
⋆
xy are given by (4.4) and

Âij =
(n− 1)n(j + k − n)(i+ j − k)(j + 1)

k(n− k)(2j + i− n)(2j + i− n+ 1)
, (4.9a)

B̂ij = n− 1−
(n− 1)n

(
j2(n− i)− j(n− i)(n − i+ 1) + (k − i)(n − i+ 2)(n − k)

)

k(n − k)(2j + i− n− 2)(2j + i− n)
, (4.9b)

Ĉij = −
(n− 1)n(j + k − n− 1)(i + j − k − 1)(i+ j − n− 2)

k(n − k)(2j + i− n− 2)(2j + i− n− 3)
. (4.9c)

Proof. To prove relation (4.8), replace µ⋆
xy by its value (4.4b) to get

µ⋆
xyqij(x, y) = (n− 1)qij(x, y) +

n(n− 1)

k(n − k)

(
n
i

)
(
k
i

)Ki(x, k − y, r − 1)(−y)Hj(y, n − i, k − i) .
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Using the recurrence relation (A.8) of Hi given in Appendix A, one proves (4.8).
For the other recurrence relation (4.7), one uses the recurrence relation for Krawtchouk polynomial

(recalled in (A.5)) to get

θ⋆x,yqij(x, y) =
n(r − 3)i

k
qij(x, y) +

n(i+ 1)

k

(
n
i

)
(
k
i

)Ki+1(x, k − y, r − 1)Hj(y, n − i, k − i)

+
n(r − 2)

k

(
n
i

)
(
k
i

) (k − y − i+ 1)Ki−1(x, k − y, r − 1)Hj(y, n− i, k − i) . (4.10)

We now evaluate the last two summands in (4.10). Let us denote by F and G these two terms multiplied
by k

n(i+1) and
k

n(r−2) , respectively. For both terms, we need to change the Hahn polynomial parameters by
replacing i with i− 1 or i+ 1 using Lemma 4.1. The term F can be rewritten as follows:

F =

(
n
i

)
(
k
i

)Ki+1(x, k − y, r − 1)
n− i

k − i

(
k − i− j

n− i− 2j
Hj(y, n− (i+ 1), k − (i+ 1))

+
n− k − j + 1

n− i− 2j + 2
Hj−1(y, n− (i+ 1), k − (i+ 1))

)

=
k − i− j

n− i− 2j
qi+1,j(x, y) +

n− k − j + 1

n− i− 2j + 2
qi+1,j−1(x, y). (4.11)

To compute G, let us use the recurrence relation satisfied by the Hahn polynomials (A.8):

G =

(
n
i

)
(
k
i

) (k − i+ 1)Ki−1(x, k − y, r − 1)Hj(y, n − i, k − i) +

(
n
i

)
(
k
i

)Ki−1(x, k − y, r − 1)

(
Aj(n− i, k − i)Hj+1(y, n− i, k − i) +Bj(n− i, k − i)Hj(y, n− i, k − i)

+ Cj(n− i, k − i)Hj−1(y, n − i, k − i)
)
. (4.12)

By letting r = j, x = y, N = n−(i−1), p = k−(i−1) (resp. r = j+1, x = y, N = n−(i−1), p = k−(i−1))
in Lemma 4.1, we can express Hj−1(y, n − i, k − i) (resp. Hj+1(y, n − i, k − i)) in (4.12) in terms of
Hj(y, n−(i−1), k−(i−1)) and Hj(y, n−i, k−i) (resp. Hj+1(y, n−(i−1), k−(i−1)) and Hj(y, n−i, k−i)).
Using these expressions, replacing Aj, Bj, Cj with (A.9), and simplifying, one gets

G = Ki−1(x, k − y, r − 1)

(
n

i−1

)
(

k
i−1

)
((n− j − k)(j + 1)

n− i− 2j
Hj+1(y, n− (i− 1), k − (i− 1))

+
(k − i− j + 1)(n − i− j + 2)

n− i− 2j + 2
Hj(y, n− (i− 1), k − (i− 1))

)
.

Using definition (4.1), it follows that

G =
(n− j − k)(j + 1)

n− i− 2j
qi−1,j+1(x, y) +

(k − i− j + 1)(n − i− j + 2)

n− i− 2j + 2
qi−1,j(x, y). (4.13)

Now combining equations (4.10), (4.11), and (4.13), we obtain the desired result.

Theorem 4.3. Let k and n be positive integers such that n ≥ 2k − 1, then the non-binary Johnson
scheme Jr(k, n) is a bivariate Q-polynomial association scheme of type (0, 12) on the region D∗ = {(a, b) ∈
N2 | a+ b ≤ k, b ≤ k, n − k}.
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Proof. Let v∗ij(x, y) be defined by (4.3). Then by Proposition 4.2, we have

xv∗ij(x, y) =
n(r − 3)i

k
v∗ij(x, y) +

n(i+ 1)(k − i− j)

k(n − i− 2j)
v∗i+1,j(x, y) +

n(i+ 1)(n − k − j + 1)

k(n− i− 2j + 2)
v∗i+1,j−1(x, y)

+
n(n− j − k)(j + 1)(r − 2)

k(n− i− 2j)
v∗i−1,j+1(x, y) +

n(k − i− j + 1)(n − i− j + 2)(r − 2)

k(n− i− 2j + 2)
v∗i−1,j(x, y),

and
yv∗i,j(x, y) = Âij v

∗
i,j+1(x, y) + B̂ij v

∗
i,j(x, y) + Ĉij v

∗
i,j−1(x, y),

where Âij, B̂ij, Ĉij are as in (4.9). Comparing the terms which appear in these recurrence relations with the
non-zero Krein parameters illustrated on Figure 1c and 1d, we conclude that v∗ij(x, y) is a (0, 12)-compatible

bivariate polynomial of degree (i, j). Moreover, the domain D⋆ is (0, 12 )-compatible when n − k ≥ k − 1.
Now the result follows from Proposition 2.3.

Remark 4.4. With respect to the definition of multivariate Q-polynomial association schemes in [4],
for this labeling of the principal idempotents Emn to be a bivariate Q-polynomial order, we still need the
condition n− k ≥ k− 1, even though D⋆ is not required to be (α, β)-compatible. As if n− k < k− 1, some
monomial shows up in vij(x, y) will be out of the region D⋆ (a requirement in the definitions in [4]).

Remark 4.5. In [5], the recurrence relation of the bivariate polynomials vij(x, y) is obtained combina-
torially, by calculating A10Aij and A01Aij directly, with results as in (3.5) and (3.6). In fact, similar
recurrences for pij(x, y) as the ones for qij in the Proposition 4.2 can be obtained by using the same proof
idea and the fact that Kr(x,N, p) = Kr(x,N − 1, p) + (p − 1)Kr−1(x,N − 1, p). From the recurrences of
pij we can get the recurrences for vij .

5 Bispectrality of vij(x, y)

From relations (3.5) and (3.6), we conclude easily that vij(x, y) satisfy two recurrence relations:

xvij(x, y) = (k − i− j + 1)(r − 2)vi−1,j(x, y) + (i+ 1)vi+1,j(x, y) + (i(r − 3) + j(r − 2)) vij(x, y) , (5.1a)

yvij(x, y) = (k − i− j + 1)(r − 2)jvi−1,j(x, y) + (k − i− j + 1)(n − k − j + 1)(r − 1)vi,j−1(x, y) (5.1b)

+ (i+ 1)jvi+1,j(x, y) + (j + 1)2vi,j+1(x, y) + (i+ 1)(n − k − j + 1)(r − 1)vi+1,j−1(x, y)

+ (j + 1)2(r − 2)vi−1,j+1(x, y) + j (k − i− j + (r − 2)i+ (n− k − j)(r − 1)) vi,j(x, y).

In this section, we prove that pij(x, y) satisfy also two difference relations which provides its bispectral
property. Despite the fact that the multivariate polynomials satisfying bispectral property have been
already intensively studied [16, 31, 13, 14, 18, 8, 17], it seems that the bispectrality of vi,j(x, y) was not
established previously. Let us emphasize that vi,j(x, y) is a “hybrid” polynomial since it involves different
types of univariate polynomials.

5.1 Difference relation

The result of Proposition 4.2 concerning the recurrence relation satisfied by qij(x, y) allows to find a
difference relation for pij(x, y) using the Wilson duality (2.13).
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Proposition 5.1. Recalling that pij(x, y) = vij(θxy, µxy) with θxy and µxy given by (3.11), the following
difference relations are satisfied:

ipij(x, y) = P1pij(x+ 1, y) + P2pij(x+ 1, y − 1) + P3pij(x− 1, y) + P4pij(x− 1, y + 1)

+ P5pij(x, y − 1) + P6pij(x, y + 1) + P7pij(x, y) , (5.2a)

jpij(x, y) = Bpij(x, y + 1)− (B +D)pij(x, y) +Dpij(x, y − 1) , (5.2b)

with

B =
(y + x− k)(y + x− n− 1)(y + k − n)

(2y + x− n)(2y + x− n− 1)
, D = −

y(y + x− k − 1)(y + k − n− 1)

(2y + x− n− 1)(2y + x− n− 2)
.

and

P1 = −
(r − 2)(n − x− y + 1)(k − x− y)

(r − 1)(n − x− 2y + 1)
, P2 =

y(r − 2)(y + k − n− 1)

(r − 1)(n − x− 2y + 1)
,

P3 = −
(k − x+ 1− y)x

(r − 1)(n − x− 2y + 1)
, P4 =

x(y + k − n)

(r − 1)(n − x− 2y + 1)
,

P5 = −
r − 2

r − 1
D , P6 = −

r − 2

r − 1
B , P7 = −P1 − P2 − P3 − P4 − P5 − P6.

Proof. Using the Wilson duality (2.13) and the recurrence relation for qij(xy) (4.8), one gets

q01(i, j)pij(x, y) = q01(i, j)qxy(i, j)
kij
mxy

=
(
Âxyqx,y+1(i, j) + B̂xyqxy(i, j) + Ĉxyqx,y−1(i, j)

) kij
mxy

= Âxy

mx,y+1

mxy

pi,j(x, y + 1) + B̂xypi,j(x, y) + Ĉxy
mx,y−1

mxy

pi,j(x, y − 1).

By direct computation, one also gets

mxy = qxy(0, 0) = (r − 2)x
(
n

x

)((
n− x

y

)
−

(
n− x

y − 1

))
.

From the explicit expressions (4.9) and recalling that q01(i, j) =
(
(n − 1) − n(n−1)

k(n−k)j
)
, we obtain equation

(5.2b). Equation (5.2a) is proven similarly.

Remark 5.2. The results can be derived also from the difference relation satisfied by the Krawtchouk and
Eberlein polynomials directly. Making use of the recurrence relation of qij(x, y) simplifies the computations,
especially for (5.2a).

5.2 Bispectral algebra

For a given bispectral problem, it is natural to study the associated bispectral algebra. In [32], such an
algebra has been introduced for the bispectral problem associated to the Askey–Wilson polynomials and
it leads to the definition of the eponym algebra. This algebra appears in many contexts now and, for
example, it is used to characterize a Leonard pair [30], which is closely related to the univariate P - and
Q-polynomial association schemes.
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Let W be the vector space spanned by pi,j(x, y) for (i, j) ∈ D and for a given pair (x, y). Let X⋆ and
Y ⋆ be the matrices representing the action of the difference operators on W :

X⋆pi,j(x, y) = ipi,j(x, y), (5.5a)

Y ⋆pi,j(x, y) = jpi,j(x, y), (5.5b)

and let X and Y be the matrices representing the action of the recurrence operators on W :

Xpi,j(x, y) = (k − i− j + 1)(r − 2)pi−1,j(x, y) + (i(r − 3) + (j − k)(r − 2)) pij(x, y) + (i+ 1)pi+1j(x, y),
(5.6a)

Y pi,j(x, y) = (k − i− j + 1)(r − 2)jpi−1,j(x, y) + (k − i− j + 1)(n − k − j + 1)(r − 1)pi,j−1(x, y)

+ (i+ 1)jpi+1,j(x, y) + (j + 1)2pi,j+1(x, y) + (i+ 1)(n − k − j + 1)(r − 1)pi+1,j−1(x, y)

+ (j + 1)2(r − 2)pi−1j+1(x, y) + j (k − i− j + (r − 2)i+ (n− k − j)(r − 1)) pij(x, y). (5.6b)

Let us remark that
[X,Y ] = 0 , [X⋆, Y ⋆] = 0 . (5.7)

The second relation is obvious since the matrices are diagonal. The first one is also easily proven since
there exists another basis where X and Y are diagonal. By direct computation, one also gets

[X,Y ⋆] = 0 . (5.8)

The pair (X,X⋆) satisfies the following relations

[X⋆, [X⋆,X]] = X − (r − 3)X⋆ − (r − 2)(Y ⋆ − k), (5.9a)

[X, [X⋆,X]] = (r − 3)X − (r − 1)2X⋆ − (r − 1)(r − 2)(Y ⋆ − k). (5.9b)

It is a realization of the Lie algebra gl2 with the three generators X, X⋆, [X⋆,X] and the central element
Y ⋆. Remarking that the recurrence and the difference relations associated to X and X⋆ are closely related
to the Krawtchouk part of vij(x, y), it is not a surprise that the bispectral algebra is gl2.

The pair (Y, Y ⋆) satisfies the following relations

[Y ⋆, [Y ⋆, Y ]] = −2(1− r)(Y ⋆)2 + (n(1− r)−X)Y ⋆ + Y, (5.10a)

[Y, [Y ⋆, Y ]] = −2(r − 1){Y, Y ⋆}+ Y (X − n(1− r))− 2(k − n)(r − 1)(X + k(r − 1))

− Y ⋆
(
X2 + 2(1 − r)(n− 2k − 1)X + (r − 1)2(2n + (n − 2k)2)

)
. (5.10b)

These relations are those of (a central extended version of) the Hahn algebra.

5.3 Subconstituent algebra

The matrices Aij form a commutative algebra, known as the Bose–Mesner algebra. For any association
scheme, it is useful to introduce a more general algebra called the subconstituent algebra (or Terwilliger
algebra) [25, 26, 27]. We now do this for the non-binary Johnson scheme.

Let us fix an element x of the set S given in (3.3). For (i, j) ∈ D and (m,n) ∈ D⋆, we define the
diagonal matrices A⋆

mn = A⋆
mn(x) and E⋆

ij = E⋆
ij(x) with entries

(A⋆
mn)yy = v(Emn)xy, (5.11)

(E⋆
ij)yy = (Aij)xy, (5.12)
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where v = |S| here. The matrices A⋆
mn are the dual adjacency matrices (with respect to x) and they satisfy

A⋆
ijA

⋆
kℓ =

∑

(m,n)∈D⋆

qmn
ij,kℓA

⋆
mn. (5.13)

The matrices E⋆
ij are the dual idempotents (with respect to x) and they satisfy

E⋆
ijE

⋆
mn = δij,mnE

⋆
ij,

∑

(i,j)∈D

E⋆
ij = I. (5.14)

We also have the relations

A⋆
mn =

∑

(i,j)∈D

qmn(ij)E
⋆
ij , E⋆

ij =
1

v

∑

(m,n)∈D⋆

pij(mn)A⋆
mn. (5.15)

The commutative algebra generalized by the matrices A⋆
ij (or E

⋆
ij) is called the dual Bose–Mesner algebra.

For a bivariate Q-polynomial association scheme, one gets

A⋆
mn = v⋆mn(A

⋆
10, A

⋆
01). (5.16)

The algebra formed by Aij and A⋆
ij is called the subconstituent algebra and is usually non-commutative.

The following known result gives some general relations (adapted to the bivariate situation) which hold in
the subconstituent algebra of an association scheme.

Proposition 5.3. [25, Lemma 3.2] For any fixed element x ∈ S we have

E⋆
ijAmnE

⋆
rs = 0 ⇔ prsij,mn = 0, (i, j), (m,n), (r, s) ∈ D (5.17)

EijA
⋆
mnErs = 0 ⇔ qrsij,mn = 0, (i, j), (m,n), (r, s) ∈ D⋆. (5.18)

Since the non-binary Johnson scheme is bivariate P - and Q-polynomial for n ≥ 2k−1, its subconstituent
algebra is generated by the four elements: A10, A01, A

⋆
10 and A⋆

01. Note the useful relations

A10Eij = EijA10 = θijEij, A01Eij = EijA01 = µijEij , (5.19)

A⋆
10E

⋆
ij = E⋆

ijA
⋆
10 = θ⋆ijE

⋆
ij, A⋆

01E
⋆
ij = E⋆

ijA
⋆
01 = µ⋆

ijE
⋆
ij . (5.20)

We already know that [A10, A01] = [A∗
10, A

∗
01] = 0 since the Bose–Mesner algebra and dual Bose–Mesner

algebra are both commutative. We now provide some additional relations.

Proposition 5.4. The following relations hold in the subconstituent algebra of the non-binary Johnson
scheme Jr(k, n) when n ≥ 2k − 1. The elements A∗

01 and A10 commute:

[A∗
01, A10] = 0. (5.21)

The elements A∗
10 and A10 satisfy the following relations:

[A∗
10, [A

∗
10, [A

∗
10, A10]]] =

(
n(r − 1)

k

)2

[A∗
10, A10], (5.22a)

[A10, [A10, [A10, A
∗
10]]] = (r − 1)2[A10, A

∗
10]. (5.22b)
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The elements A∗
01 and A01 satisfy (recall that A10 commutes with these two elements):

[A∗
01, [A

∗
01, [A

∗
01, A01]]] =

(
n(n− 1)

k(n− k)

)2

[A∗
01, A01], (5.23a)

[A01, 2A01A
∗
01A01 − {A2

01, A
∗
01}+ 2(r − 1){A01, A

∗
01}+ (c1 + c2A10 +A2

10)A
∗
01] = 0, (5.23b)

where

c1 = n(n+ 2)(r − 1)2 + k2r2 − 2k(r − 1)(r(n+ 1)− 2), c2 = 2(kr − (n− 1)(r − 1)). (5.24)

Proof. Using the fact that the sum of the idempotents is the identity, we can write

[A∗
01, A10] =

∑

ij,ab∈D

E⋆
ij(A

∗
01A10 −A10A

∗
01)E

⋆
ab =

∑

ij,ab∈D

(µ⋆
ij − µ⋆

ab)E
⋆
ijA10E

⋆
ab. (5.25)

Since the non-binary Johnson scheme is bivariate P -polynomial of type (1, 0), we have that pabij,10 = 0 if
|a − i| > 1 or b 6= j (see Figure 1a). By Proposition 5.3, it thus follows that E⋆

ijA10E
⋆
ab = 0 if b 6= j.

Equation (4.4b) implies that µ⋆
xy does not depend on x, and hence µ⋆

ij − µ⋆
ab = 0 if b = j. Therefore every

term in the sum (5.25) is zero, which proves (5.21).
To prove (5.22a), we proceed similarly to write:

[A∗
10, [A

∗
10, [A

∗
10, A10]]] =

∑

ij,ab∈D

(θ⋆ij − θ⋆ab)
2E⋆

ij[A
∗
10, A10]E

⋆
ab. (5.26)

Using equation (4.4a), one gets

θ⋆ij − θ⋆ab =
n

k
((r − 2)(b− j) + (r − 1)(a − i)). (5.27)

Again, E⋆
ijA10E

⋆
ab = 0 if |a − i| > 1 or b 6= j. Moreover θ⋆ij − θ⋆ab = 0 if (i, j) = (a, b). Therefore

E⋆
ij [A

∗
10, A10]E

⋆
ab = (θ⋆ij − θ⋆ab)E

⋆
ijA10E

⋆
ab is possibly nonzero only if a = i± 1 and b = j. In any case,

(θ⋆ij − θ⋆i±1,j)
2 =

(n
k
(r − 1)

)2
. (5.28)

The result (5.22a) then easily follows.
Similarly for (5.23a),

[A∗
01, [A

∗
01, [A

∗
01, A01]]] =

∑

ij,ab∈D

(µ⋆
ij − µ⋆

ab)
2E⋆

ij[A
∗
01, A01]E

⋆
ab. (5.29)

Using equation (4.4b), one gets

µ⋆
ij − µ⋆

ab =
n(n− 1)

k(n − k)
(b− j). (5.30)

For the non-binary Johnson scheme, we have pabij,01 = 0 if |b − j| > 1 (see Figure 1b). If b = j, then
µ⋆
ij − µ⋆

ab = 0. Therefore, using Proposition 5.3, E⋆
ij[A

∗
01, A01]E

⋆
ab = (µ⋆

ij − µ⋆
ab)E

⋆
ijA01E

⋆
ab is possibly

nonzero only if b = j ± 1. In any case,

(µ⋆
ij − µ⋆

a,j±1)
2 =

(
n(n− 1)

k(n− k)

)2

. (5.31)
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Relation (5.23a) then follows.
The computations are similar for (5.22b). One must use the fact that the non-binary Johnson scheme

is Q-polynomial of type (0, 12 ) (for n ≥ 2k − 1), and hence qabij,10 = 0 if |a − i| > 1 (see Figure 1c). One
must also use equation (3.11a) to find

θij − θab = (r − 1)(a − i). (5.32)

Finally, to prove (5.23b), one uses again the idempotents to write the commutator on the LHS as

∑

ij,ab∈D

(
2µijµab − (µ2

ij + µ2
ab) + 2(r − 1)(µij + µab) + (c1 + c2θij + θ2ij)

)
(µij − µab)EijA

⋆
01Eab. (5.33)

Since qabij,01 = 0 if a 6= i or |b − j| > 1, and since µij − µab = 0 if (i, j) = (a, b) (see Figure 1d), the only
nonzero terms in the sum (5.33) are those with a = i and b = j ± 1. In any case, it can be verified using
the explicit expressions (3.11) for θij and µij that the first factor in the sum (5.33) vanishes. This proves
relation (5.23b).

Remark 5.5. Both relations (5.22) between A∗
10 and A10 are called the Dolan–Grady relations [11]. These

relations define the Onsager algebra [9] which has been introduced to study the Ising model [23].
Both relations (5.23) between A∗

01 and A01 are known as the tridiagonal relations. Here we have a central
extension of these relations since A10, which commutes with A∗

01 and A01, appears in the coefficient of the
relations. These relations have been introduced in [27] in the context of univariate P - and Q-polynomial
association schemes. It has been shown that these relations are satisfied for the subconstituent algebra of
any univariate P - and Q-polynomial association scheme.

5.4 Relation between the subconstituent algebra and the bispectral algebra

For any association scheme with N classes, the subconstituent algebra (with respect to any vertex) has an
irreducible module of dimension N + 1 called the primary module [25]. In the case of univariate P - and
Q-polynomial association schemes, the representation of the subconstituent algebra on the primary module
corresponds to the action of the bispectral operators on the associated polynomials, see for instance [29].

The situation is analogous for bivariate P - and Q-polynomial association schemes. If we denote by x̂
the vector with zero components everywhere except for the component labelled by x ∈ S which is one,
then a basis for the primary module is given by {Aij x̂}(i,j)∈D. The representations of A⋆

10 and A⋆
01 on

this basis are diagonal matrices, with the dual eigenvalues θ⋆ij = q10(ij) and µ⋆
ij = q01(ij) as diagonal

matrix elements, while the representations of A10 and A01 correspond to the action of the recurrence
operators associated to the eigenvalues θxy = p10(x, y) and µxy = p01(x, y). Another basis for the primary
module is given by the vectors {vEij x̂}(i,j)∈D⋆ . On this basis, A10 and A01 are represented by diagonal
matrices, with the eigenvalues θxy and µxy as diagonal elements, while the representations of A⋆

10 and A⋆
01

correspond to the action of the difference operators associated to the dual eigenvalues θ⋆ij and µ⋆
ij . Using

the explicit expressions (3.11) and (4.4), and comparing with the definitions of X, Y , X⋆, Y ⋆ in Subsection
5.2, one gets the following correspondence between the generators of the bispectral algebra and those of
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the subconstituent algebra on the primary module:

X = A10 − k(r − 2), (5.34a)

Y = A01, (5.34b)

X⋆ =
k(r − 2)

n(r − 1)

(
k +

n− k

n− 1
A∗

01

)
−

k

n(r − 1)
A∗

10, (5.34c)

Y ⋆ =
k(n− k)

n

(
1−

1

n− 1
A∗

01

)
. (5.34d)

Remark 5.6. Relations (5.34) imply that X, X⋆, Y and Y ⋆ satisfy equivalent relations to the ones satisfied
by A10, A01, A⋆

10, A
⋆
01. However, let us emphasize that the reverse is false: A10, A01, A⋆

10, A
⋆
01 do not

satisfy the relations (5.9) and (5.10) verified by X, X⋆, Y and Y ⋆.

Remark 5.7. There exist other relations between X, X⋆, Y and Y ⋆ as well as between A10, A01, A
⋆
10,

A⋆
01. However, they seem quite complicated and are not displayed here. It would be very interesting to

better understand these algebras for any bivariate P - and Q- polynomial association scheme as it was done
for the univariate case in [27].

Remark 5.8. The eigenvalues of association schemes based on attenuated spaces are given by the q-
Krawtchouk polynomials and q-Hahn polynomials [21]. Similar techniques as the ones used in this work
could be used to show that these association schemes are also bivariate Q-polynomial.

A Hypergeometric polynomials

We recall and prove in this appendix some properties of the Krawtchouk, Eberlein (dual Hahn), and
Hahn polynomials. They are given in terms of hypergeometric functions [20]. Let us recall that the
hypergeometric function rFs is defined by the series

rFs

(
a1, . . . , ar
b1, . . . , bs

∣∣∣z
)

=

∞∑

ℓ=0

(a1)ℓ · · · (ar)ℓ
(b1)ℓ · · · (bs)ℓ

zℓ

ℓ!
,

where (a)k = a(a+ 1) · · · (a+ k − 1) is the Pochhammer symbol. The Krawtchouk, dual Hahn and Hahn
polynomials are defined respectively by, for i = 0, 1, . . . , n,

K̂i(x; p, n) = 2F1

(
−i,−x
−n

∣∣∣1
p

)
, , (A.1)

Ri(λ(x); γ, δ, n) = 3F2

(
−i,−x, x+ γ + δ + 1

γ + 1,−n

∣∣∣1
)

, (A.2)

Qi(x;α, β, n) = 3F2

(
−i, i+ α+ β + 1,−x

α+ 1,−n

∣∣∣1
)

. (A.3)

The polynomials used in this paper are slightly modified in comparison to [20]

Ki(x,N, p) =

(
N

i

)
(p− 1)iK̂i(x; (p − 1)/p,N) (A.4a)

Hi(x,N, p) =

((
N

i

)
−

(
N

i− 1

))
Qi(x;µ −N − 1,−µ− 1, µ), (A.4b)

Ei(x,N, p) =

(
p

i

)(
N − p

i

)
Ri(λ(x);µ −N − 1,−µ− 1, µ), (A.4c)
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with µ = min(p,N − p). Using the recurrence relation of the Krawtchouk polynomials K̂i given in [20],
one gets that of Ki

pxKi(x,N, p) = −(i+1)Ki+1(x,N, p)+
(
i+(p−1)(N−i)

)
Ki(x,N, p)−(p−1)(N−i+1)Ki−1(x,N, p) . (A.5)

The recurrence relation for Qi(x;α, β, n) is [20]

−xQi(x;α, β, n) = AiQi+1(x;α, β, n) − (Ai + Ci)Qi(x;α, β, n) + CiQi−1(x;α, β, n), (A.6)

where

Ai =
(i+ α+ β + 1)(i+ α+ 1)(n − i)

(2i+ α+ β + 1)(2i + α+ β + 2)
, Ci =

i(i+ α+ β + n+ 1)(i + β)

(2i+ α+ β)(2i + α+ β + 1)
. (A.7)

We deduce that of Hi(x,N, p):

−xHr(x,N, p) = ArHr+1(x,N, p) +BrHr(x,N, p) + CrHr−1(x,N, p), (A.8)

where

Ar(N, p) =
(r −N + p)(p− r)(r + 1)

(2r −N)(N − 2r − 1)
, (A.9a)

Br(N, p) = −
r2N − rN(N + 1) + (2 +N)(N − p)p

(2r −N − 2)(2r −N)
, (A.9b)

Cr(N, p) = −
(r −N − 1 + p)(r − p− 1)(N − r + 2)

(2r −N − 2)(N − 2r + 3)
. (A.9c)
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