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Abstract

We compute the matrix elements of SO(3) in any finite-dimensional irreducible representation of
sl3. They are expressed in terms of a double sum of products of Krawtchouk and Racah polynomials
which generalize the Griffiths–Krawtchouk polynomials. Their recurrence and difference relations
are obtained as byproducts of our construction. The proof is based on the decomposition of a general
three-dimensional rotation in terms of elementary planar rotations and a transition between two
embeddings of sl2 in sl3. The former is related to monovariate Krawtchouk polynomials and the
latter, to monovariate Racah polynomials. The appearance of Racah polynomials in this context is
algebraically explained by showing that the two sl2 Casimir elements related to the two embeddings
of sl2 in sl3 obey the Racah algebra relations. We also show that these two elements generate the
centralizer in U(sl3) of the Cartan subalgebra and its complete algebraic description is given.

1 Introduction

Consider the particular irreducible representation of the Lie algebra sl3 given by the nth symmet-
ric power of its three-dimensional defining representation. The group SO(3) acts naturally on this
representation and its matrix elements are given (up to some normalization) by the bivariate Griffiths–
Krawtchouk polynomials. This was proven in [1] by using oscillator algebras to realize the nth sym-
metric power representation.

The goal of this paper is to consider an arbitrary finite-dimensional irreducible representation of
sl3. The group SO(3) still acts naturally on this representation and our main result is an expression of
its matrix elements. They are expressed as a novel family of 3-variable functions, enjoying many nice
properties: they are bispectral, orthogonal and are given as sums of products of univariate Krawtchouk
and Racah polynomials.
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On Krawtchouk and Racah polynomials

The Krawtchouk and Racah polynomials have appeared in various aspects of representation theory.
The univariate Krawtchouk polynomials appear as matrix elements of irreducible representations of
SU(2) [2]. They also appear as 3j and 6j coefficients of the oscillator algebra [3, 4] and as spherical
functions on wreath products of symmetric groups [5]. Meanwhile, the Racah polynomials have been
identified as the 6j coefficients of the algebra sl2 [6, 7] and an algebraic interpretation has been given
in [8].

These objects and their connections have been extended to higher dimensions in multiple ways.
Griffiths introduced bivariate (and multivariate) Krawtchouk polynomials in 1971 [9]. Twenty years
later, Tratnik defined multivariate Racah polynomials [10] from which d-variable Krawtchouk polyno-
mials could be obtained through a limit. The d-variable Griffiths–Krawtchouk polynomials depend on
1
2d(d+ 1) parameters while the d-variable Tratnik–Krawtchouk polynomials depend on d parameters.
Although one could expect that the Krawtchouk polynomials of Griffiths type are more general than
those of Tratnik type due to their larger number of parameters, the precise relationship between the
two remained unclear for quite some time. This is in part due to the very different parametrizations of
both families. Things became clear in [1] where an algebraic interpretation cemented the fact that the
1
2d(d+ 1) parameters play the role of the Euler angles that parametrize general SO(d+ 1) rotations.
The Tratnik–Krawtchouk case could then be seen as a special case where some Euler angles vanish.
The Griffiths–Krawtchouk polynomials have also appeared in the study of character algebras and been
given an expression in terms of Aomoto–Gel’fand series [11], the bivariate case was rediscovered from
a probabilistic perspective [12] and various algebraic interpretations of the bivariate and multivariate
Krawtchouk polynomials have been presented [13–17]. The multivariate Krawtchouk polynomials have
also been studied in the context of birth and death processes [18], Markov chains (see [19] for a review)
and their bispectrality has been established [1, 20]. As for the multivariate Racah polynomials, they
have appeared as 3nj coefficients of the algebra sl2 [21] and the bivariate Racah polynomials have been
studied in details in [22]. We note that, so far, the Racah polynomials had never been given a direct
interpretation in terms of matrix elements of representations of the rotation group, even if such a re-
sult could be deduced from [23–25] where the transition coefficients between different Gelfand–Tsetlin
bases are related to 6j-symbols of sl2. We use a more modern approach involving explicitly the Racah
polynomials and hope that this will pave the way for a subsequent multivariate extension.

In this paper, the matrix elements of SO(3) rotations in any representation of sl3 are expressed
as “hybrid” multivariate Krawtchouk and Racah polynomials. Here is what we mean by “hybrid”.
In the d-variable extensions of Tratnik (respectively Griffiths), the multivariate Racah (Krawtchouk)
polynomials can be expressed as sums of products of univariate Racah (Krawtchouk) polynomials.
Meanwhile, the family that we obtain here is written as sums of products of both univariate Racah
and Krawtchouk polynomials.

Such hybrid multivariate polynomials appeared before (see for example [5, 26, 27]), but they did not
attract that much attention. Nevertheless, they have recently resurfaced as a byproduct of the definition
of bivariate P -polynomial association schemes [28, 29]. Hybrid multivariate polynomial families seem
to be more and more an important aspect of future research in the field of special functions and their
appearance in a very natural setting in the present paper is an indication of that.

On the Racah algebra and bispectrality

The Racah polynomials (like all families of the Askey scheme) possess a bispectrality property [30, 31]
as they are simultaneously eigenfunctions of two eigenvalue problems in two different variables. The
first eigenvalue problem is written as the three term recurrence relation in n, with eigenvalue in x, and
the second one as the difference equation in x, with eigenvalue in n. We refer to the recurrence and
difference operators as the bispectral operators.

When both taken in the variable or degree representation, these operators do not commute with
each other and the algebraic relations that they obey are the so-called Racah algebra relations. These
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read

[K2, [K1,K2]] = K2
2 + {K1,K2}+ dK2 + e1 ,

[[K1,K2],K1] = K1
2 + {K1,K2}+ dK1 + e2 ,

(1)

where K1, K2 are generators of this algebra and d, e1 and e2 are some parameters (or central elements).
The Racah relations first appeared in the study of angular momentum recoupling [32] and were

connected to the Racah polynomials in [8]. Hence, whenever the Racah algebra appears, the Racah
polynomials will be lurking, and vice-versa. Remarkably, even though, the Racah algebra is quadratic,
it can be studied in detail. Its representation theory is well-known [33, 34], it has been embedded in
various algebraic structures [35–42] and it encapsulated the properties of the eponymous polynomials.
It has been connected to physics and plays in particular an important role as the symmetry algebra of
the generic superintegrable system on the 2-sphere [43] (see also [44] for a review). Generalizations of
this algebra to describe multivariate Racah polynomials lead to the higher rank Racah algebras, which
have also been extensively studied [17, 21, 45–49].

The Racah polynomials will appear here in a new fashion as matrix elements of some particular
rotation in sl3 representations. From the above, one would expect the existence of a realization of the
Racah algebra in U(sl3), and indeed we exhibit explicitly such a realization.

Outline

We first define the algebra U(sl3) and introduce its Gelfand–Tsetlin basis in Section 2. In Section 3,
we pose the main problem precisely. Inner automorphisms of U(sl3) corresponding to SO(3) rotations
are introduced and the strategy to compute the matrix elements by decomposing the general rotation
as a product of two types of rotations is explained. In Section 4, we look at a first type of rotation,
from which we extract Krawtchouk polynomials. A second type of rotation analyzed in Section 5 leads
to Racah polynomials. Explicit expressions for the matrix elements associated to a generic rotation
are presented in Section 6. Special cases of interest are displayed in Section 7. In Section 8, the
realization of the Racah algebra in U(sl3) is presented, its connection with a centralizer is explained
and its Hilbert–Poincaré series is computed. Closing remarks and perspectives conclude the paper.

2 The algebra U(sl3) and its Gelfand–Tsetlin basis

Let us first introduce the algebra U(sl3) and its finite-dimensional irreducible representations in the
Gelfand–Tsetlin bases.

Definition. The enveloping algebra U(sl3) of the Lie algebra sl3 is generated by the elements eij
with 1 ≤ i, j ≤ 3 satisfying the defining relations

[eij , ekℓ] = δjkeiℓ − δiℓejk ,

3∑
i=1

eii = 0 . (2)

The following Casimir elements generate the center of U(sl3):

C2 =
3∑

i,j=1

eijeji and C3 =
3∑

i,j,k=1

eijejkeki . (3)

We shall take J to be the Casimir element of the sl2 subalgebra generated by e11 − e22, e12 and e21:

J =
(e11 − e22)

2 + 2(e11 − e22)

4
+ e21e12 . (4)
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Finite-dimensional irreducible representations. Finite-dimensional irreducible representations
of sl3 are in one-to-one correspondence with 3-tuples of complex numbers λ = (λ31, λ32, λ33), called the
highest weight, such that λ31−λ32 ∈ Z≥0, λ32−λ33 ∈ Z≥0 and λ31+λ32+λ33 = 0. The representation
associated to the highest weight λ contains a unique (up to normalization) non-zero vector ξ, called
the highest weight vector, such that

eii ξ = λ3,i ξ for 1 ≤ i ≤ 3 , and eij ξ = 0 for 1 ≤ i < j ≤ 3 . (5)

This representation is also characterized by a two-row Young tableau with λ31 − λ33 boxes in the first
row and λ32 − λ33 boxes in the second row.

This representation can also be described by a Gelfand–Tsetlin (GT) pattern which is given by
Λ = (λ11, λ21, λ22;λ31, λ32, λ33) with the conditions

λ31 − λ21, λ21 − λ32, λ32 − λ22, λ22 − λ33, λ21 − λ11, λ11 − λ22 ∈ Z≥0 . (6)

In the following the three last numbers in Λ are fixed and we write only Λ = (λ11, λ21, λ22). The
set of GT patterns for this highest weight λ is denoted Pλ. For a GT pattern Λ, one associates the
representation basis vectors, called GT vectors (see [50] and references therein)1

ξΛ =

∣∣∣∣∣∣
λ31 λ32 λ33

λ21 λ22

λ11

〉
. (7)

The sl3 generators eij act as follows on these vectors:

e11ξΛ = λ11ξΛ , e22ξΛ = (λ21 + λ22 − λ11)ξΛ , e33ξΛ = −(λ21 + λ22)ξΛ , (8a)
e12ξΛ = (λ21 − λ11)(λ11 − λ22 + 1)ξΛ+δ11 , e21ξΛ = ξΛ−δ11 , (8b)

e23ξΛ =
λ31 − λ21

λ21 − λ22 + 1
ξΛ+δ21 +

λ31 − λ22 + 1

λ21 − λ22 + 1
ξΛ+δ22 , (8c)

e32ξΛ =
(λ21 − λ32)(λ21 − λ33 + 1)(λ21 − λ11)

λ21 − λ22 + 1
ξΛ−δ21

+
(λ11 − λ22 + 1)(λ32 − λ22 + 1)(λ22 − λ33)

λ21 − λ22 + 1
ξΛ−δ22 , (8d)

where ξΛ±δij is either the basis element associated to the GT pattern Λ ± δij where the value of λij

has become λij ± 1, or 0 if the resulting pattern is not a valid GT pattern. One can deduce the actions
of the remaining generators:

e13ξΛ =
(λ11 − λ22 + 1)(λ31 − λ21)

λ21 − λ22 + 1
ξΛ+δ21+δ11 −

(λ21 − λ11)(λ31 − λ22 + 1)

λ21 − λ22 + 1
ξΛ+δ22+δ11 , (8e)

e31ξΛ =
(λ21 − λ32)(λ21 − λ33 + 1)

λ21 − λ22 + 1
ξΛ−δ21−δ11 −

(λ32 − λ22 + 1)(λ22 − λ33)

λ21 − λ22 + 1
ξΛ−δ22−δ11 . (8f)

The Casimir elements of U(sl3) are proportional to the identity in this representation and, using
(8), one gets

C2 ξΛ = 2(λ2
31 + λ31λ32 + λ2

32 + 2λ31 + λ32)ξΛ , (9a)
C3 ξΛ = 3λ31(1− λ32)(2 + λ31 + λ32)ξΛ . (9b)

The element J defined by (4) acts diagonally on this basis

J ξΛ =
1

4
(λ21 − λ22)(λ21 − λ22 + 2) ξΛ . (10)

1For later convenience, we change the normalization of the vectors in comparison with [50]:
ξλ old → (λ21−λ32)!(λ21−λ33+1)!(λ22−λ33)!

(λ32−λ22)!
ξλ.
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In fact, this eigenvalue of the sl2 Casimir element J , with the ones of the hypercharge Y = 1
3(e11 +

e22 − 2e33) and the Cartan element H = e11 − e22:

Y ξΛ = (λ21 + λ22) ξΛ , (11)
H ξΛ = (2λ11 − λ21 − λ22) ξΛ , (12)

completely characterize the vectors ξΛ (if the highest weight λ is given).
Let us introduce the normalized vectors

ζΛ =
1

NΛ
ξΛ , (13)

with

(NΛ)
2 =

1

λ21 − λ22 + 1
(λ21 − λ11)!(λ31 − λ21)!(λ31 − λ22 + 1)!(λ31 − λ32)!(λ32 − λ33)!

× (λ22 − λ33)!(λ31 − λ33 + 1)!(λ21 − λ32)!(λ21 − λ33 + 1)!

(λ11 − λ22)!(λ32 − λ22)!
. (14)

In this basis, the anti-automorphism ⋆ of sl3 defined by ⋆ : eij 7→ eji corresponds to the transposition.

3 The general problem: rotations and change of basis coefficients

In this Section, we introduce the inner automorphisms of sl3 associated to elements of the group SO(3).
The matrix elements of SO(3) are interpreted as the overlap coefficients between different bases related
by these inner automorphisms. We provide the decomposition of a general rotation of SO(3) into a
product of two types of rotations Rz and T , which will be examined separately in the following two
Sections.

Inner automorphism. Let R ∈ SO(3) be a 3× 3-matrix whose real entries satisfy

3∑
j=1

RijRkj =
3∑

j=1

RjiRjk = δik . (15)

The map ΨR, labeled by R ∈ SO(3) and acting on g ∈ sl3 by ΨR(g) = RgR−1, provides an automor-
phism of U(sl3) given explicitly by:

ΨR : eij 7→
3∑

k,ℓ=1

RkiRℓjekℓ . (16)

One gets that ΨR ◦ΨR′ = ΨRR′ for any R,R′ ∈ SO(3).
From now on, let us fix a highest weight λ = (λ31, λ32, λ33) and let ξΛ be vectors of the representation

space. For any rotation R, we denote ρ the operator representing R−1. It satisfies:

ΨR(g) · ξΛ = ρ−1 · g · ρ · ξΛ for any g ∈ sl3 , (17)

where
ρ · ξΛ =

∑
Λ′∈Pλ

ρΛ′,Λ ξΛ′ . (18)

This means that ΨR(g) and g are two equivalent representations and the change of basis is provided
by ρ. The coefficients ρΛ′,Λ are the matrix elements of R−1 in the Gelfand–Tsetlin basis.

In the basis of normalized vectors ζΛ (13), the matrices corresponding to ρ are orthogonal. There-
fore, due to the change of normalization, one gets the following orthogonality relation∑

Λ′∈Pλ

(NΛ′)2 ρΛ′,Λ ρΛ′,Λ′′ = (NΛ)
2 δΛ,Λ′′ . (19)
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Change of basis for any rotation. The goal of this paper is to provide an explicit formula for the
entries of ρ for any R and any representation. When the representation is a symmetric representation
of U(sl3) (i.e. λ32 = λ33), the entries of ρ are given in terms of the Griffiths–Krawtchouk polynomials
[1, 15]. As explained in the introduction, we generalize this result to any finite-dimensional irreducible
representation of sl3.

Following [1], to compute the change of basis σ for any S ∈ SO(3), we decompose S into three
elementary rotations: two rotations around the z axis and one around the y axis.

S = Rz
χR

y
θR

z
ϕ , (20)

with

Rz
ϕ =

 cos(ϕ) sin(ϕ) 0
− sin(ϕ) cos(ϕ) 0

0 0 1

 , Ry
θ =

cos(θ) 0 − sin(θ)
0 1 0

sin(θ) 0 cos(θ)

 . (21)

The rotations around the z axis are easy to deal with since they leave the Casimir element J of sl2
invariant and the calculation is done in Section 4. For the rotation around the y axis, the computation
is more involved but the idea consists in writing this rotation as follows:

Ry
θ = TRz

θT
−1 , (22)

where

T =

1 0 0
0 0 1
0 −1 0

 . (23)

The change of basis τ associated to the transformation T is computed in Section 5 in terms of Racah
polynomials.

After the changes of basis ρϕ and τ associated to Rz
ϕ and T have been computed, one can write

the whole change of basis σ = ρϕ τ
−1 ρθ τ ρχ associated to the rotation S = Rz

χTR
z
θT

−1Rz
ϕ , since

ΨS(g) · ξΛ = ΨRz
χTRz

θT
−1Rz

ϕ
(g) · ξΛ = ΨRz

χ

(
ΨT

(
ΨRz

θ

(
ΨT−1(ΨRz

ϕ
(g))

)))
· ξΛ

= (ρϕ τ
−1 ρθ τ ρχ)

−1 · g · (ρϕ τ−1 ρθ τ ρχ) · ξΛ . (24)

We shall show that this full transformation is given as a double sum of a product of three Krawtchouk
and two Racah polynomials (see Proposition 6.1).

4 The change of basis for Rz
ϕ and the Krawtchouk polynomials

In this section, we focus on the case where R = Rz
ϕ and we denote the change of basis by ρ. Imposing

relation (17) for g = Y , H and J constrains the operator ρ. Let us remark that ΨR(Y ) = Y and
ΨR(J) = J , therefore relation (17) reduces to

Y · ρ · ξΛ = ρ · Y · ξΛ and J · ρ · ξΛ = ρ · J · ξΛ . (25)

Using the explicit expressions of the action of sl3 on the GT basis, one gets

0 = ρΛ′Λ(λ
′
21 + λ′

22 − λ21 − λ22) ,

0 = ρΛ′Λ((λ
′
21 − λ′

22)(λ
′
21 − λ′

22 + 2)− (λ21 − λ22)(λ21 − λ22 + 2)) ,
(26)

which imply that
ρΛ′Λ = δλ′

21,λ21
δλ′

22,λ22
r(λ11, λ

′
21, λ

′
11, λ

′
22) . (27)

One also gets
ΨR(H) =

(
cos2(ϕ)− sin2(ϕ)

)
H − 2 cos(ϕ) sin(ϕ)(e12 + e21) . (28)

6



Relation (17) for g = H provides the following constraint (and using relation (27)):

(2λ′
11 − λ′

21 − λ′
22)ρΛ′,Λ =− 2 cos(ϕ) sin(ϕ)(λ21 − λ11)(λ11 − λ22 + 1)ρΛ′,Λ+δ11

+ (cos2(ϕ)− sin2(ϕ))(2λ11 − λ21 − λ22)ρΛ′,Λ

− 2 cos(ϕ) sin(ϕ)ρΛ′,Λ−δ11 . (29)

This relation is similar to the recurrence relation of the Krawtchouk polynomials Kn(x; p,N):

Kn(x; p,N) = 2F1

(
−n ,−x

−N

∣∣∣1
p

)
, (30)

where 2F 1 is the usual hypergeometric function [51]. We use the convention that Kn(x; p,N) = 0 if
n, x < 0 or n, x > N . By direct check, we see that

r(λ11, λ
′
21, λ

′
11, λ

′
22) =

tanλ11−λ′
22(ϕ)

(λ11 − λ′
22)!

Kλ11−λ′
22

(
λ′
11 − λ′

22; sin
2(ϕ), λ′

21 − λ′
22

)
r(λ′

21, λ
′
11, λ

′
22) (31)

is the solution of (29). Here the indices λ11 − λ′
22 and variables λ′

11 − λ′
22 both go from 0 to λ′

21 − λ′
22.

It remains to determine the function r. By using the orthogonality relation (19) satisfied by ρ, one
can show

r(x, y, z)2 =

(
(x− z)!

(x− y)!
tany−z(ϕ) cosx−z(ϕ)

)2

(32)

by making use of the orthogonality relation of the Krawtchouk polynomials [51](
N

n

) N∑
X=0

(
N

X

)
pX+n(1− p)N−X−nKm(X; p,N)Kn(X; p,N) = δn,m . (33)

The previous results lead to the following proposition.

Proposition 4.1. The change of basis ρ associated to Rz
ϕ is given by

ρΛ′Λ =δλ′
21,λ21

δλ′
22,λ22

(−1)λ
′
11−λ22

(λ21 − λ22)! tan
λ′
11+λ11−2λ22(ϕ) cosλ21−λ22(ϕ)

(λ11 − λ22)!(λ21 − λ′
11)!

×Kλ11−λ22

(
λ′
11 − λ22; sin

2(ϕ), λ21 − λ22

)
. (34)

Proof. By combining (31) and taking the square root of (32), we can obtain the change of basis ρ up
to signs. The signs may be fixed by using equation (17) for the other elements of sl3 but it is simpler
to remark that the operator ρ tends continuously to the identity operator when R tends to the identity
(i.e. ϕ → 0):

ρΛ′,Λ

∣∣∣
ϕ=0

= δλ′
21,λ21

δλ′
11,λ11

δλ′
22,λ22

. (35)

Using

p(x+n)/2

(
N

n

)
Kn(x; p,N)

∣∣∣
p=0

= (−1)xδx,n , (36)

the result (34) follows.
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5 The change of basis corresponding to T and the Racah
polynomials

Under the sl3 automorphism associated to the rotation T , the sl2 subalgebra on indices 1, 2 is sent to
the subalgebra on indices 1, 3. Indeed, after a short calculation, one can show that the sl2 Casimir
element J is mapped to

ΨT (J) =
(e11 − e33)

2 + 2(e11 − e33)

4
+ e31e13 , (37)

which is precisely the Casimir element of the subalgebra sl2 generated by e11 − e33, e13 and e31.
Relations (17) for R = T and g = H,Y provide the following two constraints on the entries of the

change of basis τ :

0 = (λ′
11 − λ11)τΛ′Λ , (38a)

0 = (λ21 + λ22 − λ′
11 + λ′

21 + λ′
22)τΛ′Λ . (38b)

These constraints lead to the following form for τ :

τΛ′Λ = δλ′
11,λ11

δλ21+λ22,λ′
11−λ′

21−λ′
22
t(λ21, λ

′
21, λ

′
11, λ

′
22) . (39)

Similarly, equation (17) for g = J provides the following constraint (where we use relations (38) to
replace λ11 by λ′

11 and λ21 + λ22 by λ′
11 − λ′

21 − λ′
22):

AΛ τΛ′,Λ−δ21+δ22 + (AΛ + CΛ) τΛ′Λ + CΛτΛ′,Λ+δ21−δ22 = (λ′
21 − λ31)(λ

′
22 − λ31 − 1)τΛ′Λ , (40)

with

AΛ =
(λ21 − λ32)(λ31 − λ22 + 1)(λ21 − λ11)(λ21 − λ33 + 1)

(λ21 − λ22 + 1)(λ21 − λ22)
, (41a)

CΛ =
(λ11 − λ22 + 1)(λ22 − λ33)(λ32 − λ22 + 1)(λ31 − λ21)

(λ21 − λ22 + 1)(λ21 − λ22 + 2)
. (41b)

Relation (40) is the recurrence relation of the Racah polynomial [51].

Rn(x(x+ γ + δ + 1);α, β, γ, δ) = 4F3

(
−n , n+ α+ β + 1 ,−x , x+ γ + δ + 1

α+ 1 , β + δ + 1 , γ + 1

∣∣∣1) . (42)

To simplify the notation, one defines R̃n(x;α, β, γ, δ) = Rn(x(x+γ+δ+1);α, β, γ, δ). We use also the
convention that R̃n(x;α, β, γ, δ) = 0 if n, x < 0 or n, x > N where N = min(−α−1,−β−δ−1,−γ−1).
One gets explicitly:

t(λ21, λ
′
21, λ

′
11, λ

′
22) = t(λ′

21, λ
′
11, λ

′
22) (−1)λ31−λ21 R̃λ31−λ21(λ31 − λ′

21;α, β, γ, δ) , (43a)

with

α = λ32 − λ31 − 1 , β = λ′
11 − λ′

21 − λ′
22 + λ33 − 1 , (43b)

γ = λ′
11 − λ31 − 1 , δ = λ′

21 + λ′
22 − λ′

11 − λ31 − 1 . (43c)

The degree λ31 − λ21 of the Racah polynomials is in the set {0, 1, . . . ,min(−αΛ − 1,−γΛ − 1)} and its
variable λ31 − λ′

21 is in the set {0, 1, . . . ,min(−αΛ′ − 1,−γΛ′ − 1)}. After the identification (38), both
sets are identical.

As in the previous section, the factor t(λ′
21, λ

′
11, λ

′
22) is determined by using the orthogonality

relation satisfied by τ and the one of the Racah polynomials [51]. After a few manipulations on the
parameters, one obtains

t(x, y, z)2 =

(
(x− z + 1)

(λ31 − λ32)!(λ31 − λ33 + 1)!(λ31 − y)!(λ32 − z)!(y − z)!

(x− λ32)!(x− λ33 + 1)!(x− y)!(λ31 − z + 1)!(λ31 − x)!(z − λ33)!

)2

. (44)

The previous results lead to the following proposition
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Proposition 5.1. The matrix elements of the change of basis τ corresponding to the rotation T are
given (up to a global undetermined sign) by

τΛ′Λ =δλ′
11,λ11

δλ21+λ22,λ′
11−λ′

21−λ′
22
t(λ′

21, λ
′
11, λ

′
22)(−1)λ

′
22−λ21 (45)

×R̃λ31−λ21(λ31 − λ′
21;λ32 − λ31 − 1, λ21 + λ22 + λ33 − 1, λ11 − λ31 − 1,−λ21 − λ22 − λ31 − 1) ,

with

t(x, y, z) = (x− z + 1)
(λ31 − λ32)!(λ31 − λ33 + 1)!(λ31 − y)!(λ32 − z)!(y − z)!

(x− λ32)!(x− λ33 + 1)!(x− y)!(λ31 − z + 1)!(λ31 − x)!(z − λ33)!
. (46)

Proof. From equations (39), (43), (44), τΛ′,Λ is determined up to a sign σλ′
21,λ

′
11,λ

′
22

which could depend
on the values of λ′

21, λ′
11, λ′

22:

τΛ′Λ =δλ′
11,λ11

δλ21+λ22,λ′
11−λ′

21−λ′
22
t(λ′

21, λ
′
11, λ

′
22)(−1)λ31−λ21R̃λ31−λ21(λ31 − λ′

21;α, β, γ, δ) , (47a)

with

t(λ′
21, λ

′
11, λ

′
22) = T (λ′

21, λ
′
11, λ

′
22)σλ′

21,λ
′
11,λ

′
22
, (47b)

and

T (x, y, z) = (x− z + 1)
(λ31 − λ32)!(λ31 − λ33 + 1)!(λ31 − y)!(λ32 − z)!(y − z)!

(x− λ32)!(x− λ33 + 1)!(x− y)!(λ31 − z + 1)!(λ31 − x)!(z − λ33)!
. (47c)

Once the sign function has been determined, one immediately recovers the full expression of τΛ′,Λ from
equations (39), (43), (47b).

The expression for the sign function σλ′
21,λ

′
11,λ

′
22

is obtained from constraints following from (17) for
other elements of the algebra U(sl3).

First, use g = e12 in relation (17) to get

0 = (λ21 − λ11)(λ11 − λ22 + 1)τΛ′,Λ+δ11 −
(λ′

11 − λ′
22)(λ

′
31 − λ′

21 + 1)

(λ′
21 − λ′

22)
τΛ′−δ21−δ11,Λ

+
(λ′

21 − λ′
11 + 1)(λ′

31 − λ′
22 + 2)

(λ′
21 − λ′

22 + 2)
τΛ′−δ22−δ11,Λ .

Substituting (47), and using the following relation between Racah polynomials [52, equation (4.13)]

(n+ γ)(n− γ + α+ β + 1) R̃n(x;α, β, γ, δ)

=
γ

2x+ γ + δ + 1

[
(x+ α+ 1)(x+ β + δ + 1)R̃n(x+ 1;α, β, γ − 1, δ)

− (x− α+ γ + δ)(x− β + γ)R̃n(x;α, β, γ − 1, δ)
] (48)

allows one to fix

σλ′
21−1,λ′

11−1,λ′
22

= (+1)σλ′
21,λ

′
11,λ

′
22
, σλ′

21,λ
′
11−1,λ′

22−1 = (−1)σλ′
21,λ

′
11,λ

′
22
. (49)

Next, use g = e23 in relation (17). Substituting (47), and using the following relation between Racah
polynomials2

0 =
n

2n+ α+ β
R̃n−1(x;α, β, γ, δ) +

n+ α+ β

2n+ α+ β
R̃n(x;α, β, γ, δ)

− x

2x+ γ + δ + 1
R̃n(x− 1;α, β − 1, γ, δ + 1)− x+ γ + δ + 1

2x+ γ + δ + 1
R̃n(x;α, β − 1, γ, δ + 1)

(51)

2This relation follows from applying the following hypergeometric contiguity relation to simplify the first two terms
and the last two terms of (51)

α1

α2 − α1
4F3

(
α1 + 1 , α2 , α3 , α4

β1 , β2 , β3

∣∣∣z)− α2

α2 − α1
4F3

(
α1 , α2 + 1 , α3 , α4

β1 , β2 , β3

∣∣∣z) = 4F3

(
α1 , α2 , α3 , α4

β1 , β2 , β3

∣∣∣z) (50)

9



allows one to fix

σλ′
21+1,λ′

11,λ
′
22

= (+1)σλ′
21,λ

′
11,λ

′
22
, σλ′

21,λ
′
11,λ

′
22+1 = (−1)σλ′

21,λ
′
11,λ

′
22
. (52)

Finally, combining (49), (52), one can write (up to a global undetermined sign)

σλ′
21,λ

′
11,λ

′
22

= (−1)λ
′
22−λ31 . (53)

Let us emphasize that the undetermined global sign does not play a role in the upcoming compu-
tations since only the product of T and T−1 is involved.

For particular representations, the previous result simplifies.

Corollary 5.2. For the symmetric representation (i.e. λ32 = λ33 = λ22, λ31 = −2λ32), τ is given (up
to a global sign) by

τΛ′Λ =δλ′
11,λ11

δλ21+2λ32,λ′
11−λ′

21
δλ′

22,λ32
δλ22,λ32(−1)λ32−λ21

(λ21 − λ32)!

(λ11 − λ21 − 3λ32)!
. (54)

For the representation characterized by λ31 = λ32 = λ21, λ33 = −2λ31, one gets

τΛ′Λ =δλ′
11,λ11

δλ11−λ22−2λ31,λ′
22
δλ′

21,λ31
δλ21,λ31(−1)λ

′
22−λ31

(λ22 + 2λ31)!

(λ11 − λ22)!
. (55)

Proof. For the symmetric representation, the Racah polynomial in (45) reduces to

R−2λ32−λ21(X) = 3F 2

(
2λ32 + λ21 , 3λ32 − 1 , λ11 − λ21

λ11 + 2λ32 , 3λ32

∣∣∣1) . (56)

Using Thomae’s transformation formula (see [53, relation (3.1.1)] for example)

3F 2

(
−n , a , b

c , d

∣∣∣1) =
(d− b)n
(d)n

3F 2

(
−n , c− a , b

c , 1 + b− d− n

∣∣∣1) , (57)

relation (56) becomes

R−2λ32−λ21(X) =
(3λ32 − λ11 + λ21)−λ21−2λ32

(3λ32)−λ21−2λ32

2F 1

(
2λ32 + λ21 , λ11 − λ21

λ11 + 2λ32

∣∣∣1) , (58)

=
(3λ32 − λ11 + λ21)−λ21−2λ32(2λ32 + λ21)−λ21−2λ32

(3λ32)−λ21−2λ32(λ11 + 2λ32)−λ21−2λ32

. (59)

This proves relation (54). Relation (55) is proven by remarking that R0(X) = 1.

6 General matrix elements for SO(3) rotations in a general sl3 irrep
and a new family of bispectral trivariate hybrid functions

Theorem 6.1. The matrix elements of the change of basis σ induced by the rotation S given by (20)
are, for Λ,Λ′ GT patterns,

σΛ′,Λ =

min{−λ22,−λ′
22}∑

n=max{−λ21,−λ′
21}

min{λ31,n−λ33}∑
ℓ=ℓmin

µΛ′,Λ(ℓ, n)Kn+λ′
21
(λ′

11 − λ′
22; sin

2(ϕ), λ′
21 − λ′

22)

×R̃λ31−λ′
21
(λ31 − ℓ;λ32 − λ31 − 1, λ′

21 + λ′
22 + λ33 − 1, n+ λ′

21 + λ′
22 − λ31 − 1,−λ′

21 − λ′
22 − λ31 − 1)

×Kℓ+λ21+λ22( ℓ+ λ′
21 + λ′

22 ; sin
2(θ), 2ℓ− n)

×R̃λ31−λ21(λ31 − ℓ;λ32 − λ31 − 1, λ21 + λ22 + λ33 − 1, n+ λ21 + λ22 − λ31 − 1,−λ21 − λ22 − λ31 − 1)

×Kλ11−λ22(n+ λ21; sin
2(χ), λ21 − λ22) , (60)
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where ℓmin = max{λ32, n− λ32,−λ21 − λ22, n+ λ21 + λ22,−λ′
21 − λ′

22, n+ λ′
21 + λ′

22},

µΛ′,Λ(ℓ, n) = (−1)λ
′
11+ℓ−nt(λ′

21, n+ λ′
21 + λ′

22, λ
′
22)t(ℓ, n+ λ21 + λ22, n− ℓ) (61)

× (λ′
21 − λ′

22)! (2ℓ− n)! (λ21 − λ22)! cosλ
′
21−λ′

22(ϕ) cos2ℓ−n(θ) cosλ21−λ22(χ)

(n+ λ′
21)!(λ

′
21 − λ′

11)!(ℓ+ λ21 + λ22)!(ℓ− n− λ′
21 − λ′

22)!(λ11 − λ22)!(−n− λ22)!

× tann+λ′
11+λ′

21−λ′
22(ϕ) tan2ℓ+λ′

21+λ′
22+λ21+λ22(θ) tann+λ11+λ21−λ22(χ) ,

and t(x, y, z) is defined by (46).

Proof. From the discussion at the end of Section 2, one gets

σΛ′,Λ =
∑

Λ(1),Λ(2),Λ(3),Λ(4)∈Pλ

(ρϕ)Λ′,Λ(1) (τ−1)Λ(1),Λ(2) (ρθ)Λ(2),Λ(3) (τ)Λ(3),Λ(4) (ρχ)Λ(4),Λ (62)

The components of ρϕ, ρθ, ρχ are given by (34) and the ones of τ by (45). The ones of τ−1 are
computed as follows. Using the orthogonality relation (19), one gets

(τ−1)Λ,Λ′ =

(
NΛ′

NΛ

)2

τΛ′,Λ (63)

which leads to

(τ−1)Λ,Λ′ = δλ′
11,λ11

δλ21+λ22,λ′
11−λ′

21−λ′
22
t(λ21, λ11, λ22)(−1)λ

′
22−λ21 (64)

×R̃λ31−λ21(λ31 − λ′
21;λ32 − λ31 − 1, λ21 + λ22 + λ33 − 1, λ11 − λ31 − 1,−λ21 − λ22 − λ31 − 1) .

The expression (62) can be expressed now as follows

σΛ′,Λ =
∑

λ
(1)
21 ,λ

(1)
11 ,λ

(1)
22 ,λ

(2)
21 ,...,λ

(4)
22

δ
λ′
21,λ

(1)
21

δ
λ′
22,λ

(1)
22

ρΛ′,Λ(1) δ
λ
(1)
11 ,λ

(2)
11

δ
λ
(1)
21 +λ

(1)
22 ,λ

(2)
11 −λ

(2)
21 −λ

(2)
22

τ̃Λ(1),Λ(2)

×δ
λ
(2)
21 ,λ

(3)
21

δ
λ
(2)
22 ,λ

(3)
22

ρΛ(2),Λ(3) δ
λ
(3)
11 ,λ

(4)
11

δ
λ
(3)
21 +λ

(3)
22 ,λ

(4)
11 −λ

(4)
21 −λ

(4)
22

τΛ(3),Λ(4)

×δ
λ
(4)
21 ,λ21

δ
λ
(4)
22 ,λ22

ρΛ(4),Λ , (65)

where ρΛ,Λ′ (resp. τΛ,Λ′ , τ̃Λ,Λ′) are the expressions following the δ’s in (34) (resp. (45), (64)). Com-
bining everything together and setting n = λ

(1)
11 − λ′

21 − λ′
22, ℓ = λ

(2)
21 , the theorem is proven.

The element σΛ′,Λ given in (60) can be seen as a function of the three variables Λ′ = (λ′
21, λ

′
11, λ

′
22).

In the following, we shall give a difference relation satisfied by this function. We shall also provide a
relation between the functions for different values of Λ = (λ21, λ11, λ22), called recurrence relation, in
reference to the similar relations satisfied by the Krawtchouk or Racah polynomials.

Recurrence relations. To simplify the notations, we denote by Sij the entries of the rotation S
given by (20). Relation (17) for this rotation reads as follows, for any g ∈ sl3,

σ ·ΨS(g) · ξΛ = g · σ · ξΛ , (66)

and provides three different recurrence relations for σΛ′,Λ when one chooses either g = H,Y, J .
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Explicitly, for g = H, it reads:(
(S11S11 − S12S12)λ11 + (S21S21 − S22S22)(λ21 + λ22 − λ11)− (S31S31 − S32S32)(λ21 + λ22)

)
σΛ′,Λ

+(S11S21 − S12S22)(λ21 − λ11)(λ11 − λ22 + 1)σΛ′,Λ+δ11 + (S21S11 − S22S12)σΛ′,Λ−δ11

+(S21S31 − S22S32)

(
λ31 − λ21

λ21 − λ22 + 1
σΛ′,Λ+δ21 +

λ31 − λ22 + 1

λ21 − λ22 + 1
σΛ′,Λ+δ22

)
+(S31S21 − S32S22)

(
(λ21 − λ32)(λ21 − λ33 + 1)(λ21 − λ11)

λ21 − λ22 + 1
σΛ′,Λ−δ21

+
(λ11 − λ22 + 1)(λ32 − λ22 + 1)(λ22 − λ33)

λ21 − λ22 + 1
σΛ′,Λ−δ22

)
+(S11S31 − S12S32)

(
(λ11 − λ22 + 1)(λ31 − λ21)

λ21 − λ22 + 1
σΛ′,Λ+δ11+δ21 −

(λ21 − λ11)(λ31 − λ22 + 1)

λ21 − λ22 + 1
σΛ′,Λ+δ11+δ22

)
+(S31S11 − S32S12)

(
(λ21 − λ32)(λ21 − λ33 + 1)

λ21 − λ22 + 1
σΛ′,Λ−δ11−δ21 −

(λ32 − λ22 + 1)(λ22 − λ33)

λ21 − λ22 + 1
σΛ′,Λ−δ11−δ22

)
=(2λ′

11 − λ′
21 − λ′

22)σΛ′,Λ . (67)

For g = Y, J , the recurrence relations can be computed similarly. The ‘hybrid’ property of the functions
σΛ′,Λ shows up in particular in the fact that the eigenvalue in the R.H.S. is also linear in Λ′ for g = Y
while it is quadratic for g = J .

Difference relations. To get the difference relations, replace g by ΨSt(g) in relation (66) to find

σ · g · ξΛ = ΨSt(g) · σ · ξΛ , (68)

where St stands for the transposition of S and we have used that ΨS(ΨSt(g)) = g. Using this relation
for g = H,Y, J , one gets three difference relations. Namely, for g = H, it becomes

(2λ11 − λ21 − λ22)σΛ′,Λ = (69)(
(S11S11 − S21S21)λ

′
11 + (S12S12 − S22S22)(λ

′
21 + λ′

22 − λ′
11)− (S13S13 − S23S23)(λ

′
21 + λ′

22)
)
σΛ′,Λ

+(S11S12 − S21S22)(λ
′
21 − λ′

11 + 1)(λ′
11 − λ′

22)σΛ′−δ11,Λ + (S12S11 − S22S21)σΛ′+δ11,Λ

+(S12S13 − S22S23)

(
λ′
31 − λ′

21 + 1

λ′
21 − λ′

22

σΛ′−δ21,Λ +
λ′
31 − λ′

22 + 2

λ′
21 − λ′

22 + 2
σΛ′−δ22,Λ

)
+(S13S12 − S23S22)

(
(λ′

21 − λ′
32 + 1)(λ′

21 − λ′
33 + 2)(λ′

21 − λ′
11 + 1)

λ′
21 − λ′

22 + 2
σΛ′+δ21,Λ

+
(λ′

11 − λ′
22)(λ

′
32 − λ′

22)(λ
′
22 − λ′

33 + 1)

λ′
21 − λ′

22

σΛ′+δ22,Λ

)
+(S11S13 − S21S23)

(
(λ′

11 − λ′
22)(λ

′
31 − λ′

21 + 1)

λ′
21 − λ′

22

σΛ′−δ11−δ21,Λ − (λ′
21 − λ′

11 + 1)(λ′
31 − λ′

22 + 2)

λ′
21 − λ′

22 + 2
σΛ′−δ11−δ22,Λ

)
+(S13S11 − S23S21)

(
(λ′

21 − λ′
32 + 1)(λ′

21 − λ′
33 + 2)

λ′
21 − λ′

22 + 2
σΛ′+δ11+δ21,Λ − (λ′

32 − λ′
22)(λ

′
22 − λ′

33 + 1)

λ′
21 − λ′

22

σΛ′+δ11+δ22,Λ

)
.

For g = Y, J , similar relations are obtained. Again, the ‘hybrid’ property of the functions σΛ′,Λ is
illustrated by the fact that the eigenvalue in the L.H.S. is also linear in Λ for g = Y while it is
quadratic for g = J .

These sets of recurrence relations and difference relations establish the bispectrality of the functions
introduced in (60).
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7 Particular examples

7.1 Bivariate Krawtchouk polynomials of Griffiths type

Let us consider the case of symmetric representations of sl3 which has also been looked at in Corollary
5.2. We recall that the GT pattern of the symmetric representations are such that λ32 = λ33, λ31 =
−2λ33 which implies that λ22 = λ32 = λ33.

Theorem 7.1. The matrix elements of the change of basis σ induced by the rotation S given by (20)
are, for Λ,Λ′ GT patterns of symmetric representations,

σΛ,Λ′ =

λ21−λ33∑
ℓ=max{0,λ21−λ′

21}

fℓ(λ21, λ11, λ
′
21, λ

′
11) Kℓ(λ11 − λ33; sin

2 ϕ, λ21 − λ33)

×Kℓ+λ′
21−λ21

(ℓ; sin2 θ, ℓ− λ21 − 2λ33) Kλ′
11−λ33

(ℓ+ λ′
21 − λ21, sin

2 χ, λ′
21 − λ33) ,

(70)

with

fℓ(λ21, λ11, λ
′
21, λ

′
11) = (−1)λ11−2λ21+2λ33−λ′

22(tanϕ)ℓ+λ11−λ33(tan θ)2ℓ+λ′
21−λ21(tanχ)ℓ+λ′

21−λ21+λ′
11−λ33

× (cosϕ)λ21−λ33(cos θ)ℓ−λ21−2λ33(cosχ)λ
′
21−λ33

ℓ!(ℓ+ λ′
21 − λ21)!(ℓ− λ21 − 2λ33)!(−ℓ+ λ21 − λ33)!

× [(λ21 − λ33)!(λ
′
21 − λ33)!]

2

(λ21 − λ11)!(λ′
11 − λ33)!(−2λ33 − λ21)

.

(71)

Proof. The calculation proceeds similarly to what was done in Theorem 6.1, this time using the expres-
sions for the symmetric representation in Corollary 5.2. Combining everything together and setting
ℓ = λ

(1)
11 − λ33, the result follows.

Making use of the symmetry property of Krawtchouk polynomials

Kn(x; p,N) =
n!

(N − n)!
(−1)x+npn−x(1− p)x+n−NKN−n(N − x; p,N), (72)

one can compare with the expressions found in [1, Equations (10.4)–(10.5)] for the bivariate Griffiths–
Krawtchouk polynomials.

7.2 Bivariate hybrid functions in terms of Krawtchouk and Racah polynomials

We consider the transformation T followed by a rotation around the z-axis:

S = Rz
ηT =

 cos(η) 0 sin(η)
− sin(η) 0 cos(η)

0 −1 0

 . (73)

It can be obtained with the following choice of angles in the parametrization of a general rotation used
in the preceding sections:

θ =
π

2
, ϕ = −π

2
, χ = η +

π

2
. (74)

It is simpler to calculate the matrix elements of S directly rather than putting these parameters in the
general formula. Indeed, we have:

σΛ′,Λ =
∑
Λ(1)

τΛ′,Λ(1)(ρη)Λ(1),Λ . (75)

Using the explicit expressions found for the matrix elements τ and ρη, we get the following result.
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Proposition 7.2. For Λ,Λ′ GT patterns, the matrix elements of the change of basis σ corresponding
to the rotation S are given (up to a global undetermined sign) by ,

σΛ′Λ =δλ21+λ22,λ′
11−λ′

21−λ′
22
t(λ′

21, λ
′
11, λ

′
22)(−1)2λ21+λ′

21
(λ21 − λ22)! tan

λ′
11+λ11−2λ22(η) cosλ21−λ22(η)

(λ11 − λ22)!(λ21 − λ′
11)!

×Kλ11−λ22(λ
′
11 − λ22; sin

2(η), λ21 − λ22) R̃λ31−λ21(λ31 − λ′
21;α, β, γ, δ) , (76)

with

α = λ32 − λ31 − 1 , β = λ′
11 − λ′

21 − λ′
22 + λ33 − 1 ,

γ = λ′
11 − λ31 − 1 , δ = λ′

21 + λ′
22 − λ′

11 − λ31 − 1 .
(77)

In the previous proposition, a product of Krawtchouk and Racah polynomials appears in each
sector where λ21 + λ22 = λ′

11 − λ′
21 − λ′

22. It naturally suggests to consider the following bivariate
function:

Pn1,n2(x1, x2) =Kn1(x1 − n2; sin
2(η), N − 2n2) R̃n2(x2;α, β, x1 −N − 1, δ) , (78)

where N is a positive integer and α, β, δ, η are parameters. In the formula of the proposition, N
corresponds to 2λ31 − λ21 − λ22 and x1, x2, n1 and n2 to

x1 = λ′
22 + λ′

21 + λ31 , x2 = λ31 − λ′
21 , (79a)

n1 = λ11 − λ22 , n2 = λ31 − λ21 . (79b)

For these choices, the L.H.S. of the recurrence relations of Pn1,n2(x1, x2) obtained by (66) involves
only terms of the form Pn′

1,n
′
2
(x1, x2). More precisely, (66) for g = e11 provides a recurrence relation

involving only Pn1+ε,n2(x1, x2) and (66) for g = e21e12 provides a recurrence relation involving only
Pn1+ε,n2(x1, x2), Pn1,n2+ε(x1, x2), Pn1+ε,n2−ε(x1, x2) and Pn1+2ε,n2−ε(x1, x2), with ε ∈ {−1, 0, 1}. Simi-
larly, the R.H.S. of the difference relations of Pn1,n2(x1, x2) obtained by (68) involves only Pn1,n2(x

′
1, x

′
2):

for g = e11, one obtains Pn1,n2(x1 + ε, x2) and Pn1,n2(x1 + ε, x2 − ε) and for g = J , one obtains
Pn1,n2(x1, x2 + ε), with ε ∈ {−1, 0, 1}.

Formula (78) resembles very much the Tratnik construction of bivariate orthogonal polynomials,
except that here it is an hybrid of two different univariate polynomials. Such hybrid constructions
already appeared, see for example [5, 29] for a formula like (78) using dual Hahn polynomials instead
of Racah polynomials.

8 The Racah algebra in U(sl3) and the centralizer of the Cartan sub-
algebra

This section contains some algebraic results concerning the elements J and ΨT (J) introduced previously
in Section 5.

Racah algebra. The observation that the change of basis associated to T is related to the Racah
polynomials can be understood algebraically by remarking that J and J = ΨT (J) satisfy the relations
of the Racah algebra (1). Indeed, let us define

K :=
[
J, J

]
= e31e12e23 − e32e21e13 . (80a)

Then, by a lengthy but straightforward calculation using the defining relations of U(sl3), one can show
that

[J,K] = 2J2 + 2{J, J} − aJ + b+ , (80b)

[K,J ] = 2J
2
+ 2{J, J} − aJ + b− , (80c)
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where

a = h2 + 3y2 + C2 , (81a)

b± = (3y ∓ h)

(
(2− y ∓ h)C2

4
− C3

3
+

(y − 2± h)(y + 2± h)(y ∓ h)

8

)
. (81b)

The Casimir elements C2, C3 of U(sl3) are defined by (3) and h = 1
2(e22− e33), y = 1

6(2e11− e22− e33)
are Cartan elements stable under T .

Relations (80) are those of the Racah algebra3. This realization interestingly adds to others pre-
viously found, namely between the recurrence and the difference operators of the Racah polynomials
[44, 54, 55], in terms of the intermediate Casimir elements of U(sl2)

⊗3 [8] or in terms of the elements
of U(sl2) [56, 57]. The result here provides a realization of the Racah algebra in terms of the elements
of U(sl3) (also see [37, 49]).

It is well-known that there exists a central element in the Racah algebra given by

Γ = 2{J2, J}+ 2{J, J2} −K2 − 4(J + J)2 − a{J, J}+ 2(b− + a)J + 2(b+ + a)J . (82)

In the realization (80)-(81) introduced here, this central element takes a definite value in terms of the
other central elements of the Racah algebra:

Γ =
1

2
(y2 + h2)2(1− C2)−

1

8
(h2 − y2)3 + 2h2y2 −

(
C3

3
+ 2y + yC2

)(
C3

3
+ 2y + yC2 − C2

)
− y

6
(3h2 − 11y2)(3C2 − 2C3) +

C2

8
(h2 + 3y2)(5h2 − y2 + 4) . (83)

The quotient of the Racah algebra by the previous relation (83) is called the special Racah algebra
[48]. The terminology “special” comes from [58], where a similar quotient, called “special Askey–Wilson
algebra”, was introduced for the Askey–Wilson algebra. This type of quotient appears in various other
situations and, in particular, as the diagonal centralizer of U(sl2) in U(sl2)

⊗3 [48].

Isomorphism with a centralizer. In this paragraph, the centralizer Z of the Cartan subalgebra
in U(sl3) is described using the elements previously introduced. The centralizer is defined as follows:

Z = {x ∈ U(sl3) | [x,Hi] = 0 , i = 1, 2} , (84)

where H1 =
1
2(e11 − e22) and H2 =

1
2(e22 − e33). Assigning degree 1 to each generator eij , the algebra

U(sl3) is filtered and so is its subalgebra Z, which allows to describe Z as in the following proposition.

Proposition 8.1. The algebra Z is generated by

J , J ,K ,H1, H2, C2, C3 , (85)

and its Hilbert–Poincaré series is:

FZ(t) =
1 + t3

(1− t)2(1− t2)3(1− t3)
. (86)

Proof. A monomial Ha
1H

b
2 e

c
21 e

d
12 e

e
32 e

f
23 e

g
31 e

h
13 commutes with H1 and H2 if and only if:{

2(d− c) + (e− f) + (h− g) = 0 ,
(c− d) + 2(f − e) + (h− g) = 0 ,

d− c = f − e = h− g .

Considering either d− c ≥ 0 or d− c ≤ 0, it follows that Z is spanned by the following elements:

{Ha
1H

b
2

(
e21e12

)i(
e32e23

)j(
e31e13

)k
x}a,b,i,j,k≥0 , with x ∈ {

(
e12e23e31

)ℓ
,
(
e32e21e13

)ℓ}ℓ≥0 . (87)

3Up to a trivial rescaling of the generators such as J = −2K2, J = −2K1, a = 4d, b+ = 8e1, b− = 8e2.
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This shows that Z is generated as an algebra by:

H1 , H2 , e21e12 , e32e23 , e31e13 , e31e12e23 , e32e21e13 . (88)

By direct computations, one extracts

e21e12 = J −H1(H1 + 1) , (89a)

e31e13 = J − (H1 +H2)(H1 +H2 + 1) , (89b)

e32e23 =
1
2C2 − J − J −H2 +

1
3(2H1H2 + 2H2

1 −H2
2 ) , (89c)

e31e12e23 − e32e21e13 = K , (89d)

e31e12e23 + e32e21e13 =
1
3C3 − 2J(H1 +H2 + 1)− 2JH1 +

1
3C2(2H1 +H2)

+ 2
27(H2 + 2H1)(11H

2
1 + 11H1H2 − 4H2

2 )− 2
3(2H1H2 −H2

1 + 2H2
2 + 2H2 −H1) . (89e)

It follows easily that Z is generated by the elements in (85).
To calculate the Hilbert–Poincaré series, we sum the degrees of the elements in (87), which are

linearly independent in U(sl3). Namely, one gets

FZ(t) =
∑

a,b,i,j,k≥0

ta+b+2(i+j+k)

1 + 2
∑
ℓ≥1

t3ℓ

 =
1

(1− t)2(1− t2)3

(
1 +

2t3

(1− t3)

)
, (90)

which leads to the desired result.

Recall that the elements H1, H2, C2, C3 are central in the subalgebra Z. Moreover, we have found
some generators of Z together with the relations (80) and (83). These relations allow to write any
element of Z as a linear combination of

{Ha
1H

b
2C

c
2C

d
3J

iJ
j
Kk}a,b,c,d,i,j≥0, k∈{0,1} . (91)

This is true since we can reorder any product using (80), the elements H1, H2, C2, C3 are central, and
K2 is rewritten using the special relation (83).

Thus, the above set is a spanning set of Z, and comparing with the Hilbert–Poincaré series found
previously, we arrive at the following corollary.

Corollary 8.2. The centralizer Z is isomorphic to the algebra generated by J , J , K and the central
elements H1, H2, C2, C3 with the defining relations (80) and (83). A basis is given by the set (91).

9 Conclusion

The realization of the rank one Racah algebra as the centralizer in U(sl3) of the Cartan subalgebra
naturally brings to mind its generalization to U(sln) for any n. This suggests a way of realizing higher
rank Racah algebras which is different from the generalization related to tensor products of U(sl2).
Centralizers of the Cartan subalgebras were studied in [49] but a description of the resulting algebra is
still not known for arbitrary n. Similar results for any simple Lie (super)-algebra should be also very
interesting. We have so far focused on finite-dimensional representations of the algebra and obtained
correspondingly finite families of functions. Infinite-dimensional representations should provide similar
results, involving infinite families of functions.

Studying the cases associated to the quantum groups can also be envisaged. The results of this
paper should generalize: the centralizer of the Cartan subalgebra of Uq(sl3) should be associated to
the Askey–Wilson algebra, the Krawtchouk polynomials should be replaced by certain q-Krawtchouk
polynomials (see [59, 60]) and the Racah polynomials, by the q-Racah polynomials. We plan on
pursuing these questions.
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