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1. Introduction 
Because it requires no participant instrumentation, 
markerless motion analysis opens up a wide range of 
applications. The approaches commonly used (e.g., in 
OpenCap (Uhlrich et al. 2023)) are similar to those 
used more conventionally with markers: 1) detection 
of the 2D position of keypoints for each camera; 2) 
reconstruction of their 3D positions. The difference 
lies in the first step where the markerless uses a 
machine learning approach which almost 
systematically identifies all the points, although with a 
potentially large error (Chaumeil et al. 2023). 
The identification of almost all the points means that 
analyses can be carried out with very few cameras. To 
move towards field analyses, many studies propose 
using only two cameras. However, the accuracy of 3D 

points reconstruction from few 2D information (few 
cameras) embedding potentially large errors should be 
questioned. The impact of reducing the number of 
cameras on the accuracy of the 3D keypoint locations 
has been partly assessed in the literature, with 
contrasted results: the impact seems minimal when the 
reduced set of cameras is optimal (Uhlrich et al. 2023; 
Pagnon et al. 2021), but appeared strongly dependent 
on the quality of the 2D estimation (Chaumeil et al. 
2023). Therefore, a more systematic analysis is still 
needed. 
The aim of this study was to compare the marker-based 
and markerless motion analysis in terms of robustness 
to a reduction in the number of cameras, both in terms 
of the position of the reconstructed 3D point and the 
possibility of reconstructing this point when a 2D 
keypoint is not identified or occultation occurs. 
2. Methods 
2.1 Experimental protocol 
One female (22 years old, 167 cm, 55 kg) participated 
to the motion analysis experiment after signing a 
consent form approved by the institutional review 
board. One random sampled instant of time of a static 
trial in a T-pose was used for this study. The pose was 
simultaneously captured by a marker-based and by a 
markerless motion capture system. For each system, 10 
cameras were equally distributed around the 
participant (Qualisys Miqus M3 for marker-based and 
Qualisys Miqus Video for markerless) at 
approximatively 2 m. Cameras were arranged in 
groups of 2 (one from each system). Both systems were 
synchronised and calibrated using Qualisys Track 
Manager (QTM - Qualisys AB, Sweden, v2021.1.2). 
For the marker-based system, 46 markers were placed 
on the whole body of the participant following the ISB 
recommendations. 
 
2.2 Data analysis 
For the markerless analysis, the 2D position of 20 
keypoints and its associated confidence were obtained 
with OpenPose (v1.7.0) using the BODY25B model. 
The confidence is directly given by the machine 
learning algorithm and is a value between 0 and 1. As 
proposed by OpenPose, when a confidence was lower 
than 0.05, the associated keypoint was considered as 
not identified.  
For the marker-based analysis, the 2D position of 46 
keypoints (corresponding to markers) were obtained 
with QTM. To be consistent with both analyses, a 
confidence of 1 was associated to each 2D position.  
For a given set of cameras, 3D point reconstruction 
was performed using a weighted direct linear 
transformation (Pagnon et al. 2021). For each keypoint, 
the weight was the associated confidence. 
The robustness of each system was assessed by 
evaluating the influence of removing one camera of a 
set of n cameras (𝑛𝑛 ∈ ⟦3,10⟧) using two variables: 1) 



the distance in the 3D point reconstruction; 2) the 
possibility to reconstruct the 3D point. 
The first variable corresponded to the distance between 
the 3D point reconstructed with n cameras and the one 
with (n-1) cameras. 
The second variable corresponded to the percentage of 
cases where the 3D point reconstruction was possible 
with (n-1) cameras if it was possible with n cameras.  
For all combinations of a set of n cameras, the two 
variables were assessed for all combinations of a 
subset of (n-1) cameras. It corresponded to about 2.6M 
combinations of n→n-1 cameras. 
3. Results and discussion 
Figure 1 displays the robustness of both systems for 
each combination of n→n-1 cameras. 

 
Figure 1. Evaluation of the distance in the 3D point 

reconstruction and the percentage of possible 
reconstruction for all combinations of n→n-1 

cameras for the marker-based and the markerless 
motion capture systems. 

 
For the marker-based analysis, the mean distance was 
lower than 1 mm for all combinations and the 
percentage of 3D point reconstruction had a minimal 
value of 60% for the 3→2 combination. 
For the markerless analysis, the mean distance was 
between 16 mm (3→2 combination) and 2 mm (10→9 
combination) and the percentage of 3D point 
reconstruction was below 100% only for the 3→2 
combination. 
The observed results show that marker-based and 
markerless motion capture behaved differently when 
the number of cameras was reduced. 
Using a marker-based approach, from the moment a 
point is seen by two cameras, the position of the 3D 
point is only slightly affected by the number of 
cameras. The obtained distances are in the same order 
of magnitude as the observations of Conconi et al., 
(2021) on static tests. However, given the method used 
to detect the points, the number of occultations can be 
significant and a large number of cameras is thus 
needed. For the static pose analyzed, only the 

configurations with at least 8 cameras ensure 100% of 
the 3D point reconstruction. 
Using a markerless approach, only 3 cameras can 
reconstruct the position of all points whatever the set 
of cameras used. However, with only a couple of 
cameras, the 3D position of the reconstruction points 
is sensitive (more than 1 centimeter) to the camera’s 
combination used. This behavior can be explained by 
the low specificity but high sensitivity of the 2D 
keypoint identification algorithm used in markerless 
approaches: keypoints are almost always detected but 
with possible large errors, even if the associated 
confidence is high (Chaumeil et al. 2023). 
4. Conclusions 
Marker-based and markerless analyses behave 
differently when the number of cameras is reduced. 
For a markerless analysis, even if only a couple of 
cameras is sufficient to reconstruct the 3D position of 
a point, its position can vary by several centimeters 
depending on the camera combination used. Even 
though this behavior was only observed in a single 
static pose, these results appear to be consistent with 
observations made on the accuracy of 2D keypoint 
identification (Chaumeil et al. 2023) across a variety of 
movements. So, although very attractive, particular 
attention needs to be paid to the results obtained with 
markerless analysis using a small number of cameras. 
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