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ABSTRACT Nonlinear mechanical systems can exhibit non-uniqueness of the displacement field in response to a force field,
which is related to the non-convexity of strain energy. This work proposes a Neural Network-based surrogate
model capable of capturing this phenomenon while introducing an energy in a latent space of small dimension,
that preserves the topology of the strain energy; this feature is a novelty with respect to the state of the art. It is
exemplified on two mechanical systems of simple geometry, but challenging strong nonlinearities. The proposed
architecture offers an additional advantage over existing ones: it can be used to infer both displacements from forces,
or forces from displacements, without being trained in both ways.
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Highlights
• A neural network capable of reducing nonlinear statics models in solid mechanics in finite strain

theory.
• Invertible neural network: can be used in forward or reverse mode (force prediction from displace-

ment field, or vice versa).
• Capable of dealing with multiple equilibria, corresponding to non-convex strain energy.
• Equilibrium stability is preserved in the low-dimensional latent space.
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1. Introduction Because they are soft, elastomers or biological tissues often undergo large strains and
are typically modeled with hyperelastic constitutive laws. They are a source of nonlinearity and lead to
mechanical simulations that can be numerically costly.

Model reduction techniques have been developed for decades in order to reduce the computational
cost: Principal Component Analysis (PCA), Proper Orthogonal Decomposition (POD) or more recently
the Proper Generalized Decomposition (PGD) [6]. In this paper, we refer to such techniques as classical
model reduction methods.

On the one hand, classical model reduction methods emanate from centuries of knowledge and offer
physical interpretability. On the other hand, a more recent research topic is very promising: the use of
Neural Networks (NNs) to speed up simulations, through dimensionality reduction. However, NNs often
suffer from a lack of interpretability and are seen as "black boxes" compared to classical model reduction
methods.

This work proposes a NN architecture that provides both efficiency and interpretability, in the
framework of hyperelasticity. Of particular interest is the capability of the NN to deal with multiple
solutions, which is related to the energy non-convexity.
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Enforcing physical properties in NN architectures One common approach to address the lack of
interpretability is to inject physical knowledge into neural networks, through penalty methods. For
instance, Physics Informed Neural Networks [34] consist in adding terms to the loss function to encourage
the respect of governing equations. Another approach is to directly integrate physical properties into the
neural network architecture. In a structural dynamics context, several methods have been proposed for
this purpose. Lagrangian Neural Networks (LNN) [7, 25] are used to learn a Lagrangian operator which
is then used to compute the time evolution of the structure’s displacement by using the Euler–Lagrange
equations. A variant of this idea has been proposed with Hamiltonian Neural Networks (HNN) [9, 12,
35]. Instead of a Lagrangian, a Hamiltonian is learned which allows to enforce the absence of dissipation.
Another approach consists in learning jointly a dynamical system and a Lyapunov function with two
neural networks and then using the Lyapunov function to restrict the learned dynamics which guarantees
non-negative dissipation [19, 26]. Such approaches address dynamics, which is not of direct interest in
the present work.

In this paper, we target applications for hyperelastic structural mechanical systems in statics. Our
approach can be seen as a special case of Lagrangian NN with no dynamic terms in the Lagrangian and
with some subtleties and contributions: learning physics in a low-dimensional latent space, using an
energy structure for the static terms of the Lagrangian, and using a neural network inversion method to
predict both displacement from force and force from displacement.

Large strain hyperelasticity framework The present work targets deformable bodies (beams, shells or
volumes) undergoing material nonlinearity (ie. constitutive law is nonlinear) and geometric nonlinearity
(large deformation), in a static framework. The deformable body is assumed to be discretized in space so
that it has a finite number of degrees-of-freedom (dofs) n ∈ N∗. Let u ∈ Rn denote the displacement field
within a structure composed of a hyperelastic material, ie. whose constitutive equation derives from a
polyconvex potential [3, 4]. Let U denote the potential energy of the structure that depends only on u. Let
f ∈ Rn denote the external forces andW(u, f) := u⊤f the corresponding work. Provided f is expressed
in a fixed frame (independent of u), the following governing equation holds:

∂U
∂u

= f.

The physical interpretation is that the internal elastic forces are balanced with the external forces f .
The corresponding problem can be seen as a direct or an inverse problem, whether the displacement

or the force is chosen as a (known) input.

Displacement u System Force f?DtF:

Force f System Displacement u?FtD:

Displacement to force (DtF) Finding the external force given the corresponding displacement field
is direct and easy, it only requires computing the gradient of the strain energy. This external force is
obviously unique.

Force to displacement (FtD): On the contrary, finding a displacement field corresponding to a given
external force is not direct and the solution is in general not unique.

If the strain energy U is convex, the solution of the FtD problem is unique for all given f . Otherwise,
for some f , u := U(u)−W(u, f) can have multiple equilibrium points that can be stable, unstable or
saddle points. In practice, uniqueness holds locally and the solution can be retrieved from some initial
guess u0 using a root-finding algorithm (such as Newton–Raphson).

Neural Networks for hyperelasticity In the context of hyperelasticity, polyconvexity of the strain
potential has already been structurally imposed in NN architectures [18, 21, 38]. Though the idea in these
articles is well-suited to learn constitutive laws or for homogenization, they are not designed to capture
the non-convexity induced by geometric nonlinearities [3]. Such approaches can therefore not be applied
to learn the mechanical problem in the general framework of geometric nonlinearities.

Several approaches have been applied to train NN to learn the response of hyperelastic structures.
Originally, Physics-Informed NNs (PINNs) correspond to learning u(x, y) = NN(x, y) for some pre-
scribed f that is used in the learning metric, in such a way that the static equilibrium is satisfied for all
(x, y). This approach, exemplified in [1], requires training the NN every time f changes. It is therefore
not suited for the general model reduction approach where the u↔ f relationship is sought.
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Figure 1: Example of a multistable static system: a prestressed clamped–clamped beam (left) and its
strain energy (right). For f = 0, multiple FtD solutions coexist (two stable and one unstable): this
illustrates the possible non-uniqueness of the FtD problem.

DtF predictions for hyperelastic systems have been carried out with U-nets [8] or FCNNs [36].
However, the use of model-order reduction is especially relevant for FtD problem, because it is more
computationally expensive. Conversely, FtD predictions for hyperelastic systems have also been carried
out with U-nets [27] or FCNNs [29], which are limited by construction to infer a unique solution, which
restricts their applications to convex strain energy.

Addressing the non-uniqueness of the FtD problem In general, the FtD problem can have multiple
solutions, see Fig. 1. A simple u = NN(f) structure can at best learn one FtD solution among the multiple
ones, at worst learn a nonphysical weighting of multiple solutions (their average, for instance). For
instance, in [1, 29], elongated structures with geometric non-linearities are involved leading to multiple
solutions of the FtD problem. This non-uniqueness cannot be addressed with the approach therein. Instead,
the following three approaches are able to address the non-uniqueness of the FtD problem:

1. retrieving the uniqueness in the neighborhood of a configuration u0 by learning u = NN(f, u0);
2. learning the DtF problem ie. f = NN(u) and using a root-finding algorithm initialized with u0 to

solve for u.
3. learning the set of FtD solutions ie.

⋃
i{ui} = NN(f).

Ideas one and two address the non-uniqueness of the problem by specifying the initial displacement u0
from which we search a static solution u. The third idea provides the whole set of solutions.

Training the first family of architectures requires to have access to a (u, u0, f) database. Depending
on how the data was generated, we may only have access to a (u, f) database with no way to access to
corresponding u0. On the contrary, training the second family of architectures does not require u0 because
training is done in DtF mode for which the solution is unique, u0 is only required in inference. Solutions
of the FtD inference can then be obtained by reversing the trained NN, searching for some u such as
f = NN(u) starting from u0.

Some existing methods provide a closed-form reversibility of NNs [2, 11]. They rely on the bijectivity
of the NN, which is restrictive in the present work because of the possibly multiple FtD solutions (cf.
Fig. 1). In a more general framework, the NN can be reversed using a root-finding algorithm [16, 23] such
as the Newton–Raphson procedure. The choice of the initialization u0 of the root-finding algorithm will
lead to different FtD solutions, which assert the non-uniqueness problem.

In [13, 41], an idea similar to the third family of architecture is proposed to solve inverse problems
in the case of PDEs with several solutions. Their PINN was trained on a database of (x, u(x)) where
u(x) is the value in x of one or other solution of a parameterized PDE. They could retrieve the unknown
parameter of the PDE (ie the equivalent of a single unknown value of f ) and could train a PINN to predict
every PDE solution simultaneously. Adapting one of such methods in the case of multiple values of f ,
using the PINN formalism or not, seems possible but non-trivial because the number of FtD solutions
depends on f . Nevertheless, these examples show that it may also be possible to train the third family
of architectures only having access to a (u, f) database even if the different solutions are not numbered.
However, in inference, the third architecture does not easily allow to select the solution that would have
been predicted by a physical solver starting from a given u0. This can be restrictive in some applications.

Autoencoder structure Using an autoencoder structure to learn the underlying physics in a small
dimensional so-called latent space has been proposed multiple times, see e.g. [14, 30]. Different encoder
and decoder architectures can be used depending on the size of the mechanical fields to be learned and
their discretization: fully-connected multilayer neural networks, convolutional NNs in the case of regular
grid discretizations [15, 20, 27, 40], graph NNs for discretization on arbitrary meshes [22, 24, 28, 31], or
even more classical reduction techniques such as POD [5, 37]. One originality of the present work is
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Figure 2: Architecture with double autoencoder, to learn highly nonlinear static equilibra. Of particular
interest is the appropriate choice of the learnable relationship Fθ(ũ) = f̃ in the latent space.

that both known and unknown fields (displacement and force fields) are compressed using two different
autoencoders.

The proposed architecture is exposed in more detail in Sec. 2. The test cases used to assess and
compare the proposed NN are described in Sec. 3. Results are provided in the next section, Sec. 4.

2. Proposed architecture

2.1. Double autoencoder structure Using the autoencoder-based neural network architecture depicted
in Fig. 2 as a substitution model, we replace the search for the roots of ∂uU − f with the search for the
roots of a learnable latent model Fθ(ũ)− f̃ of much smaller dimensions; θ denotes the parameters of the
model, for instance weights in a NN.

It can be used in both FtD and DtF modes, using a root-finding algorithm during FtD evaluation (see
Sec. 1). The double autoencoder structure allows to reduce the size of the space in which this root-finding
is performed, reducing the numerical cost and the risk of not converging.

DtF inference consists of the direct evaluation of decf (Fθ(encu(u)) whereas the FtD inference
consists in Algo. 1.

Algorithm 1 FtD inference using Newton’s method
Input: f, u0

f̃ = encf (f)
ũ = encu(u0)
while ∥Fθ(ũ)− f̃∥ > ε do

ũ← ũ− ∂Fθ(ũ)

∂ũ

−1

(Fθ(ũ)− f̃)

end while
u = decu(ũ)
Output : u

The choice of a suitable encoder and decoder architecture is problem-dependent and is a research
topic in itself. Instead, this work focuses in transcribing the physical governing equations into a latent
space. For that purpose, we have chosen encoders and decoders as simple fully-connected NNs for all the
test cases and the architectures of the present contribution with no effort in optimizing their architectures.
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This approach is conservative in the sense that results may only be better by improving the encoders and
decoders.

2.2. Energy-based latent model The learnable latent model structure can be chosen as general as
represented in Fig. 2, ie. using an arbitrary NN to learn the relation between ũ and f̃ . One of the
originality of our contribution is to propose the use of an energy structure in latent space inspired by the
physical constitutive equation. Instead of choosing Fθ as a NN, leading to a general NN(ũ) = f̃ latent
model, we choose Fθ of the form Fθ(ũ) = ∂ũŨ(ũ) with Ũ a learnable energy function of ũ, so that the
governing equation in the latent space ∂ũŨ = f̃ mimics the governing equation of the original problem
∂uU = f . For the roots to always exist, Ũ should be radially unbounded, which can be enforced by
choosing Ũ(ũ) = 1

2 ũ
⊤ũ+NN(ũ).

Computing the gradient of the latent energy with respect to ũ is required in both DtF and FtD inference.
Choosing the learnable energy Ũ(ũ) as a Radial Basis Neural Network [10] plus a quadratic term to ensure
that the energy is radially unbounded, makes its gradient with respect to ũ, ie. Fθ, simple enough to be
computed analytically which allows a time-efficient implementation. Additionally, radial basis functions
are more interpretable than LEBFC, whose weights are impossible to apprehend, contrary to radial basis
functions.

Employing a latent energy structure allows us to solve the FtD problem by minimizing Ũ(ũ)− ũ⊤f̃
wrt. ũ, which always converges to a local minimum. By contrast, Newton’s algorithm can converge to a
saddle point, see Fig. 6. In this case, the FtD inference is given by the Algorithm 2.

Algorithm 2 FtD inference using latent energy minimization
Input: f, u0 (and learning rate α)
f̃ = encf (f)
ũ = encu(u0)

while ∥∂Ũ∂ũ (ũ)− f̃∥ > ε do

ũ← ũ− α
∂

∂ũ
(Ũ(ũ)− ũ⊤f̃)

end while
u = decu(ũ)
Output : u

3. Experiments To validate the proposed approach, four different architectures are trained on several test
cases described below. All the architectures have the same double autoencoder structure; they differ only
by the learnable latent models, ie. by the choice of Fθ in Fig. 2.

3.1. Compared latent models The four different latent models compared are detailed below.

1. LFC-f ũ = FCNN(f̃). This Latent Fully Connected (LFC) is direct in FtD mode, which erroneously
prevents the existence of multiple FtD solutions. This architecture should therefore not be able to learn test
cases with nonconvex potential energy. Besides, it requires a root-finding algorithm in DtF mode, leading
to potential non-unique DtF solution, which is physically absurd. The advantage of this architecture is
its very low FtD inference time, explained by the fact that it is not iterative contrary to the three other
architectures below. It is analogous to the direct FtD NN architectures of [27, 29] (see Introduction).

2. LFC-u f̃ = FCNN(ũ). This latent model is direct in DtF mode and indirect in FtD mode, but has no
energy structure. It should be able to learn test cases with nonconvex potential energy. It is analogous
to the direct DtF NN architectures used in [8, 36] (see Introduction). FtD inference is achieved by a
Newton–Raphson procedure in the latent space as described in algorithm 1.

3. LEBFC f̃ = ∂
∂ũ

(
1
2 ũ

⊤ũ+FCNN(ũ)
)
. This Latent Energy-Based (LEB) Fully Connected (FC) model,

which is an original contribution of this work, is direct in DtF mode and is derived from a learnable latent
energy, which is a quadratic function plus a fully-connected NN, as described in subsection 2.2. FtD
inference uses latent energy minimization.

4. LEBRB f̃ = ∂
∂ũ

(
1
2 ũ

⊤ũ+RBNN(ũ)
)
. The only difference between LEBRB and LEBFC is the use

of Radial Basis NN to learn the latent energy instead of FCNN. The terminology LEBNN encompasses
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both. LEBRB is less general but allows time-efficient inference (see 2.2).
In the next subsections, we describe the test cases used in the comparison.

3.2. Test cases This may be misleading but despite their geometric simplicity, the chosen examples are
challenging due to their strong non-convex nonlinearities. On the contrary, learning a hyperelastic behavior
on a complex geometry (in terms of number of degrees of freedom or curvature) may be very simple if the
nonlinearity is small or large but convex. For instance, the easiest test case to learn in [39] is the one with
the largest number of dofs, because it has the weakest nonlinearity.

3.2.1. Two-spring examples The first test case is a 2-degree-of-freedom (dof) system: a mass connected to
two springs, see Fig. 3. Although the springs’ behavior laws are linear, the fact that the springs can rotate

kx

ky

m
uy

ux fxe⃗x + fy e⃗y

Figure 3: Two springs test case used to assess and compare the proposed architecture. Springs are
linear, but the geometry is nonlinear (large displacements).

around their attachment points by large angles gives rise to geometric non-linearity. The strain energy of
the structure can be shown to be:

U(ux, uy) =
1

2
kx(

√
uy2 + (1 + ux)2 − 1)2

+
1

2
ky(

√
ux2 + (1 + uy)2 − 1)2. (3.1)

Figure 4: Strain energy for each spring test case. Local minimum: . Local maximum: . Saddle point:
. The envelope of the displacements of each dataset is depicted by the black curves/rectangles.

The convex properties of U depend on the values of kx and ky. To illustrate the capability of the NN
architectures to learn various behaviors, we define the following subcases by varying the values for kx, ky
and the range of ux, uy or fx, fy.

LinSpr11DtF dataset kx = ky = 1. ∇U is linearized, leading to a quadratic strain energy:

U(ux, uy) =
1

2
kxu

2
x +

1

2
kyu

2
y. (3.2)

ux and uy are sampled within [−2, 2]. The inverse problem (FtD) has a unique solution.

ConvSpr11DtF dataset kx = ky = 1. ∇U is not linearized and are sampled from a subset (ux, uy ∈
[−0.2, 1.8]) on which the strain energy is convex. On this subset, the inverse problem (FtD) has a unique
solution.

Spr11DtF dataset kx = ky = 1. ∇U is not linearized and are sampled from a subset (ux, uy ∈ [−2, 2])
on which the strain energy is non-convex. On this larger subset, there are multiple FtD solutions. Up to 2
stable equilibria, 2 unstable equilibria and 3 saddle points coexist.
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Spr11FtD dataset kx = ky = 1. ∇U is not linearized and the force is sampled in a subset (fx, fy ∈
[−2, 2]) leading to displacements for which the strain energy is non-convex. There are multiple FtD
solutions, but the dataset contains only stable equilibria because of FtD data generation. Up to 2 stable
equilibria coexist.

Spr10DtF dataset kx = 1, ky = 0. ∇U is not linearized, one of the springs has zero stiffness. The
displacement is sampled from a subset (ux, uy ∈ [−2, 2]) on which the strain energy is non-convex. There
are multiple FtD solutions, one stable equilibrium and one unstable equilibrium for a nonzero force, and a
continuous circle of stable equilibria for f = 0, because the mass can rotate freely around the fixation
point of the remaining spring.

For these test cases, data generation has been done either in DtF (sampling 1000 random u and
computing f = ∂U

∂u ) or in FtD (sampling 1000 random f and computing u with a root-finding algorithm).
The FtD data generation leads to a dataset containing only stable equilibria whereas the DtF dataset also
contain unstable equilibria (if they exist), see Fig. 4.

3.2.2. Hyperelastic beam The second mechanical system is a hyperelastic fixed–free beam undergoing in the
large transformation framework. The constitutive law is a St-Venant–Kirchhoff (stresses are proportional
to strains); the non-linearity comes from the Green–Lagrange strain tensor. The beam was discretized in
space with 10 elements in a 2-dimensional space, with a a clamped node, corresponding to 18 degrees of
freedom. The discretized strain energy is a function of these 18 dofs and thus can not be visualized easily.

The beam parameters are the following: 10 nodes of which 1 is clamped, in a 2D plane (18 dofs),
length 1m, width and thickness 0.01m, density 7.8 , Young modulus 210GPa.

Since multiple static equilibra can coexist for one force f , data could not be generated with a direct
static solver. Instead, we used an in-house finite-element dynamic solver and applied a random oscillating
force history at the free end of the beam, and then maintained it constant as f . With little damping
(ξ = 2%), the oscillations would stop and we would obtain a stable pair (f, u) solution of the static
equilibrium equation. Using a dynamic solver was a way to perform FtD data generation, by approaching
different stable solutions dynamically, hence overcoming the non-uniqueness of the solutions.As for
the previous spring system, the maximum loading amplitude (25 kN) has been adjusted so that the non-
linearity induced by the large displacement is sufficient to obtain non-unique FtD solution, see Fig. 5.
The force f is chosen randomly within this range. The database includes 3778 (f, u) solutions. The
corresponding (f, u) database is available in [32].

beam at rest

F

F

Figure 5: Test case of a clamped–free hyperelastic beam loaded at its tip. Two stable equilibria for the
same given force are depicted.

3.3. Methodology For all architectures, the training is performed in the direct mode, ie. without root-finding
algorithm: in DtF mode, except for the LFC-f (in FtD mode). Latent models and autoencoders are trained
simultaneously by minimizing the sum of the prediction error and the two reconstruction errors. Each error
is weighted such that they have an equal contribution at the beginning of the training, and not adjusted
during training.

For each test case, the dataset was randomly divided into 80% for the training set and 20% for the
validation set. For each architecture and each test case, 10 trainings were done. The Adam optimizer [17]
with default parameters and a learning rate chosen using a LRFinder algorithm [33].

3.4. DtF validation metrics Given a displacement u (either for the spring-mass system or the beam), the
corresponding reference force fobj is compared with the NNs DtF predictions. Mean Absolute Error is
computed between the predictions and the objective for every (u, fobj) of the validation dataset.
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The LFC-f architecture is not direct in DtF mode; the inverse problem is solved with a Newton
method using a zero initial force f0.

3.5. FtD validation metrics Because the FtD solution is non-unique, an initial displacement u0 has to
be selected to compare the objective and the predictions. For the spring test cases, we built a (f, u0, u)
dataset by selecting random f and u0 and computing the corresponding FtD solution from the governing
equation. For the beam test case, u0 was chosen using the (f, u) validation dataset as u0 = u/2, which
ensures that u and u0 are in the same convex subset of the potential energy. Mean Absolute Error between
predicted and objective displacements is then computed from these given f and u0.

For the nonconvex cases, models can predict accurate stable equilibria that do not correspond to the
given u0: the root-finding algorithm may converge to a local minimum that is not the one reached by the
mechanical system. This phenomenon is evaluated by computing the ratio of the number of predicted
displacements in the right convex subset with the total number of cases: the metric is referred to as
"success percentage" in Tab. 1.

4. Results

4.1. Comparisons of latent model structures For the convex potential energies (test cases LinSpr11
and ConvSpr11), all four models learnt easily the system behavior with very high accuracy, see Tab. 1.
In the case of convex potential energy, ie. always unique FtD solutions, there is little point in using an
architecture requiring a root-finding algorithm in FtD inference. Direct FtD NN architecture such as
LFC-f or architectures of [27, 29] are sufficient to reduce FtD inference in such simple cases.

On Spr11DtF and Spr10DtF ie. the two non-convex test cases with a DtF data generation, latent
energy-based architectures outperform the two other architectures in terms of FtD evaluation metric,
see Tab. 1. For such test cases, there are unstable equilibria and saddle points inside the dataset. FtD
inference with LEBNN by energy minimization has a high success rate, better than LFC-u, in particular
because Newton’s method can converge to saddle points, see Fig. 6.

Error histograms in Fig. 11 show that the vast majority of samples lead to low errors (MAE < 0.05 for
u ∈ [−2, 2]) but few samples have an error of the same error of magnitude as u. Such errors correspond
to a FtD prediction being in the neighborhood of the wrong local minima, or close to a saddle point for
LFC-u. Histograms show that this phenomenon is rare with LEB architectures.

LFC-u is not as inaccurate for the Spr11FtD and the beam. Indeed, such cases were generated by
solving FtD problems, so that there are no unstable equilibria and saddle points in the training set to
deteriorate the convergence of FtD inference with Newton. LFC-f is unable to learn multiple stable
equilibria, leading to low accuracy.

Differences between LEBFC and LEBRB are insignificant, despite the lower inference time of LEBRB.

Initial position
Exact ≈ LEBRB

FC-DtF

Figure 6: From an initial position (in black) in the vicinity of a saddle point of the potential energy of
the system: FC-DtF converges to the (unstable) saddle point, while the LEBRB converges to the closest
stable equilibrium by minimizing the latent energy.

4.2. Interpretability of LEBNN The great advantage of LEBNN architectures is that they offer the pos-
sibility to visualize the latent energy, learnt only from a (u, f) database, ie. with no supervision of the
energy. Fig. 8 proves that the latter embeds the complexity of the energy of the initial problem.

The latent energy has the right numbers of minima, maxima and saddle points in the zone covered
by the training dataset, see Fig 9. The physical potential energy can be accurately reconstructed with
LEBNN from the latent energy using encu. For the spring test case, this assertion can be directly verified,
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Figure 7: Contour plot of the strain energy for the Spr10 test case. Reference U(ux, uy) (left).
Unsupervised prediction Ũ(encu(ux, uy)) with LEBFC (center) and LEBRB (right). While being
trained only on (u, f) pairs, both LEBNN architectures reconstruct the appropriate energy using only
(u, f) pairs. Local minima: . Local maximum: . The envelope of the displacements of Spr10 dataset
is depicted by the black rectangles.

Figure 8: Contour plot of the strain energy for the Spr11 test case. Reference U(ux, uy) (left).
Unsupervised prediction Ũ(h1, h2) with LEBRB (right). Energy in the physical and latent spaces have
the same topology. In particular, they have the same equilibria.

Figure 9: Contour plot of the strain energy learnt with the LEBRB for each dataset of Spr11, to be
compared with levelsets in Fig. 8 (left). The energy in the physical space and in the latent space have
the same topology. In particular, they have the same equilibria. Local minimum: . Local maximum: .
Saddle point: .

Figure 10: Contour plot of the strain energy in the latent space, for LEBFC (left) and LEBRB (right).
Both have a single local minimum corresponding to the non-deformed beam and crescent-shaped level
curves: for some f̃ , there are 3 static equilibrium ũ (two stable and one unstable), see e.g. Fig. 5.
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see Fig. 7. For the beam, u ∈ R18 so that U(u) cannot be plotted. However, LEBNN allows plotting of its
latent energy, which helps understand the system behavior: all the features of the system can be retrieved
from the latent energy: single local minimum, crescent-shaped level sets, see Fig. 10.

The following provides an insight on the reason why LEBNNs work in FtD mode while trained only in
DtF. The static problems FtD and DtF are both determined by the potential U . Compressing this potential
while preserving an energy structure in the latent space provides the ability to infer both displacements
from forces and forces from displacements without being trained in both ways. This illustrates the sound
architecture (latent energy) and an appropriate choice of latent space dimension: had it been chosen too
large, the NN would have not been invertible. Chosen too small, the inversion would be inaccurate. The
influence of the dimension of the latent space is discussed in Subsec. 4.4.

LFC-f

0 0.5 1
100

101

102

0

Mean Absolute Error

LFC-u

0 0.5 1

Mean Absolute Error
LEBFC

0 0.5 1

Mean Absolute Error

LEBRB

0 0.5 1

Mean Absolute Error

Figure 11: Error histograms for the four architectures in semi-log scale (Spr11DtF).

LFC-f LFC-u LEBFC LEBRB
LinSpr11
- DtF MAE 3.1± 1.1 1.9± 0.4 1.0± 0.3 0.9± 0.2
- FtD MAE 3.2± 0.7 1.6± 0.5 1.4± 0.3 1.1± 0.3
- % success 100± 0 100± 0 100± 0 100± 0
ConvSpr11
- DtF MAE 4.7± 1.7 2.5± 0.5 1.5± 0.2 1.6± 0.6
- FtD MAE 3.2± 0.6 1.7± 0.4 2.2± 0.5 2.6± 1.3
- % success 100± 0 100± 0 100± 0 100± 0
Spr11DtF
- DtF MAE 56.± 21. 5.1± 0.4 2.4± 0.3 1.3± 0.3
- FtD MAE 39.± 3. 15.± 5. 5.7± 1.1 3.0± 1.5
- % success 83.7± 2.0 93.9± 1.3 98.6± 0.5 98.8± 0.6
Spr11FtD
- DtF MAE 14.9± 1.2 13.8± 0.6 15.0± 1.6 10.3± 0.4
- FtD MAE 4.5± 0.7 4.6± 0.4 3.5± 1.0 3.7± 0.7
- % success 98.6± 0.2 99.1± 0.2 99.3± 0.4 99.1± 0.2
Spr10DtF
- DtF MAE 13.7± 1.7 3.9± 0.3 2.5± 0.5 1.5± 0.2
- FtD MAE 26.1± 0.7 18.3± 2.6 5.3± 1.3 1.9± 0.6
- % success 90.8± 0.3 94.8± 0.7 99.4± 0.3 99.9± 0.1
Beam
- DtF MAE 62.± 14. 7.9± 0.3 7.4± 0.7 5.5± 0.5
- FtD MAE 70.8± 0.2 17.9± 3.1 17.9± 1.9 14.9± 1.2
- % success 86.9± 0.1 97.8± 0.7 97.6± 0.4 97.9± 0.3

Table 1: Errors metrics evaluated for each dataset and architecture. Metrics were averaged on 10
trainings. Uncertainty is estimated by standard deviation. All MAEs were multiplied by 100. Metrics
are defined in Sec. 3.

4.3. Chosen hyperparameters The following tables provide the NNs’ architectures used for the above
results (cf Tab. 2 and 3). The hyperparameters of the two autoencoders (number of layers, hidden layer
size, activation functions) are the same for all four architectures and were not tuned. Using identity
functions for encf and decf makes it possible to directly superimpose the levelsets of U and Ũ in Figs. 7
and 9, but it is not compulsory, see for instance next paragraph. Corresponding codes are provided
online [32].
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encu Lin(64,2) o ELU o Lin(64,64) o ELU o Lin(2,64)
decu Lin(64,2) o ELU o Lin(64,64) o ELU o Lin(2,64)
encf id
decf id

case 1 (LFC-f ) u = RN(f) with RN=Lin(64,2) o ELU o Lin(64,64) o ELU o Lin(2,64)
case 2 (LFC-u) f = RN(u) with RN=Lin(64,2) o ELU o Lin(64,64) o ELU o Lin(2,64)
case 3 (LEBFC) f = d

du (1/2u
⊤u+RN(u))

with RN = ELU o Lin(64,1) o ELU o Lin(64,64) o ELU o Lin(2,64)
case 4 (LEBRB) f = d

du (1/2u
⊤u+RN(u)) with RN = ELU o Lin(64,1) o RBF(2,64)

Table 2: Springs test case: architectures used to generate the results. RBF (2, 64) denotes the radial

basis functions defined as: RBF (2, 64)(ũ) =
∑64

i=1

√
1 + ( ||ũ−ci||

si
)2.

encu Lin(64,2) o ELU o Lin(64,64) o ELU o Lin(18,64)
decu Lin(64,18) o ELU o Lin(64,64) o ELU o Lin(2,64)
encf R18 ∋ f 7−→ f̃ = [f17, f18] ∈ R2

decf R2 ∋ f̃ 7−→ f = [0, . . . , 0, f̃1, f̃2] ∈ R18

case 1 (LFC-f ) same as in Tab. 2
case 2 (LFC-u) same as in Tab. 2
case 3 (LEBFC) same as in Tab. 2
case 4 (LEBRB) same as in Tab. 2

Table 3: Beam test case: architectures used to generate the results.

4.4. Influence of the latent space dimension Fig. 12 depicts the FtD error as a function of DtF error
for each architecture and different latent dimensions: 1, 2 and 3. Note that in this part, encf and decf
were adapted from Tabs. 2 and 3 with an additional linear layer to match the latent space dimension. This
linear layer was also added in latent dimension 2 for a fair comparison with latent dimensions 1 and 3.
The errors are averaged on ten simulations for the springs test case and four simulations for the beam. The
errors are much lower for the latent space of dimension 2 and the Latent-Energy Based architectures. For
the beam case, despite displacement fields of dimension 18, they belong by construction to a 2D manifold:
the FtD generation was carried out by varying the two components of an external force. Therefore, the
resulting displacement fields can in theory be encoded in a 2-dimensional latent space.

A too small latent space dimension induces a loss of information and therefore large errors in DtF and
FtD. That can be seen in Fig. 12, blue points. A too large latent space dimension does not induce any
error in the direct sense, but its inversion with Newton’s method leads to absurd results because it goes
outside the manifold. This can be seen in Fig. 12: the architectures are much more accurate in the mode
they have been trained. This gives a practical method to set the dimension of the latent space: it should
match the number of parameters used to generate the database.

4.5. Influence of database size To get an insight on the influence of the dataset size, the four architectures
were trained with a small dataset of only 40 points randomly chosen, and 10 additional points for the
validation set. The batch size for the training is 8. Figure 13 shows that despite the small size of the
dataset, LEBRB is able to learn the energy with a reasonable accuracy. Tab. 4 compares the FtD and DtF
for the different architectures and assess them on an additional 1000 points (test set). It shows that the
LEBNN architectures are much more accurate, illustrating the relevance of introducing a latent energy.

LFC-f LFC-u LEBFC LEBRB
Spr11DtF
Training set (40 samples)
- DtF MAE 212.6± 155.7 2.3± 0.5 4.8± 0.77 0.61± 0.31
- FtD MAE 35.8± 2.5 40.0± 18.8 12.4± 0.22 9.5± 2.7
- % success 87.5± 2.5 87.5± 2.5 97.5± 2.5 97.5± 2.5
Test set (1000 samples)
- DtF MAE 163± 40.7 33± 1.8 16.7± 0.53 18.2± 0.02
- FtD MAE 83± 4.45 180± 121 18.2± 2.3 22.5± 1.01
- % success 76.7± 1.5 76.9± 5.05 96.4± 1.2 95.7± 0.25

Table 4: Errors metrics evaluated for each architecture on test case Spr11. Metrics were averaged on
10 trainings. All MAEs were multiplied by 100. Metrics are defined in Sec. 3.
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Figure 12: Errors in both modes (FtD and DtF) for the four architectures ( LFC-f , LFC-u,
LEBRB, × LEBFC) and different latent space dimensions: dimension 1, dimension 2, dimension 3.

Displacement ux Displacement ux

D
is

pl
ac

em
en

tu
y

Figure 13: Reference energy (left) and predicted energy with LEBRB trained with only 40 samples
(depicted in blue).

4.6. Comments on computation times Fair cost comparison between finite elements and neural networks
is difficult, because each of the methods depends on a lot of parameters: GPU/CPU, number of degrees of
freedom, implementation, etc. Moreover, overhead costs are possibly significant for datasets as small as
those considered here.

Algorithmic complexity is also case-dependent because of the structure of the involved matrices,
the numbering of the nodes, etc. However, for finite elements, it is between at best O(n) for beams
(band-diagonal structure independent of n) and at most O(n3) (cost of a LU decomposition), with typical
values between O(n2.3) and O(n3). The complexity of the NN inference is also subtle, depending on
whether the dimension of the latent space is fixed or not. For a given problem, the dimension of the latent
space is expected to be insensitive to mesh refinement: it depends on the physical phenomenon rather
than on the mesh refinement. Hence the inference of LEBNN in DtF mode scales as O(n), without the
training phase. Another obstacle to fair comparison is the number of iterations in the Newton–Raphson’s
algorithm, which may depend on n and the proximity with an unstable equilibrium.

With all these limitations in mind, as an indication for the reader, computing a static equilibrium of a
cantilever beam with 18 dofs using an optimized Finite Element dynamic code runs in about 5 s while the
NN runs in FtD in about 5ms, with no effort in optimizing either simulation method.

5. Conclusion Two NNs representative of already existing architectures (LFC-f and LFC-u) and two
flavors of Latent-Energy Based NNs (LEBNN) have been compared on several test cases exhibiting
various equilibrium typologies in the context of large strain hyperelasticity.

The different test cases include typologies where multiple solutions u to PDEs depending on a
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parameter f can coexist and for which no existing architecture and training methods are suitable. In
particular, a standard PINN architecture is incompatible with the multiplicity of FtD solutions and not
suitable for model reduction with varying boundary condition f .

Two modes were considered: predicting forces in response to imposed displacements on a mechanical
system, and predicting displacements in response to forces.

LEBNN is the only architecture leading to accurate results in both modes (despite being trained only
in DtF mode). This result is even more significative when the size of the dataset is small, which is of
practical interest (generating database can be costly). Additionally, LEBNN allows the visualization of the
underlying energy of the system in a low-dimensional latent space, providing an intuitive understanding
of its mechanical behavior and indicating that it has actually compressed sound physical information.

This work illustrates that including physical information within the NN architecture itself can be a
fruitful approach. The counterpart of the non-uniqueness in the "force to displacement mode" is that
LEBNN requires a Newton’s method. As for any NN, it also requires a choice of hyperparameters. In
particular, the dimension of the latent space must correspond to the physical intrinsic dimension for
LEBNN to be relevant. For simple convex problems, there is no interest in using LEBNN: training two
NNs LFC-f and LFC-u is sufficient to learn both FtD and DtF and there is no need for a Newton’s method.

The end objective is to extend the idea of a latent-energy based NNs to dynamical systems in solid
mechanics: for strongly nonlinear dynamical systems, T and U in the Lagrangian L = T − U play a very
different role: the kinetic energy T may depend on u but is always convex (quadratic) in u̇, while U often
encompasses most of the nonlinearities. The present work, which precisely consists in learning U , can
therefore be seen as a possibly fruitful approach to learning the behavior of nonlinear dynamical systems,
for instance with Lagrangian NNs, Hamiltonian NNs or NeuralODE.
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