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Stratification of Projection Maps From Toric Varieties
Boulos El Hilany, Martin Helmer, and Elias Tsigaridas

ABSTRACT. We prove a combinatorial version of Thom’s Isotopy Lemma for projection
maps applied to any complex or real toric variety. Our results are constructive and give
rise to a method for associating the Whitney strata of the projection to the faces of the
polytope of the corresponding toric variety. For all examples we produced, our resulting
algorithm outperforms known general purpose methods in Helmer and Nanda (FoCM,
2022), and Ðinh and Jelonek (DCG, 2021) for computing map-stratifications.

1. Introduction

A Whitney stratification of a complex variety is its decomposition into simpler compo-
nents called strata, which are smooth manifolds which fit together in a prescribed (and
desirable) way. One can also expand this notion to include analytic maps, which gives
rise to a piece-wise fibration. This procedure was first introduced to study singularities
of analytic maps and to classify manifolds [6, 21, 14]. We can also extend this decom-
position to apply to real (semi-)algebraic sets, where the corresponding algorithms are
mainly dependent on (variants of) cylindrical algebraic decomposition [15]; in this case
the applications include, among others, mathematical physics, PDEs, optimization, and
data science, e.g., [8, 18, 12, 3].

We can express the Whitney stratification of a variety, or a map, using the language of the
first order theory of the reals. This results in algorithms for computing the stratification
based on quantifier elimination techniques. Their worst case complexity bound is singly
exponential with respect to the number of variables (see e.g., [16, 19]), which would be an
optimal scenario for implementations. Nevertheless, to the best of our knowledge, such
implementations do not exist. This is so, mainly, due to the nature of quantifier elimi-
nation algorithms which rely on infinitesimals for computations. In turn, it contributes
to a general lack of practicality of such algorithms. In practice all computer implemen-
tations of real quantifier elimination instead rely on cylindrical algebraic decomposition,
which both has doubly exponential worst case complexity (with respect to the number of
variables) and tends to exhibit this worst case behavior on the majority of examples.

Using a different approach, Ðinh and Jelonek [12] proposed a technique to compute the
Whitney stratification of a polynomial map over an affine algebraic variety using asymp-
totic critical values of polynomial maps. Their methods are based on Gröbner basis com-
putations from elimination theory. However, the resulting algorithm becomes almost
unusable in practice as the number of variables needed in intermediate computations is
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over four times the number of variables appearing in the input. Rather recently, Helmer
and Nanda [9, 8, 10] overcame this obstacle by relying on the relation of Whitney strat-
ification with the conormal varieties [13, 4]. Their algorithms only doubles the number
of variables and even though it has double exponential worst case (due to Gröbner basis
computations) it is efficient in practice; we refer the interested reader to [9] for further
details and experimental results. We should also point out that some of the above results
were very recently extended to real algebraic varieties [11]. We notice that for a restricted
class of real varieties, Vorobjov [20] suggested a specialized algorithm for Whitney strati-
fication based on quantifier elimination, that suffers from the same (practical) drawbacks
as the similar algorithms for complex varieties.

The above-mentioned algorithms apply to all complex and real algebraic varieties and
can be extended to polynomial maps over them. Furthermore, no restriction or assump-
tion on the input is required. As a drawback, however, one is forced to disregard any
symmetry, combinatorics, or geometry of the objects at hand. The latter structure is an im-
portant characteristic of varieties emanating from applications. Accordingly, a reasonable
approach to accelerate the computationally intensive Whitney stratification algorithms is
to study the relationship between strata and structure.

We consider the problem of computing a Whitney stratification of projection maps on
toric affine varieties. Accordingly, we obtain a stratification of the parameter space of any
family of affine varieties, whose ideal is generated by binomial equations. Thus, each
stratum in the range corresponds to a subset of diffeomorphic binomial varieties. Such
varieties appear frequently, for example, in chemistry as mathematical models describing
chemical reaction networks [1, 17].

A Whitney stratification method for a (real and complex) toric variety XA correspond-
ing to any finite set A ⊂ Zν of lattice points already exists in [5, Theorem 5.3. §11.5.B].
Namely, each stratum coincides with a k∗-orbit (with k = R≥0 or k = C) of XA. In turn
the faces of A provide an accurate description for the strata of XA. Accordingly, any pro-
jection map π : XA −→ km, which forgets some coordinates, is expected to have a similar
stratified description.

We consider any pair (XA, π) as above and we describe a subdivision of the space km,
for which the restricted projection is a trivial fibration over each stratum. Altogether, the
strata are in bijection with the set of faces of conv(A). Our work gives rise to an algorithm
that takes XA as an input (either using A or the corresponding binomial representation)
and produces a subdivision of XA and of km. The subdivision of XA arises from set dif-
ferences of toric varieties XB, for some subset B ⊂ A that lies in a face of the polytope
conv(A), and the subdivision of km arises from the set difference of coordinate subspaces
of km (of different dimensions) determined by the faces of conv(A).

Our main result, together with the necessary notations, are presented in §2; it implies
that the face-lattice of conv(A) plays an important role in computing the strata of the
projection map. The running time of our resulting Algorithm 1 is dominated by (various)
combinatorial tasks. Consequently, this provides a significant (overall) run-time speedup.
We provide some experimental evidence of this by producing several examples in §2.1
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and making a comparison Table 2. In §2 we also present a detailed Example 3 to illustrate
Theorem 2 and the functionality of Algorithm 1.

In §3 we present the proof of our main Theorem 2; we show how to use the structure of
toric ideals to construct diffeomorphisms between fibers of the projection over the same
stratum.

2. Statement of the Main Theorem and Resulting Algorithm

We begin by briefly reviewing the required notations and definitions.

Let X be an algebraic variety of dimension d. We say a flag X• of varieties X0 ⊂ · · · ⊂
Xd = X is a Whitney stratification of X if, for all i, Xi − Xi−1 is a smooth manifold such
that Whitney’s condition B holds for all pairs M, N, where M is a connected component of
Xi − Xi−1 and N is a connected component of Xj − Xj−1. Such connected components are
called strata. A pair of strata, M, N with M ⊂ N, satisfy Whitney’s condition B at a point
x ∈ M with respect to N if: for every sequence {pn} ⊂ M and every sequence {qn} ⊂ N,
with lim pn = lim qn = x, we have s ⊂ T where s is the limit of secant lines between pn, qn
and T is the limit of tangent plans to N at qn. We say the pair M, N satisfies condition B if
condition B holds, with respect to N, at all points x ∈ M.

A stratification of a continuous map of topological spaces is defined as follows.

DEFINITION 1. Let X• and Y• be Whitney stratifications of topological spaces X and Y. The pair
(X•, Y•) is a stratification of a continuous function ϕ : X → Y if for each stratum M ⊂ X there
exists a stratum N ⊂ Y such that:

(1) the image ϕ(M) is wholly contained in N; and moreover,

(2) the restricted map ϕ|M : M → N is a smooth submersion, i.e. its derivative d(ϕ|S)x :
Tx M → Tϕ(x)N is surjective at each point x in M.

Our focus will in particular be on the stratification of a special class of polynomial maps.
Consider a polynomial map ϕ : X → Y between varieties X and Y. Thom’s First Isotopy
Lemma [15, Proposition 11.1] shows that whenever ϕ is proper, the restriction ϕ|M : M →
N is a C∞-fibration for each pair (M, N) of strata as in Definition 1. While the maps of
interest to us are almost never proper, we still obtain the analog of Thom’s First Isotopy
Lemma for a certain type of varieties which are given as follows.

Let k ∈ {R≥0, C}, and consider a parametric system of binomial equations which define
a prime ideal. That is, work in a ring k[x, c] where x = x1, . . . , xn are thought of as vari-
ables and c = c1, . . . , cm are thought of as parameters. Let A ∈ Zν×(m+n) be the matrix
representing a finite subset A ⊂ Zν having m + n points. Let IA = ⟨ f1, . . . , fr⟩ be a prime
binomial ideal in k[x, c] such that

X = XA =V(IA) = {(ta1 , . . . , tan+m) | t ∈ (k∗)ν}k
, (2.1)

for some integer ν, denoting the number of rows of A, and ai is the ith column of A. The
closure in (2.1) refers to the Zariski closure in the affine variety km+n. Then, for each
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parameter choice p ∈ km, we obtain a variety

X(p) = V( f1(x, p), . . . , fr(x, p)) ⊂ kn.

If X is given as in (2.1), it will be called an affine toric varietty, whereas the variety X(p)
above will be referred to as affine binomial – the latter type specializes to the former when-
ever, e.g., we have p = (1, . . . , 1).

Our goal is to study toric varieties given by parametric systems of binomial equations
above and obtain a stratification of the parameter space Y = km

c such that for each stratum
S of Y, and for any p, q ∈ S, the two binomial varieties X(p) and X(q) are diffeomorphic.

Let J ⊂ [n + m], and let TJ denote the coordinate subspace of kn+m given by:

TJ := {y := (x, c) ∈ kn+m | j ∈ J =⇒ yj = 0}. (2.2)

We use the convention T∅ = kn+m. With these notations in hand we now state our main
result, the proof of which is postponed to §3.

THEOREM 2. Let X be the affine toric variety in kn+m defined by a prime binomial ideal IA =
⟨ f1, . . . , fr⟩ in k[x, c], treating x as variables and c as parameters with km

c the space of parameters
and let π : X → km be the coordinate projection (x, c) 7→ c from X with Y = π(X). Use the
notations above and consider the two decompositions X• := {X ∩ TJ}J and Y• := {π(X ∩ TJ)}J
of the topological spaces X and π(X) respectively. Then the following statements are true:

(1) for each (connected) strata S of X•, we have π|S is a C∞-fibration, and

(2) the triple (X•, Y•, π) satisfies the two axioms of Definition 1.

On the one hand, the image of X under the projection π is an affine toric variety XB ⊂ km

for some subset B ⊂ A. Indeed, the projection retains only the coordinates (tai)i∈J for
some subset J ⊂ [m + n]. On the other hand, it is known (see, e.g. [2, Proposition 3.2.9])
that, if Γ is a face of conv(A), then any toric variety of the form XΓ∩A coincides with the
restriction of X to a coordinate subspace of km+n; note that Γ ∩ A includes all columns
of A (written as a matrix) which are contained in Γ, they need not be vertices of Γ nor
of conv(A). Therefore, thanks to Theorem 2, for each stratum of X, its projection is a
toric variety of the form XB, where the set B is a subset of the set Γ ∩ A given by the
coordinates of the projection, i.e. it is defined by the entries of Γ ∩ A which are retained
after projection.

2.1. Algorithm. Using the notations defined above, we derive from Theorem 2 the
following algorithm to stratify the projection map π : X → Y from the toric variety X
(treating x and c as variables) onto (the closure of) its image Y = π(X) in the parameter
space km

c . The resulting stratification (X•, Y•) is then such that the restriction π|R : R → S
is a C∞-fibration for each pair (R, S) of strata in (X•, Y•). In particular, the topology of
the fiber is constant on each stratum of Y.

As in the discussion following Theorem 2 we suppose X = XA is the toric variety of
interest and Y = XB = π(X) is the toric variety arising from the projection. Note that
since B ⊂ A, then for a face Γ of convA the intersection B ∩ Γ is well defined; namely, if
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B ∩ Γ = ∅ then the corresponding toric variety XB∩Γ is also empty. Finally, note that, in
particular, since the projection is expressed as (x, c) 7→ c, the set B corresponds to the last
m rows of the matrix A associated to our set A.

ToricStratMap(π : X → Y)
Input: The map π : X → Y.
Output: A stratification (X•, Y•) of π.

1 Set X• = {X,∅, . . . ,∅}, Y• = {Y,∅, . . . ,∅}
2 For each fi = zl ± zk set bi = l − k
3 Set V = [v1, . . . , vr]T be the matrix with rows vi and set A = ker V
4 Set P = conv(A)
5 Set B ⊂ A to be subset given by the last m rows of A
6 For each face Γ of P do:
7 d = dim(XΓ∩A)
8 Xd = Xd ∪ XΓ∩A
9 e = dim(XΓ∩B)

10 Ye = Ye ∪ XΓ∩B
11 Return (X•, Y•)

TABLE 1. Algorithm arising from Theorem 2.

2.2. Runtime Comparisons. We now compare Algorithm 1 to the general purpose
algorithms appearing in [10, 7] on several instances. We then conclude this section by
presenting Example 3 that illustrates the functionality of Algorithm 1. Since the new
algorithm, Algorithm 1, follows closely the combinatorial structure of the A-matrix and
the simple description of toric varieties, a better performance is expected on examples
with large numbers of generators, variables, and higher degrees relative to the general
purpose symbolic algorithms which apply to a much broader class of examples.

Input ToricStratMap Symbolic Alg. of [10] Symbolic Alg. of [7]

π : V(I1) → C, see (2.3) 0.08s 0.14s 0.12s
π : V(I2) → C3, see (2.4) 0.7s – 3.0s
π : V(I3) → C4, see (2.5) 3.4s – 5.7s
π : V(I4) → C4, see (2.6) 26.1s – –
π : V(I5) → C4, see (2.7) 712.5s – –

TABLE 2. Runtimes for the new combinitorial algorithm on several toric
map examples. The runtimes of the symbolic alternative algorithms use
version 2.11 of the WhitneyStatifications Macualay2 package. All exam-
ples are run in Macualay2 version 1.24.05. In the table, – denotes exam-
ples which take greater than 8 hours to run. Our implementation of Toric-
StratMap used in the tests above is available at: http://martin-helmer.
com/Software/WSToric.m2

http://martin-helmer.com/Software/WSToric.m2
http://martin-helmer.com/Software/WSToric.m2
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We remark that we do not include the algorithm of Ðinh and Jelonek [12] in Table 2
since the algorithm of [12] was unable to compute a stratification for the inputs above
in under eight hours; in fact the algorithm of [12] was also not able to compute a Whitney
stratification of the Whitney umbrella without any maps involved in 24 hours (see the
discussion in [8, 10]).

Below we list the defining equations for the examples appearing in Table 2. As before we
consider an ideal I in k[x1, . . . , xn, c1, . . . , cm] (in our case always a binomial ideal) where
we think of the n-tuple x as variables and the m-tuple c as parameters. Now, if we treat
both x and c as variables, this defines a variety X = V(I) ⊂ kn+m and our goal is then to
stratify the projection map π : X → km

c , (x, c) 7→ c. Below we abuse notation by writing
this in more compact form as π : V(I) → km

c . Note that in all the examples we consider,
the map π is surjective onto the parameter space, hence we always have Y = km

c .

Our first example, I1, is derived from the Whitney umbrella. Examples I3 and I5 come
from chemical reaction network theory; the example I3 comes from the two-site kinetic
proofreading model, [1, Example 2.6], while I5 comes from the two-site phosphoryla-
tion system as given in [17, Example 3.13]. In the cases arising from chemical reaction
networks, the cis represent (unknown) reaction rate constant parameters while the xi rep-
resent chemical concentrations, see, e.g. [1, §2.3], or [17, §2], and the references therein.

π : V(I1) → Cc. V(I1) ⊂ C3, I1 = ⟨cx2
2 − x2

1⟩. (2.3)

π : V(I2) → C3
c . V(I2) ⊂ C6, I2 = ⟨c2c3x3 − c1x2, c3x2

1 − x2
2, c1x2

1 − c2x2x3⟩. (2.4)

π : V(I3) → C4
c . V(I3) ⊂ C8, I3 = ⟨c3x1 − c4x2, c1x3x4 − c2x1⟩. (2.5)

π : V(I4) → C4
c . V(I4) ⊂ C9, I4 = ⟨c1x3 − x4, x2

1x3 − x2
2x4, c1x2

2 − x2
1, c3x3x2

5 − x3
1, c1x3

1 − c3x4x2
5⟩. (2.6)

π : V(I5) → C7
c . V(I5) ⊂ C16,

I5 =⟨c3x5 − c2x7, c5x4 − c4x6, c3x3x9 − c6x7, c2x3x9 − c6x5, c5x2x9 − c7x6, c4x2x9 − c7x4, c6x2x8 − c6x5,

c3x2x8 − c2x7, c2x2x8 − c2x5, c7x1x8 − c1x2x9, c5x1x8 − c1x6, c4x1x8 − c1x4, c6c7x6x8 − c5c6x5x9,

c3c7x6x8 − c2c5x7x9, c2c7x6x8 − c2c5x5x9, c6c7x4x8 − c4c6x5x9, c3c7x4x8 − c2c4x7x9,

c2c7x4x8 − c2c4x5x9, c3c7x3x6 − c5c6x2x7, c1c3x2x6 − c2c5x1x7, c5c6x2x5 − c2c7x3x6,

c5c6x1x5 − c1c6x2x6, c2c5x1x5 − c1c2x2x6, c3c7x3x4 − c4c6x2x7, c2c7x3x4 − c4c6x2x5,

c1c6x2x4 − c4c6x1x5, c1c3x2x4 − c2c4x1x7, c1c2x2x4 − c2c4x1x5, c1c6x2
2 − c2c7x1x3⟩.

(2.7)

EXAMPLE 3. Let k ∈ {R≥0, C}. Consider a family C := {Cc}c∈k ⊂ k2 of plane curves given by
the vanishing locus of the ideals of the form

cy2 − x2. (2.8)

Then, the curve Cc is diffeomorphic to {x = ±y} ∩ k2 for any c ̸= 0 in k, whereas C0 has no
other representative in C.
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FIGURE 1. The Whitney umbrella W ⊂ R3 obtained from (2.8); it contains
the real toric variety X = W ∩ R3

≥0 from Example 3.

This observation can be confirmed from a different point of view: The family C consists of fibers
π−1

∣∣
X (c) under the map π : X −→ k, π : (x, y, c) 7→ c, where X ⊂ k3 is the vanishing locus of

the ideal (2.8) in Z[x, y, c] (see Figure 1). The latter is a toric ideal, whose A-matrix is

A :=
[

1 0 2
1 1 0

]
=

[
a1 a2 a3

]
.

We can decompose X into seven strata, each of which corresponds to a face of P = conv(A) (see

a2

a3

a1

FIGURE 2. The set conv(A) ⊂ R2 corresponding to Example 3.

Figure 2). The polytope P has 3 vertices, which are the columns a1, a2, a3 of the matrix A, and
three edges [a3, a1] = conv (a3, a1), [a2, a1] = conv (a2, a1), and [a2, a3] = conv (a2, a3). The
collection of edges [a3, a1], [a2, a1], and [a2, a3], gives rise to the affine toric varieties (which are all
copies of k):

X[a3,a1]
:= X ∩ {y = 0} = V(x, y),

X[a2,a1]
:= X ∩ {c = 0} = V(x, c),

X[a2,a3] := X ∩ {x = 0} = V(x, y) ∪ V(x, c).

On the codomain side, the edge [a3, a1] gives a copy of Y = k (as does the whole polytope P), the
edge [a2, a1] gives a copy of V(c) ⊂ Y, and the edge [a2, a3] gives another copy of Y = k. The
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collection of vertices a1, a2, and a3, give rise to

Xa1 := X ∩ {y = c = 0} = V(x, y, c) = {(0, 0, 0)},

Xa2 := X ∩ {x = c = 0} = V(x, c),

Xa3 := X ∩ {x = y = 0} = V(x, y).

On the codomain side, a1 and a2 give copies of V(c) ⊂ Y, while a3 gives a copy of Y.

Hence the stratification (X•, Y•) of π is given by X• = (X2, X1, X0), Y• = (Y1, Y0), where
X2 = XA = X,

X1 = X[a3,a1]
∪ X[a2,a1]

∪ X[a2,a3] ∪ Xa2 ∪ Xa3 = V(x, y) ∪ V(x, c),

X0 = Xa1 , Y1 = Y = k and Y0 = V(c) = 0 ⊂ k. Therefore, we in particular obtain the
stratification Y• = {∅ ⊂ {0} ⊂ k} of k. Our main result states that over each connected
component of k∗ = k − 0 the map π|X is a fibration.

3. Proof of the Main Result and Associated Lemmas

This section is devoted to proving Theorem 2. In what follows, we retain all notations
from §2. However, when considering a (toric) variety X, rather than working with closed
sets when defining stratifications X•, and defining strata via set difference, we instead
work explicitly with the resulting (connected) open strata. We will abuse notation slightly
and write S ∈ X• when S is an open connected strata of X.

Recall that X ⊂ km+n is an affine toric variety with corresponding set of lattice points
A ⊂ Zν. We shall also need to define some additional notations. In what follows, we fix
a set A := {a(1), . . . , a(n + m)} ⊂ Zν, and consider the following sequence of functions

(k∗)ν ΦA−→ (k∗)n+m π−→ (k∗)m, (3.1)

where π is a projection (y1, . . . , yn+m) 7−→ (yn+1, . . . , yn+m), and ΦA is the toric map
t 7−→ (ta)a∈A.

Let J ⊂ [n + m], and let T∗
J denote the sub-torus of kn+m given by:

T∗
J := {y := (x, c) ∈ kn+m | yj = 0 ⇐⇒ j ∈ J}. (3.2)

Note that T∅ = (k∗)n+m. Let X∗ denote the intersection X∗ := X ∩ T∅, and consider the
map

F := π|X∗ : X∗ −→ (k∗)m, (3.3)

where π : X → km is the restriction of the projection (x, c) 7→ c to X.

We may now proceed with the proof of Theorem 2. A key ingredient in the proof of
Theorem 2 is the following result, which will be proven later in §3.2.

PROPOSITION 4. The map F is a C∞-fibration.
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3.1. Proof of Theorem 2. We first introduce the following result, which follows di-
rectly from [2, Proposition 2.1.8].

LEMMA 5. If X ∩ T∗
J ̸= ∅, then we have that

X ∩ T∗
J = ΦB((k∗)q),

where q := dim Γ, and B := Σ ∩ Zν for some face Γ of convA such that.

The first Item of Theorem 2 follows directly from Lemma 5 and Proposition 4.

Now, we show Item (2). Projecting each element in X• gives rise to a decomposition Y• of
π(X) that satisfies the first axiom in Definition 1.

To prove the second axiom of Definition 1, we proceed as follows. Thanks to Lemma 5,
it is enough to show that π|X∩T∗

J
is a submersion only for the case where J = ∅ (i.e., we

only consider the stratum X∗ ∈ X•).

To show that F is a submersion, we compute the Jacobian matrix of the pair (X∗, F). This
is a (m + r)× (n + m)–matrix A(x) = [JX | M], where JX is an r × (n + m)–matrix, and
M is a m × (n + m)–matrix, given as

JX :=

 ∂ f1/∂y1 · · · ∂ fr/∂y1
... . . . ...

∂ f1/∂yn+m · · · ∂ fr/∂yn+m

 , and M :=



0 · · · 0
... . . . ...
0 · · · 0
1 · · · 0
... . . . ...
0 · · · 1


.

Since X∗ ⊂ (k∗)m+n, the generators of I(X∗) are binomials that can be expressed as

fi = yβ(i) − 1, i = 1, . . . , r,

for some B := {β(1), . . . , β(r)} ∈ Zn+m. Therefore, we get

JX =

 β1(1) yβ(1)/y1 · · · β1(r) yβ(r)/y1
... . . . ...

βm+n(1) yβ(1)/ym+n · · · βm+n(r) yβ(r)/ym+n

 = yβ(1) · · · yβ(r)/(y1 · · · ym+n) · B,

(3.4)
where β(i) := (β1(i), . . . , βn+m(i)), and B is the matrix expression of B. Then, for all
y ∈ (k∗)n+m the rank of JX is independent of y.

Hence, A(x) has full rank for all y ∈ (k∗)n+m. This yields the proof of Theorem 2.

3.2. Very affine toric projections are fibrations. This part is devoted to proving Propo-
sition 4. The following two key lemmas will be proven at the end of this section.

LEMMA 6. If ν ≤ m, then the map F is proper.

LEMMA 7. If ν > m, then for each c ∈ (k∗)m, we have that F−1(c) is diffeomorphic to F−1(1, . . . , 1).
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PROOF OF PROPOSITION 4. Since the proof of Item (2) of Theorem 2 does not require
Proposition 4 (see §3.1), we can use it here. Then, we have that F is a submersion. Con-
sequently, thanks to Lemma 6, we can apply Thom’s First Isotopy Lemma to deduce that
F is a locally trivial fibration whenever ν ≤ m. Furthermore, Lemma 7 implies that F is a
locally trivial fibration whenever ν > m. This yields the proof of Proposition 4. □

PROOF OF LEMMA 6. For every c ∈ (k∗)m, we have

F−1(c) = {(x, c) ∈ (k∗)n × (k∗)m | ∃ t ∈ (k∗)ν, xi = ta(i) for i = 1, . . . , n, and

cj = ta(n+j) for j = 1, . . . , m}. (3.5)

Assume first that ν = m. On the one hand, there exists N ∈ N such that for each c ∈
(k∗)m, the system

cj = ta(n+j) for j = 1, . . . , m, (3.6)

has N solutions t ∈ (k∗)m. Indeed, the Jacobian matrix in t of this system is a matrix Â
scaled by a monomial in t, and the rows are vectors a(i) (see e.g., proof of Theorem 2).
Since the original subset A ⊂ Zν spans the space Rν, and the values ci are non-negative
for k = R≥0, the number of solutions t ∈ (k∗)m of the system (3.6) is finite and indepen-
dent of c.

On the other hand, the Jacobian matrix in t to the system

xi = ta(i) for i = 1, . . . , n, (3.7)

has also full rank due to the same reasons.

Therefore, the N solutions to (3.6) give rise to exactly N distinct points x ∈ (k∗)n. Hence,
we get #F−1(c) = N for any c ∈ (k∗)m. This implies that F is finite, hence, proper.

Assume now that ν < m. Then, consider a toric map ΦB : (k∗)ν × (k∗)m−ν −→ (k∗)n+m,
(t, s) 7−→ (ta(1)sb(1), . . . , ta(n+m)sb(n+m)), for some subset b(1), . . . , b(n + m) ∈ Zm−ν. We
may choose B so that the subset

C := {(a(1), b(1)), . . . , (a(n + m), b(n + m))} ⊂ Zν × Zm−ν

is non-degenerate. Then, the following inclusion holds

XA := ΦA((k∗)ν) = ΦB((k∗)ν × {(1, . . . , 1)}) ⊂ ΦC((k∗)m) =: XC .

From the first part of this proof, we have that π|XC
is proper. Then, for any affine subva-

riety S ⊂ XC , the map π|S is also proper. Since XA ⊂ XC , it follows that F is proper. □

PROOF OF LEMMA 7. Fix any point c ∈ (k∗)m. From the expression of F−1(c) in (3.5),
we have the following relation

I(F−1(c)) =
〈

x1 − ta(1), . . . , xn − ta(n), c1 − ta(n+1), . . . , cm − ta(n+m)
〉
∩ k[x1, . . . , xn].

Hence, this ideal is generated by binomials in x. Namely, there is a subset

{α(1), β(1), . . . , α(ν − m), β(ν − m)} ⊂ Nn
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and monomial functions φ1, . . . , φν−m : (k∗)m −→ k∗ satisfying

I(F−1(c)) =
〈

xα(1) − φ1(c) xβ(1), . . . , xα(ν−m) − φν−m(c) xβ(ν−m)
〉

.

Let s ∈ (k∗)n, such that we have

sα(i)−β(i) = φi(c), i = 1, . . . , ν − m.

The existence of s is a result of solving the above system of monomial equations in n
variables with n > ν − m; if k = R≥0, such solution will be in the positive orthant. Then,
it holds that

(s · x)αi − (s · x)βi = 0 ⇐⇒ xαi − φi(c) xβi = 0, i = 1, . . . , ν − m,

where s · x := (s1x1, . . . , snxn). We conclude that the automorphism x 7→ s · x sends
F−1(1, . . . , 1) to F−1(c). □
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