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Abstract. Learning an optimal classification model intrinsically depends
on data quality. Despite many efforts for its characterization, existing
methods have often limited quality measures to specific criteria, lead-
ing to the lack of comprehensive definitions and rigorous formulations.
Indeed, its evaluation is related to the context and often requires exter-
nal elements, which implies a process that is long and prone to errors.
Therefore, there is still a strong need for solutions that enable effective
data quality assessment.
This paper addresses the resulting scientific challenges and introduces a
new metric, specifically designed for numerical classification problems.
Unlike existing measures, the proposed solution is based on the corre-
lated evolution between classification performance and data deteriora-
tion. Therefore, it offers three main advantages: Being model indepen-
dent, not requiring the use of external reference data while offering a
solution that is easy to adapt for several real-world scenarios. Addition-
ally, we provide a comprehensive interpretation of the quality scores and
illustrate the main evaluation levels with use cases. We demonstrate its
effectiveness through extensive experiments and comparisons with the
state of the art.

Keywords: Classification · Numeric Dataset · Data Quality · Machine
Learning · Metric.

1 Introduction

Data plays a central role in many industrial and scientific fields [36]. However,
generating, collecting, and storing data does not guarantee an optimal use. In-
deed, several recent studies have highlighted the substantial loss that companies
can incur due to poor data quality. This has a significant impact on cost, decision
making and even customer satisfaction [31]. As a result, assessing the quality of
data before allocating resources to analyze and use it becomes crucial.
To achieve an accurate assessment of quality, it is essential to introduce rigorous
definitions and concepts that take into account relevant measures and appropri-
ate tools. In previous works, data quality has often been limited to the impact
of certain standard criteria, usually called quality dimensions. These serve as
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guidelines for evaluating assumptions or criteria, either objective or subjective,
in a specific context. For example, several works have focused on aspects such
as accuracy, completeness, reliability, usefulness or timeliness for particular ap-
plications and contexts [16]. These criteria have often been evaluated separately
or with a combination of scores that is difficult to justify. Hence, a first limita-
tion concerns the absence of a rigorous definition and, consequently, a precise
measurement.
In addition, the assessment of data quality is often linked to a specific context
which quite often requires external metadata, rules and reliable references. Es-
tablishing or extracting these external elements is generally a time-consuming,
expertise-dependent and error-sensitive process [12]. The need for external meta-
data to assess data quality reveals a second limitation and highlights the com-
plexity of providing in-depth assessments in their absence. This has been con-
firmed by recent studies which revealed the scarcity of tools capable of assessing
data quality effectively [12].
In this work, we deal with these limitation by introducing a new data quality
metric, adapted to learning models for numerical classification problems. From
the user point of view, the proposed metric takes data as input and returns a
score as well as a quality level (good, average or bad). This without requiring
external data such as metadata, rules to model the prior knowledge, or reliable
references. The proposed metric offers, among others, a notable advantage by
providing a consistent way to assess the quality of various types of datasets:
Varying number of classes, domains and dimensionalities. We have also paid a
special attention to define a metric that is easy to use, model independent and
easily interpretable.
To best clarify the context, we first report on previous works that have attempted
to propose definitions and measures for data quality. Subsequently, we present
the foundations of the proposed methods and describe the main contributions.

1.1 Related Work

Data Quality Dimensions Several papers introduce data quality measures
and their importance for specific applications and contexts. Some surveys have
attempted to extract a general quality definition along with the most used di-
mensions [12,35,8,5].

In [35], different types of data quality assessments are categorized into objec-
tive or subjective dimensions (in [12], the terms hard and soft measurements are
used instead). The subjective dimensions, e.g., Timeliness or Trust, which reflect
the needs of stakeholders, have domain-specific definitions that differ too much
to allow comparison between different datasets. On the other hand, the objective
dimensions, e.g., Accuracy or Validity, refer to quantifiable aspects that assess
the quality of the data. These dimensions are highly dependent on the context,
which is often defined using rules formulated by specialists in the domain of
the data at hand. Even though data contexts are mostly static, the formulation
of dynamic contexts was also proposed in [27]. The need for data contexts and
metadata, which are often long to write and prone to errors, entails that these
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dimensions are not simple to use or interpret and cannot be generalized since
different definitions are given.

The main dimensions used to characterize data quality, such as Accuracy,
Completeness, Consistency, and Timeliness, can be found in recent publications
[12,8,5]. Yet, there is no unified definitions of these concepts. For example, Accu-
racy definitions in the social and applied sciences rely on multiple notions [17].
Although there is agreement among definitions that Accuracy can be character-
ized using the concept of error magnitude, this consensus does not extend to
Accuracy measures. For instance, the authors of [12] identified three commonly
used measure definitions. The same authors also focused on Completeness. They
note that Completeness is usually defined as the "breadth, depth, and scope of
information contained in the data" on the condition that the data exists [42,6,12].
The most generic measure of Completeness is the number of complete elements
over the total number of elements. However, some minor variations are proposed
in [20,3]. Consistency usually aims to evaluate semantic rule violations over tu-
ples or relational tables [6]. These rules can be evaluated either with boolean
as proposed in [20] or fuzzy logic or, in some situations, can even be evaluated
over time by comparison to past data instances as suggested in [39]. Timeliness
refers to the temporal relevance of the information contained in a dataset and
also feeds on the notions of currency and volatility [6]. A discussion of various
definitions and measures for Timeliness can be found in [19], yet there is no con-
sensus on a unified definition. Within our context of classification tasks, Class
Imbalance, which refers to a situation where the distribution of instances across
different classes is not uniform, is another dimension often employed to evaluate
data quality.

While there are numerous dimensions discussed in the literature, many of
them are context-dependent and necessitate additional information before pro-
viding accurate measurements. Consequently, comparing different datasets is still
challenging.

Data Quality Tools The authors of [12] conducted a survey of 667 software
tools purportedly dedicated to data quality. Surprisingly, they identified only
11 tools that provide information about data quality, as opposed to focusing
on data visualization and profiling: Apache Griffin [15], Ataccama ONE [4],
DataCleaner [10], Datamartist [11], Experian Pandora [13], InformaticaDQ [22],
InfoZoom and its extension IZDQ [23], MobyDQ [37], OpenRefine [33] and its
extension MetricDoc [7], SAS Data Quality [38], and Talend Open Studio [41].

The data quality measures proposed by these tools were classified into the
4 following categories: Accuracy, Completeness, Consistency, Timeliness, and
others. The authors concluded that most of the tools provide one or two measures
that assist data engineers in data profiling only. They mainly focus on easing
the definition of data indicators and assisting data profiling. The authors also
put aside tools that rely on rules, since their writing require expert knowledge,
which is often not available. As a result, they only kept four tools: Apache Griffin,
InformaticaDQ, MobyDQ, and MetricDoc. Among these tools, we observed that
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three of them require external data. Apache Griffin and MobyDQ take as input a
reference dataset, making them less practical as ground truth reference datasets
are not always available. MetricDoc, which allows the computation of a ratio
of duplicates at the table level, asks for the user’s criteria to express what a
duplicate is. InformaticaDQ focuses on textual data, such as elements of postal
addresses, email addresses, etc., and is irrelevant to numeric datasets, which
is what our work focuses on. Finally, we tried to investigate the Data Quality
toolset by IBM [21]. However, despite taking the steps to access the free trial
version on their website, we could not secure working access to their API, which
is a problem that the authors of [12] also seem to have faced, as mentioned in
their paper.

In summary, few tools are available to assist data engineers in measuring data
quality. Most of these tools rely on a limited set of data dimensions, often requir-
ing external data. Currently, no publicly available tool offers a straightforward
method for measuring data quality across various datasets.

The Impact Of Data Quality On Performance Data quality evaluation also
indirectly appears when model performance is measured, e.g., with accuracy or
f1-score in the context of classification tasks [16]. Several studies have focused on
performance for observing the impact of some specific errors and their detection
and repair in this context [28,2,32,24]. The method presented in [9] estimates
the limiting performance of a classifier imposed by a database and its quality
defaults. Even though this method could be considered a premise of the current
one, it treats data as a static element and does not offer insight into identifying
the data quality issues that create these limitations.

These papers showed that data quality has a significant impact on the per-
formance of machine learning models. Besides, machine learning models trained
on high-quality data are generally more robust to generalization.

1.2 The Proposed Metric

These observations motivated us to present in [26] a preliminary work intro-
ducing a data quality measure for numeric classifications. This measure was a
special case of the more general metric covered in this study. The measure is
based on two concepts that allow to evaluate data quality, without the need of
dimension. Given a dataset, we firstly measure performance across a wide range
of classification models. Furthermore, we assess variations of performance when
data is deteriorated, i.e., when a small percentage of errors is injected into the
dataset in a controlled way. We indeed observed that the evolution of the perfor-
mance of a dataset that is slightly deteriorated incrementally does not follow a
linear curve, as we would expect. Instead, the performance evolution makes some
distinctive features stand out, which we shall capture by means of our metric.

Figure 1 exemplifies these concepts on three well-known datasets Iris [14],
(Breast) Cancer [43], and Adult [1]. We chose 12 different classification models
available in scikit-learn [34]: Logistic regression, K-Nearest Neighbors, Decision
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(a) Missing values in-
jected in training sets

(b) Outliers injected in
training sets

(c) Partial duplicates in-
jected in training sets

Fig. 1: Evolution of the mean accuracies (solid lines) and f1-scores (dashed lines)
when errors are injected in Iris, Cancer, and Adult (missing values (a), outliers
(b), and fuzzing (c)).

tree, Random forest, Ada boost, Naive Bayes, XGboost, Support vector classi-
fication, Gaussian process, Multi-layer perceptron, Stochastic gradient descent,
and Gradient boosting. We also selected three different types of errors: missing
values, outliers, and fuzzing, a.k.a. partial duplicates. In Figures 1a, 1b, and 1c,
we depict the evolution of the mean accuracies (solid lines) and f1-scores (dashed
lines) over 30 iterations of injecting controlled percentages of errors randomly
generated with a uniform distribution, in training data. We inject up to 95%
of errors with a 5% increment. The 12 classification models are then trained
on these deteriorated datasets with a random split using 80% of the data for
training and 20% for testing. Two main observations can be made from these
figures:

– Observation 1: accuracy and f1-score decrease with data quality when er-
rors are injected into training data. The extent of this decrease varies among
classification models and across the datasets. This observation is illustrated
in Figures 1a and 1b. For instance, in Figure 1a, for the dataset Iris, the
mean accuracy stays over 0.8 up to the injection of 35% of missing values
into training data. We can observe that by injecting 0 to 30% of errors, the
performance remains good. But after 35%, the mean accuracy curve drops
down. With 40% of missing values, the dataset seems to be of medium qual-
ity. For Breast Cancer, the curve drops when 10% of errors are injected. This
observation tends to suggest that the quality of Breast Cancer is lower than
the quality of Iris. This is what we intend to capture with our metric in a
more precise way.

– Observation 2: the decrease in accuracy and f1-score are nonlinear. They
are low when data is of good quality or when data is extremely deteriorated.
However, the decrease in performance is significantly high between these two
states. This performance behavior is especially visible in Figure 1a. We can
observe that the mean accuracy or f1-score drops down significantly with
only a 5% increment of errors. This performance drop reflects quality issues.
Our metric is designed to evaluate data quality between these two states.
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On the other hand, some error types have little to no impact on model
performances. For instance, Figure 1c shows that despite the incremental fuzzing
of the training data, the model performances stay quite steady. This observation
must also be encoded by our metric.

1.3 Contributions

We introduce a novel data quality metric DQ for numeric data within the scope
of classification tasks. DQ aims at measuring the quality of a dataset, through
model performance evaluation across a selection of classification models, along
with performance variations with a small dataset deterioration. To assist data
engineers in their quality analyses, we provide an interpretation of the DQ mea-
surements that categorizes a dataset as either of good, medium, or bad quality.
Ultimately, we offer an algorithm and tool for assessing data quality on a given
dataset, regardless of whether a trusted test set is provided (a test set, which has
been curated and verified to ensure that it can effectively be used to measure
performance).

The first benefit of DQ is its ability to facilitate the comparison of differ-
ent datasets of varied dimensions, number of classes, number of attributes, and
domains of application, as it does not use dimensions that can be interpreted dif-
ferently with regard to the context. Another important benefit is that our metric
does not require external data (metadata, rules, datasets, etc.), making it highly
user-friendly and applicable in real-life scenarios where access to such informa-
tion is often challenging. This paper also provides an empirical evaluation on 210
datasets, which investigates the effectiveness of DQ to return accurate quality
scores with or without trusted test set. We also compare DQ with some classical
quality dimensions, namely: Completeness, Class Imbalance, and Data Dimen-
sionality. We also investigate the efficiency of a prototype tool implementing the
computation of DQ.

DQ extends the first measure based on accuracy we proposed in [26] by
incorporating a list of measures each related to any performance indicator. This
offers the advantage for DQ to be versatile, i.e. to be effectively applicable in a
wider range of scenarios. Furthermore, this paper presents extensive experiments
to investigate four criteria related to the effectiveness and efficiency of the metric
under various conditions.

In summary, the major contributions of this paper are:

– the presentation of DQ, a novel data quality metric for numeric datasets in
the context of classification tasks. DQ corresponds to a vector of measures
that allow taking into account varied performance indicators,

– the interpretation of DQ with the proposition of thresholds and of three
straightforward quality levels (good, medium, bad),

– an algorithm for computing DQ on a dataset with or without trusted test
set,

– a tool publicly available in [25] to compute DQ on real datasets,
– an evaluation of DQ to investigate its effectiveness and efficiency.
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Paper organization: Section 2 presents our data quality metric DQ. We
define DQ independently to classification performance and show how to apply it
by considering two performance measures, accuracy and f1-score. We also discuss
the impact of having trusted test sets or not on the quality evaluation and present
an algorithm for computing DQ. In Section 3, we propose an interpretation of
DQ with regard to accuracy and f1-score. We then study the effectiveness and
efficiency of DQ in Section 4 through an empirical evaluation with 210 datasets.
Finally, Section 5 summarizes our contributions and draws some perspectives for
future work.

2 Definition Of The Metric DQ

DQ corresponds to a list of measures of the form (qΦ1 , . . . , qΦn) where Φi(1 ≤
i ≤ n) are performance indicators, e.g., accuracy. The next section presents
the general definition of qΦ, then we apply qΦ to two classification performance
indicators: accuracy and f1-score.

2.1 Definition Of qΦ

We use the following notations in the remainder of the paper: D is the dataset
to evaluate, the set of models is denoted M , and the set of error types is de-
noted E. Φ stands for a classification performance measure. qΦ is composed
of two formulas qΦ1 and qΦ2 that encode both observations discussed in Section
1.3. Specifically, given a dataset D, qΦ1 (D) formalizes Observation 1, i.e., the
performance evaluation across a set of classification models in M . The use of
multiple classification models aims at building a metric that is not model or
context-dependent. qΦ2 (D) formalizes Observation 2, i.e., the evaluation of per-
formance variations when a low percentage of errors are injected in training sets.
It aims at capturing abnormally high performance variations over small dataset
perturbations.

We define qΦ as:
qΦ(D) := max(qΦ1 (D), qΦ2 (D)) (1)

We chose to use the maximum to ensure that qΦ:

– increases as data quality decreases;
– is bounded between 0 and 1;
– captures the most variation of data quality possible.

Definition Of qΦ
1 We denote P (Φ,m,D) the performance of the model m ∈M

parameterized forD, with the performance indicator Φ. The average performance
PM (Φ,D) is defined as:

PM (Φ,D) :=
1

|M |
∑
m∈M

P (Φ,m,D) (2)
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We at least expect to get an average performance PM (Φ,D) greater than the
performance of the random classifier, which we denote αΦ. We have:

0 < PM (Φ,D)− αΦ ≤ 1− αΦ (3)

If PM (Φ,D) is lower, we consider the quality of D to be the lowest possible.
The function δ1 captures this statement:

δ1(PM (Φ,D)) :=

{
1 if PM (Φ,D) > αΦ

0 otherwise
(4)

We now define qΦ1 (D) as:

qΦ1 (D) := 1− PM (Φ,D)− αΦ
1− αΦ

δ1(PM (Φ,D)) (with αΦ < 1) (5)

We have 0 ≤ qΦ1 (D) ≤ 1, with qΦ1 (D) the closer to 0, the better the quality
of D.

Definition Of qΦ
2 qΦ2 captures the fact that the model performance is mostly

unaffected by small data deteriorations for high or low-quality datasets, as pre-
sented in Observation 2. We evaluate this property by measuring performance
variations of the classification models inM when a percentage of error is injected
into the data. To avoid any bias in our metric, we assume that errors are injected
randomly, with a uniform distribution in the training data. De,p stands for the
dataset obtained from D after injecting p percentage of error of type e.

∆PM,e(Φ,D) expresses the variation of performance, measured with Φ for a
specific error e and is defined as:

∆PM,e(Φ,D) :=
1

|M |
∑
m∈M

abs(P (Φ,m,D)− P (Φ,m,De,p)) (6)

Pragmatically, we observed that a small percentage of errors p is sufficient to
detect performance variations. For example, consider the dataset Breast Cancer
completed with 10% of missing values in Figure 1a (horizontal axis x=10). If
we inject 5% of errors in this dataset, the performance of the resulting model
(horizontal axis x=15) drops significantly. This result suggests that the dataset
Breast Cancer completed with 10% of missing values is of bad quality. If we
consider Iris (horizontal axis x=0), the injection of 5% of errors produces a new
dataset whose performance is not impacted (horizontal axis x=5). This suggests
that Iris is of good quality. A bigger percentage of errors would significantly
affect the content of the dataset, which would be too different from the original
dataset we want to evaluate.

We want ∆PM,e(Φ,D) to detect and measure significant variations of per-
formance, as small variations are expected due to the injection of errors into D.
To exclude small variations, we define δ2 as:
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δ2(∆PM,e(Φ,D)) :=

{
1 if ∆PM,e(Φ,D) > p

0 otherwise
(7)

We can now define qΦ2 (D) as:

qΦ2 (D) := min(
10

|E|
∑
e∈E

∆PM,e(Φ,D)δ2(∆M,e(Φ,D)), 1) (8)

We chose to add a factor of 10 in qΦ2 to express that a performance variation
of 10% or more when we inject a small amount of error in data is an indication
of bad data quality. As this factor does not keep the result bounded by 1, we
use the minimum function to define qΦ2 .

2.2 Application To Accuracy And F1-score

We exemplify the concretization of DQ with two performance indicators: ac-
curacy and f1-score. The former is widely used and easy to interpret. Still, it
is also well-known that accuracy may not be a reliable measure when the data
distribution is imbalanced across classes. While the f1-score is more challenging
to interpret, it does not suffer from this issue.

For accuracy, the data quality of D is measured with qacc(D) = (qacc1 (D),
qacc2 (D)). qacc1 requires to set the parameter αacc, which expresses the perfor-
mance achieved with a random class choice. Here, αacc = 1/c with the number
of classes in the dataset D. qacc2 (D) requires to set the percentage p of errors,
which are injected in the dataset D, in order to compute performance variations.
Pragmatically, we noticed that a small percentage of errors p = 5% is sufficient
to capture these variations. A higher value of p is possible but may lead to less
precise measurements of the loss of performance.

qf1(D) expresses the data quality of D measured by means of the f1-score.
With qf11 , as previously, we want an f1-score better than the performance of a
random classifier. If we denote the precision p and recall r, the f1-score is defined
as 2pr

p+r . Again, we consider that the f1-score should be better than the f1-score
of a random classifier with a uniform distribution of the data across the classes.
In other terms, we do not try to optimize recall or precision. As such, we set
p = r = 1

c and we obtain the parameter αf1 equal to 1
c as well. For qf12 , for

consistency reasons, we keep the percentage of errors p = 5%.
Both qacc and qf1 are based upon the set of classification models M and

the set of error types E. In the remainder of the paper, we consider that M is
made up of the following 12 classification models: Logistic regression, K-Nearest
Neighbors, Decision tree, Random forest, Ada boost, Naive Bayes, XGboost,
Support vector classification, Gaussian process, Multi-layer perceptron, Stochas-
tic gradient descent, and Gradient boosting. We selected these models through
scikit-learn [34] to cover varied types of models. The set E contains the three
error types studied previously: missing values, outliers, and fuzzing. We selected
them because these are considered classical error types often encountered in nu-
merical datasets. Besides, we observed that they have different impacts on model
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performance: outliers and missing values have the most impact on accuracies and
f1-scores; fuzzing tends to have less impact and offers the benefit of simulating
data generation.

2.3 The Impact of not having Trusted Test Set

Our definition of the metric DQ strongly relies on the evaluation of the per-
formance over a set of models. Most of the time, ready to use test sets are not
provided with the data. Thus, a test set is usually generated by partitioning
the original dataset D assuming that both the training and test sets have the
same quality. To reduce the impact of such a strong hypothesis, we empirically
show that our quality metric is still valid under this condition using several
sub-samplings from D.

We computed the accuracy and f1-scores from Iris, Breast Cancer, and Adult
after injecting controlled percentages of errors (missing values, outliers, and
fuzzing) from 0% to 95% with a 5% increment. However, instead of using trusted
test sets, we uniformly sampled 30 training and test subsets from D to train and
test the 12 classification models listed in M . Hence, we decrease the chance of
bad quality testing datasets.

(a) (b) (c)

Fig. 2: Evolution of mean accuracies and f1-scores when errors are injected in
Iris, Cancer, and Adult: missing values (a), outliers (b), and fuzzing (c).

Figure 2 gives, for each error type, the mean accuracy and f1-score of the 12
classification models. If we compare these results with the performances com-
puted on the same datasets with trusted test sets given in Figure 1, we observe
that even though individual values of mean accuracy and f1-score are different,
they stay in the same range. And most importantly, the overall decreases reflect
the same tendencies. As a consequence, both Observations 1 and 2, along with
the metric definition are still valid. We, therefore, consider that computing a
mean of qacc and qf1 over 30 re-samplings of D, when a trusted test set is not
available, makes sense.

Finally, we summarize all the steps mentioned previously for evaluating the
quality of D with DQ(D) in Algorithm 1. The metric interpretation, mentioned
in line 19 of this algorithm, is discussed in the next section.
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Data: Dataset D
Result: DQ(D) and its interpretation.
if D is made up of a trusted test set then

LD = (D);
else

Generate the list LD = (D1, . . . , D30) of resampled versions of D;
end
foreach qΦ = (qΦ1 , q

Φ
2 ) in DQ do

foreach Di ∈ LD do
Compute qΦ1 (D

i) as defined in Eq. 5;
foreach error type e ∈ do

Create a new dataset Di
e,p by injecting Di with p% of error e,

randomly generated with a uniform distribution;
end
Compute qΦ2 (D

i) with Eq.(8);
end
qΦ1 (D) = AM(Di∈LD)q

Φ
1 (D

i);
qΦ2 (D) = AM(Di∈LD)q

Φ
2 (D

i);
Compute qΦ(D) with Eq.(1);
Interpret qΦ(D);

end

Algorithm 1: DQ(D) computation

3 Interpretation of the Metric

As stated previously, DQ is a list of quality measurements (qΦ1 , . . . , qΦn). The
more diverse and numerous performance indicators Φ1, . . . , Φn employed, the
more nuanced and comprehensive the evaluation of data quality will be. As a
result, it is recommended to select the most appropriate indicators for the spe-
cific targeted objectives. The interpretation of a score list returned by DQ can
be achieved by studying every score and then striking a balance that aligns with
these objectives. If no objective is clearly set, we suggest consideringmax(qΦ1 , . . . ,
qΦn) to draw a data quality interpretation, capturing the worst possible data
quality.

In this paper, we consider two quality measurements, qacc and qf1. We pro-
pose to develop a more in-depth interpretation of every measurement by em-
pirically extracting two thresholds th1 and th2 that will allow us to express
three comprehensible levels of quality: good, medium, and bad. Setting optimal
thresholds is inherently difficult, as they act as boundaries that introduce uncer-
tainty, especially for datasets whose quality measurements reside in transitional
areas. Besides, predefined standards and objectives might also impact threshold
choices. To stay context-free, the definition of these thresholds will be solely
based on the impact of the dataset quality on the classification performance.
To guide our threshold selection, we empirically derived them by studying both
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measurements qacc and qf1 on 93 datasets.

(a) (b) (c)

Fig. 3: Evolution of qacc (solid lines) and qf1 (dashed lines) when errors are
injected in training data (missing values (a), outliers (b), and fuzzing (c)).

Initial threshold observations: we first estimate the thresholds by con-
sidering the known qualities of the datasets Iris, Breast Cancer, and Adult.
The first two datasets are widely accepted as having good quality in the lit-
erature, while Adult is of medium quality. We compute qacc(Iris) = 0.14,
qf1(Iris) = 0.16, qacc(Cancer) = 0.21, qf1(Cancer) = 0.25, qacc(Adult) = 0.51,
and qf1(Adult) = 0.52. It results that the threshold th1 should be above 0.3 and
th2 above 0.5 for both qacc and qf1.

Next, we study the accuracies and f1-scores on the datasets obtained from
Iris, Breast Cancer, and Adult when controlled percentages of missing values,
outliers, and fuzzing are respectively injected into the training sets, in 5% incre-
ments up to 50%. Figure 1 illustrates the performance curves for these datasets.
Figures 3a, 3b and 3c illustrate the evolution of qacc and qf1 when percentages
of missing values, outliers and fuzzing are injected in the original datasets.

Selection of th2: in Figure 1a, we observe that the quality of the datasets
derived from Breast Cancer with 10 up to 15% of missing values becomes bad
because of its high number of attributes combined with a relatively low number
of samples (31 and 569) mean that for 10 and 15% of missing values, most sam-
ples contain at least one missing value. A close inspection of the dataset actually
shows that at 10%, only 24 samples do not contain any missing values. If we
observe qacc(Cancer) and qf1(Cancer) in Figure 3a, we can deduce that th2
should be around 0.55 or 0.6. This is confirmed with the datasets obtained from
Adult after the injection of 15% of errors. Furthermore, in Figure 1b, we observe
that the datasets obtained from Adult with more than 10% of outliers go to
bad quality because both the accuracy and f1-score fall under 0.70. If we observe
qacc(Adult) and qf1(Adult) in Figure 3b we deduce that th2 should be set to 0.6.

Selection of th1: in Figure 1a, we observe that the datasets derived from
Breast Cancer with 5% and 10% of missing values go to medium quality because,
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even though the accuracy and f1-scores are high, a sharp decrease in accuracy
and f1-score is observed immediately with more than 10% of missing values.
If we observe qacc(Cancer) and qf1(Cancer) in Figure 3a for these same per-
centages of errors, we deduce that th1 should be set to 0.3. The quality of the
datasets derived from Iris when 35 and 40% of missing values are injected also
turns medium because we observe significant decreases in accuracy and f1-score
starting respectively from 35 and 40% of missing values. The results depicted in
Figure 3a confirms that th1 should be set to 0.3 because qacc(Iris) = 0.3 and
qf1(Iris) = 0.29 for 40 and 35% of missing values.

In Figure 1c, we can observe the performances of the models obtained from
Iris, Breast Cancer, and Adult with the injection of percentages of fuzzing. The
curves stay steady, which is expected as fuzzing does not induce a loss of in-
formation. Hence, the datasets derived from Iris and Breast Cancer must be of
good quality, and those from Adult must be of medium quality. In Figure 3c, we
observe that the quality scores given by qacc and qf1 confirm these observations
and do not contradict the previously established thresholds.

Proposition of quality levels: for both qacc and qf1, we finally propose
the following interpretation thresholds:

– qΦ ≤ 0.3: data quality is good;
– 0.3 < qΦ ≤ 0.6: data quality is medium;
– 0.6 < qΦ: data quality is bad.

These thresholds, along with the colors representing the three quality levels,
are depicted in Figure 3. We believe that these thresholds will serve as valuable
guides for data engineers, aiding them in the selection of datasets that will max-
imize the effectiveness of classification tasks. But, such thresholds have to be
seen as boundaries rather than absolute limits as they are uncertain. Pragmati-
cally, when a quality measurement qφ returns a value close to a threshold, data
engineers should proceed to further analysis to estimate the appropriate quality
level.

As mentioned previously, using several model performance measures should
provide a more nuanced evaluation of data quality. Figure 4 illustrates this
statement by showing both qacc and qf1 for the datasets obtained from Iris,
Cancer, and Adult after generating training sets with varying levels of class
imbalance while still maintaining a balanced test set. We artificially built imbal-
anced datasets by incrementally removing 5% of samples in one of the classes
of a dataset (always the same class). The horizontal axis expresses the obtained
datasets from 0% to 95% of removed samples. Figure 4 illustrates the interest in
using both accuracy and f1-score for measuring data quality. Unsurprisingly, the
figure shows that qf1 better captures the problem of class imbalance by return-
ing higher values than those given by qacc (hence, data quality measured with
qf1 is lower).
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Fig. 4: Evolution of qacc (solid lines) and qf1 (dashed lines) with imbalanced
classes for Iris, Breast Cancer, and Adult. The horizontal axis shows the per-
centage of samples removed in one class

4 Experimental Results

To empirically evaluate the proposed metric DQ, we investigated the following
four criteria (C1, C2, C3, C4):

1. The ability of DQ to correctly characterize data quality.
2. The relevance of DQ in the absence of trusted tests.
3. The comparison of DQ with quality dimensions.
4. The performance when using Algorithm 1.

These criteria were studied with the same parameters (E,M ,p) discussed in
Section 2.2. Before exploring these criteria, we first present the datasets used for
evaluation.

4.1 Datasets Description

Real datasets. We use five different datasets, Spambase, Heart Disease, Abalone,
Dry Beans, and Statlog [30], with varied number of classes, number of samples,
number of attributes, and applications. This choice is motivated by the study
of DQ across several real-world scenarios and conditions. Some details about
these datasets are summarized in Table 1 where the last column reports data
quality. We consider that Spambase is of good quality with regard to the mean
accuracy 0.9 obtained with the models of M . Besides, the number of samples
is relatively high (4601) for 57 attributes. The other datasets are considered of
medium quality since, for each case, the mean accuracy is relatively low. Addi-
tionally, Abalone and Dry Beans present high levels of class imbalance, which
are usually considered as quality issues. The mean accuracy for Dry Beans may
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appear very low compared to the others but this is not the case since it is a
seven-classes classification.

Table 1: Summary and details of the evaluation datasets.
Dataset Number of

classes Samples total Number of
attributes Features Class imbalance

Small class
Missing

data
Mean

accuracy
Estimated

data quality
Spambase 2 4 601 57 integers, reals 1 813 None 0.90 good

Abalone Original: 28
post-processing: 2 4 177 8 categorical,

integers, reals
1 407

post-processing None 0.84 medium

Dry Beans 7 13 611 16 categorical,
integers, reals 522 None 0.68 medium

Statlog 2 Original: 1 000
post-processing: 959 23 integers 275 41 0.76 medium

Heart Disease Original: 5 stages
post-processing: 2

Original: 303
post-processing: 297 13 categorical,

integers, reals
???

post-processing No 6 0.79 medium

Semi-synthetic datasets with deterioration. We created 150 variant
datasets from the initial ones through artificial deterioration in a controlled way.
We injected different percentages of missing values, outliers, or fuzzing separately
and uniformly. The error injection was performed in 5% increments up to 50%.
Additionally, we created 55 imbalanced variants by incrementally removing 5%
up to 50% of samples from the same class. In summary, the experiments were
performed on 210 datasets, including 205 variants. The datasets, results, and a
prototype tool based on Algorithm 1 are available online [25].

4.2 C1 Ability Of DQ to Characterize Data Quality Correctly

Setup: we investigate C1 by comparing measurements and quality levels given
by DQ with quality levels estimated manually. We considered the five datasets
presented in Table 1 along with 100 deteriorated datasets. We manually esti-
mated the quality levels of the datasets with 5%, 10%, 30%, 35%, and 50%
of errors (or having a reduction of x % of samples in one of the classes of an
initial dataset). These quality level estimations rely on our interpretation of 7
characteristics, which are summarized in Tables 7, 8, 9, 10, 11 and 9 given in
the Appendix. The data quality level interpretations are given in the columns
"E" of these tables. The datasets deteriorated with fuzzing are expected to keep
the same quality level as the initial datasets since this error corresponds to the
addition of partial duplicate samples.

Results: Figure 5 illustrates the DQ scores. We display qacc as solid lines
and qf1 as dashed lines, and we show the three quality levels in different colors.
In these figures, the x-axis represents the list of datasets with x percents of
deterioration. To make the comparison easier, the estimated quality levels and
the computed ones with DQ are given in Tables 2 - 5. For instance, the first table
summarizes the results for the datasets with 5, 10, 30, 35, and 50% of missing
values. This table also includes a specific column "Initial" to report the results
obtained from the 5 datasets before deterioration. The column "E" shows the
estimated quality levels, the column qacc (resp. qf1) reports the quality levels
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(a) (b)

(c) (d)

Fig. 5: qacc (solid curves) and qf1 (dashed curves). The x-axis shows datasets
with x percents of deterioration for a) missing values, b) outliers, c) fuzzing and
d) class imbalance.
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obtained with qacc (resp. qf1). The quality levels given by DQ that are different
from what is expected are marked in red.

Table 2: Comparison between estimated data quality (E) and measured quality
levels with qacc and qf1 for the datasets with 0, 5, 10, 30, 35 and 50% of missing
values. G,M,B stand for Good, Medium, Bad, respectively. Quality levels in red
show incorrect computed levels.

Dataset Initial 5% 10% 30% 35% 50%

E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1

Heart Disease M M M M M M M M B B B B B B B B B B
Statlog M M B B M B B M B B B B B B B B B B
Abalone M M M M M M M M M M M M M M M B B B
Spambase G G M M M M B B B B B B B B B B B B
Dry Beans M M M M M M M M M B B B B B B B B B

If both qacc and qf1 are used together to evaluate data quality, our metric
is effective at 95% to capture the correct quality levels (100 correct results for
105 datasets). If qacc or qf1 is used separately, we capture 87% of correct quality
levels with qacc and 81% with qf1. We now investigate the case where the quality
levels returned by DQ are significantly different from our estimations (quality
levels in red).

In Table 2, 2 of the 15 quality levels calculated for the initial datasets are
incorrect. For Statlog, qf1 expresses bad quality, whereas medium quality is
expected. This is because qf1 better detects the class imbalance problem in this
dataset. We interpreted the quality level of these datasets as medium, but we
could actually consider it as bad if class imbalance is central. For Spambase, qf1
returns medium instead of good. We can observe in Figure 5a that the values
given by qf1 are close to the threshold. The value, hence, falls within a region
of uncertainty. This problem due to thresholds chosen to separate the 3 quality
levels happens several times. In Table 2, for the deteriorated datasets, we again
observe that the values given by qacc and qf1 are close to the thresholds. For
example, it happens for Heart Disease with 10% of errors and for Statlog with
5% and 10%.

We studied the quality levels of the deteriorated datasets in red in Table 3.
Again, several incorrect quality levels are given by DQ because the scores are
close to thresholds. This translates to a zone of uncertainty for choosing between
two quality levels (for qacc: Statlog with 30% and 35% of outliers, Abalone with
50%; for qf1: Spambase with 30% and 35% of outliers, Dry Beans with 30% and
35%). We carefully studied the datasets Statlog with 5% and 10% of outliers,
and we again observed that qf1 better captures class imbalance.

We then studied the quality levels of the deteriorated datasets with fuzzing in
Table 4. Here, we always expect to obtain the same quality levels as the original
datasets for the deteriorated ones. Again, we observe that qf1 better detects the
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Table 3: Comparison between estimated data quality (E) and measured quality
levels with qacc and qf1 for the datasets with 5,10,30,35 and 50% of outliers.

Dataset 5% 10% 30% 35% 50%

E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1

Heart Disease M M M M M M B B B B B B B B B
Statlog B M B B M B B M B B M B B B B
Abalone M M M M M M M M M M M M B M B
Spambase M M M M M M M M B M M B B B B
Dry Beans M M M M M M M M B M M B B B B

Table 4: Comparison between estimated data quality (E) and measured quality
levels with qacc and qf1 for the datasets with 5, 10, 30, 35 and 50% of fuzzing.

Dataset 5% 10% 30% 35% 50%

E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1

Heart Disease M M M M M M M M M M M M M M M
Statlog M M B M M B M M B M M B M M B
Abalone M M M M M M M M M M M M M M M
Spambase G G G G G M G G M G G M G G G
Dry Beans M M M M M M M M M M M M M M M

class imbalance of the datasets derived from Statlog. For Spambase with 10, 30,
and 35% of fuzzing, we obtain a medium quality level instead of good, but once
more the scores illustrated in Figure 5c are close to thresholds.

Table 5: Comparison between estimated data quality (E) and measured quality
levels with qacc and qf1 for datasets with one class reduced by 5, 10, 30, 35 and
50% of samples.

Dataset 5% 10% 30% 35% 50%

E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1 E qacc qf1

Heart Disease M M M M M M M M M M M M B M B
Statlog M M M M M M M M M M M M B B B
Abalone M M M M M M M M M M M M M M M
Spambase G M M G M M G M M G M M G M M
Dry Beans M M M M M M M M M M M M M M M

We finally investigated the incorrect quality levels shown in Table 5. For
Heart Disease with one class reduced by 50%, both the qacc and qf1 scores
are close to the quality threshold, but qf1 better captures the class imbalance
problem. For the datasets derived from Spambase, we expect to obtain a good
quality level, but the metric always returns medium. We always measure good
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performance (accuracy and f1-score) with the first part of the metric (qacc1 , qf11 ).
But, we observe that the second part (qacc2 , qf12 ) presented in Table 6 also captures
the fact that small injections of errors (mostly missing values) in these datasets
imply a high reduction of performance. This is indeed problematic, especially if
the datasets are used for continuous machine learning. The 7 characteristics we
have considered to manually evaluate data quality are not sufficient to detect
this problem. So, we can consider that the results provided by our metric are
correct.

Table 6: Percentages of variations of accuracy and f1-score for a set of deterio-
rated versions of the dataset Spambase (forced class imbalance) in response to
the injection of 5% of missing values (M), outliers (O), and fuzzing (F).
Spambase 0% 5% 10% 30% 35% 50%

M O F M O F M O F M O F M O F M O F
Variation

of
accuracy

6.8% 2.3% 0.3% 8% 2.6% 0.5% 10.7% 3.1% 0.2% 8.4% 2.9% 0.1% 8.7% 2.4% 0.1% 8% 3.5% 0.7%

Variation
of

f1-score
6.9% 2.4% 0.3% 8% 2.7% 0.5% 11.6% 3.2% 0.2% 9.4% 2.9% 0% 9% 2.4% 0.1% 8.8% 3.5% 0.7%

To summarize for C1, if both qacc and qf1 are studied to evaluate data quality,
these experiments show that DQ is generally effective in estimating the correct
quality levels. If qacc or qf1 is used separately, we obtain unexpected quality
levels either on account of uncertainty (measures near thresholds) or because
qf1 better detects class imbalance problems. Consequently, both qacc and qf1

should be used to evaluate which measure is the most appropriate with regard
to the specific objectives and characteristics of the classification.

In these experiments, we have shown that the aggregation of qacc and qf1 into
one value is not an easy task as both measures capture their own characteristics
related to model performance. max(qacc, qf1) or the mean of both scores might
be simple ways for getting a single data quality value, but these aggregations
might lead to wrong interpretations, especially if the scores are close to quality
level thresholds. If there is no strict time constraint, it seems more relevant to
study both qacc qf1 and to perform more analysis.

4.3 C2 Relevance Of DQ Without Trusted Test Set

Setup: to investigate C2, we computed qacc and qf1 for the five datasets
Spambase, Heart Disease, Abalone, Dry Beans, and Statlog, along with their
variants, by using a trusted test set or by applying Algorithm 1, i.e., by uni-
formly sampling test and training sets 30 times. We then measured the differ-
ences ∆qΦe,p(D) := qΦe,p(Dtrusted) − qΦe,p(Duntrusted), which express the quality
differences computed for a dataset D deteriorated with p percents of error e
with or without trusted test set.
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Fig. 6: Distributions of ∆qae,p(D) and ∆qf1e,p(D) detailed for every 5% increment
of missing values, outliers and fuzzing up until 50%.

Fig. 7: Summary of the distributions of ∆qacce,p (D) and ∆qf1e,p(D) for 0% to 50%
of missing values, outliers and fuzzing.

Results: Figure 6 shows the distributions of∆qacce,p and∆qf1e,p for the datasets
with uniform injections of missing values, outliers, and fuzzing in 5% increments
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from 0% up to 50%. Figure 7 summarizes these results with one boxplot for
every error type and performance indicator (accuracy of f1-score). We observe
that the means of ∆qacc and ∆qf1 are close to 0 for the 3 errors. The boxplots
illustrated in Figure 6 shows that we sometimes have slight differences though.
The variations observed are primarily linked to the generation of few particular
test sets through sampling, which yield lower or higher performance scores.

These observations, along with those performed in Section 2.3, show that the
use of Algorithm 1 to compute DQ or the use of a trusted test set when available
give similar quality scores. But, the obtained quality levels may be different if
the qacc or qf1 scores are close to quality level thresholds. It is manifest that,
when available, relying on trusted test sets consistently yields superior results in
assessing data quality.

4.4 C3 Comparison Of DQ With Quality Dimensions

We now compare DQ with three objective dimensions, Completeness, Class Im-
balance, and Data Dimensionality, presented in [12,8,5,35,18]. We chose them
because, as our metric DQ, they do not require any metadata to produce mea-
surements. Besides, we have observed that these dimensions are often used by
data scientists. These comparisons aim at checking whether DQ agree with the
observations provided by these dimensions.

Fig. 8: max(qacc, qf1) when missing errors are injected in data (solid lines) and
the completeness ratio (dashed lines).

Completeness
Setup: to evaluate Completeness, we used the ratio #missing values

#total values [12]. Gen-
erally speaking, for a Completeness ratio equal to 0.3, the dataset quality is
expected to be of medium or bad quality. For a ratio of 0.5, the dataset quality
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is expected to be of bad quality. In order to compare DQ with this ratio, we
computed them on the five datasets presented in Table 1 along with the 50 dete-
riorated datasets obtained after injecting 5 to 50% of missing values randomly,
with a uniform distribution.

Results: Figure 8 illustrates the ratio with a dashed line and the scores
max(qacc, qf1) with solid lines for each dataset, which are again represented
in the x-axis. We chose to depict the maximum values for readability reasons.
When the Completeness ratio is equal to 0.3 (30% of missing values injected in
the datasets), we observe that all the datasets, except the one obtained from
Abalone, are evaluated as bad by DQ. And at 0.5, all the datasets are rated as
bad by DQ. Hence, DQ confirms with measurements the general expectations
of the dimension, but DQ returns precise results and interpretations for each
dataset. Hence, DQ should be used instead of this ratio. It is worth noting
that we already eventuated the correctness of the DQ measurements for these
datasets with C1.

Class Imbalance
Setup: we considered the ratio #samples(minority class)

#samples(majority class) [18] to measure the
Class Imbalance dimension. Generally speaking, a dataset having a ratio 30/70
is expected to be of medium or bad quality. With a ratio 10/90 or lower, a
dataset is expected to be of bad quality and should be rejected. We computed
this ratio and DQ for the five datasets presented in Table 1 and imbalanced
datasets incrementally obtained by deleting samples in one class to obtain these
imbalance ratios: 50

50 (balanced classes, this corresponds to the original datasets),
40
60 ,

30
70 ,

20
80 ,

10
90 , and

5
95 .

Fig. 9: max(qacc, qf1) on datasets having an imbalance ratio given by the x-axis.
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Result: Figure 9 illustrates the max(qacc, qf1) scores for each dataset rep-
resented on the x-axis. We observe that the curves max(qacc, qf1) increase with
the decrease of the class imbalance ratio. Therefore DQ captures the quality
issues caused by class imbalance. But, DQ and our quality interpretations do
not always meet the expected qualities suggested by the ratio. For instance, at
10/90, Dry Beans and Abalone are of medium quality whereas it is expected to
have datasets of bad quality (we showed in C1, that the results given by DQ are
correct for these datasets). These differences come from the fact that the Class
Imbalance dimension is not sufficient to conclude on data quality. We can have
a strong imbalance between a majority and a minority class but enough samples
in these classes to get good classification results. This is the case for Dry Bean.
However, it is worth noting that DQ is an objective metric. It cannot detect bias
involved by imbalanced classes such as a lack of fairness.

Data Dimensionality
Setup: we formulate Data Dimensionality with the ratio #Features

#MaxFeatures . We
measured DQ and this ratio for the 5 datasets of Table 1 along with 42 datasets
derived from the previous ones as follows: we started by sorting the features of
each dataset by importance using the random forest classifier. We reduced each
dataset to its most important feature, then we added the remaining features
incrementally, in order of importance, to build new datasets until all the features
were added back.

Fig. 10: max(qacc, qf1) as a function of #Features
#MaxFeatures when we reduce Data Di-

mensionality by removing features.

Results: Figure 10 depicts the scores max(qacc, qf1) with the x-axis ex-
pressing the datasets having a ratio #Features

#MaxFeatures between 0 to 1. As the initial
datasets have different numbers of features (#MaxFeatures), the curves have
different starting points. We observe that max(qacc, qf1) generally decreases as
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the number of features increases, which confirms what we expected, i.e. data
quality should increase when more features are included. However, these exper-
iments also confirm that Data Dimensionality cannot be used alone to measure
data quality. Indeed, we can observe with DQ the fact that datasets with more
features do not necessarily have better quality than datasets with less features.
For instance, Spambase with all its features (ratio at 1) is of medium quality
whereas Spambase with less features (ratio at 0.7) is of good quality. This can be
explained by the fact that Spambase with all its features include useless features
for classification that can hinder the convergence of the classifiers. This kind of
observation cannot be done with the ratio. Again, DQ seems more relevant to
measure data quality than this dimension.

These comparisons between objective dimensions andDQ suggest concluding
that our metric produces correct and more precise data quality measurements
than the values returned by the ratios considered for studying Completeness,
Class Imbalance, or Data Dimensionality.

4.5 C4 Performance Of Algorithm 1

Setup: we investigated how Algorithm 1 scales with the dataset sizes. We mea-
sured the computational time for 28 datasets derived from Iris and Adult with
a total number of samples ranging from 150 for Iris to 200 for Adult, and up
to 20000 for both of them. In order to limit the influence of a particularly good
or bad hyper-parameter tuning, we opted to use the default hyper-parameter
settings in scikit-learn implementations for the models in M . Execution times
were measured for a parallel computation of DQ with 8 CPUs on a laptop with
standard configuration: 2.5GHz, Intel Core i7 4-core, 16Go RAM.

y = 3E-05x2 - 0,1386x + 161,81
R² = 0,9969

y = 9E-06x2 - 0,0376x + 40,365
R² = 0,9982
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Fig. 11: Variation of the computational time (in seconds) as a function of dataset
sizes

Results: Figure 11 depicts the computational time in seconds of our algo-
rithm w.r.t. dataset size. We first observe that the curves are quite different: the
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Computational time is generally tied to the complexity of the dataset structure,
and we believe that this observed difference is influenced by the structures of Iris
and Adult (Iris has 4 attributes and 3 classes and Adult has 10 attributes and
2 classes). At worst, with Adult, we observe that Algorithm 1 requires almost 2
hours and a half to compute DQ. Furthermore, both curves exhibit a quadratic
trend, which indicates that our algorithm does not scale well. This is an expected
issue inherent in our approach. The larger the dataset or the more complex the
dataset structure, the longer it takes to compute DQ. Furthermore, if the set
M of classification models is completed or if more complex models are used, the
computation time might increase drastically. This issue needs to be investigated
in future work.

4.6 Threats To Validity

In order to ensure the validity of the experimental results, we identified and
addressed 8 possible threats: 4 internal and 4 external. The first factor, which
may threaten the internal validity, concerns the implementation of classification
models in M . To mitigate this, we used scikit-learn [34], a widely used library.
The second threat is related to the hyperparameterization of these classification
models. To address this threat, we used a grid search to set the hyper-parameters
for classification models on all datasets without any deterioration and then used
them for the rest of the experiments. The third and fourth threats are related to
the number of datasets used to study the impact of not having trusted test set
on measurements and those used to set the interpretation thresholds for DQ. To
address these threats, we studied these aspects with three different datasets and
their 175 variants. Besides, we evaluated these aspects with other datasets. But
further datasets could be considered to confirm our results.

Regarding the external threats, the first one concerns the choice of the evalu-
ation datasets. To ensure that our results are not biased, we chose freely available
datasets and widely used in the literature. We also selected datasets that cover
various applications and ranges of dimensions. The second threat is the choice of
classification models. To mitigate this, we selected a wide range of classification
approaches, from simple regressions to neuronal networks. The third threat is
related to the generation of deteriorated datasets. To address this, we decided
to generate them by injecting errors randomly, with a uniform distribution, in
order to limit as much as possible the creation of additional bias. Finally, the
last threat is the error types we considered to generate the deteriorated datasets.
We considered three common error types along with the class imbalance prob-
lem. However, datasets may also contain other types of errors or combinations.
Consequently, our results and conclusions are limited by this choice, and further
experiments will be necessary to address these limitations.

5 Conclusion

We have introduced a novel data quality metric specifically designed for numeric
datasets in classification tasks. The proposed metric is based on the correlated
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evolution between the classification performance and data deterioration. Ex-
tensive experiments and illustrations demonstrate its primary benefits: Being
model-independent and not requiring external data or expert knowledge. More-
over, its inherent flexibility allows easy adaptation for diverse real-life scenarios.
To make the proposed metric easy to interpret, we have provided a compre-
hensive interpretation of its scores and illustrated key assessment levels. Based
on extensive experiments and comparisons with some objective state-of-the-art
quality dimensions, we have shown that the proposed metric has succeeded in
characterizing data quality for different types of datasets including use cases of
good, medium, and bad quality. Data, results, and the code are available online
via the link [25].

For Future works, several aspects require further investigation and improve-
ment. Initially, we aim to further explore the adaptability and versatility of DQ
by expanding its evaluation with additional datasets. We indeed considered nu-
meric datasets, but there is a wide variety of numeric data, and our evaluation
does not include them all. For instance, incorporating datasets of images, audio
data, geospatial data, and other sub-types of numeric data that can be very spe-
cific to some applications, such as medical imaging, could be a valuable addition.
Another future work to consider when computing DQ is the measurement of per-
formance with test sets. In our current DQ implementation, we use a trusted
test set if available or compute DQ as a mean over 30 random resamplings of
training and test sets otherwise. While resampling is a common approach, it
may not always be optimal, and various alternative techniques have been pro-
posed (see [40]). Mutation testing [29] is another approach to improve the test
set quality. However this approach is time-consuming and is not generalized for
any classification model. Exploring the extension of our metric to other types
of machine learning, such as regression or clustering, is also worth considering.
Further studies and evaluations are here necessary to ascertain the compatibil-
ity of DQ with other performance indicators associated with these tasks and to
refine its interpretation.

6 Annex

Table 7: Data quality when 10% and 15% of missing values are injected in data

Dataset

Number
of

classes

Number
of

samples

Number
of

attributes
CImb(D)

Values at 10% of deterioration
Comp(D) = 0.9

Values at 15% of deterioration
Comp(D) = 0.85

accuracy f1-score
Estimated

data
quality

accuracy f1-score
Estimated

data
quality

Heart Disease 2 297 13 0.08 0.72 0.69 medium 0.66 0.63 bad
Statlog 2 959 23 0.43 0.7 0.57 bad 0.61 0.5 bad
Abalone 2 4 177 8 0.33 0.85 0.83 medium 0.85 0.82 medium
Spambase 2 4 601 57 0.21 0.51 0.41 bad nan nan bad
Dry Beans 7 13 611 16 0.35 0.67 0.63 medium 0.6 0.54 medium
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Table 8: Data quality when 10% and 15% of outliers are injected in data

Dataset

Number
of

classes

Number
of

samples

Number
of

attributes
CImb(D) Comp(D) Values at 10% of deterioration Values at 15% of deterioration

accuracy f1-score
Estimated

data
quality

accuracy f1-score
Estimated

data
quality

Heart Disease 2 297 13 0.08 1 0.75 0.74 medium 0.72 0.71 medium
Statlog 2 959 23 0.43 1 0.72 0.57 bad 0.71 0.53 bad
Abalone 2 4 177 8 0.33 1 0.81 0.78 medium 0.8 0.77 medium
Spambase 2 4 601 57 0.21 1 0.8 0.79 medium 0.77 0.76 medium
Dry Beans 7 13 611 16 0.35 1 0.59 0.57 medium 0.56 0.53 medium

Table 9: Data quality when 10% and 15% of one class is deleted (we start with
balanced classes)

Dataset

Number
of

classes

Number
of

attributes
Comp(D) Values at 10% of deterioration Values at 15% of deterioration

CImb(D)
Number

of
samples

accuracy f1-score
Estimated

data
quality

CImb(D)
Number

of
samples

accuracy f1-score
Estimated

data
quality

Heart Disease 2 13 1 0.04 263 0.81 0.8 medium 0.07 257 0.77 0.76 medium
Statlog 2 23 1 0.04 528 0.73 0.72 medium 0.06 517 0.73 0.72 medium
Abalone 2 8 1 0.04 2 701 0.79 0.79 medium 0.06 2 645 0.79 0.79 medium
Spambase 2 57 1 0.04 3 481 0.92 0.92 good 0.06 3 408 0.9 0.9 good
Dry Beans 7 16 1 0.02 3 612 0.69 0.65 medium 0.03 3 591 0.7 0.67 medium
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Table 10: Data quality when 30% and 35% of missing values are injected in data

Dataset

Number
of

classes

Number
of

samples

Number
of

attributes
CImb(D)

Values at 30% of deterioration
Comp(D) = 0.7

Values at 35% of deterioration
Comp(D) = 0.65

accuracy f1-score
Estimated

data
quality

accuracy f1-score
Estimated

data
quality
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Table 11: Data quality when 30% and 35% of outliers are injected in data

Dataset

Number
of

classes

Number
of

samples

Number
of

attributes
CImb(D) Comp(D) Values at 30% of deterioration Values at 35% of deterioration

accuracy f1-score
Estimated

data
quality

accuracy f1-score
Estimated

data
quality
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of

classes

Number
of

attributes
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CImb(D)
Number

of
samples

accuracy f1-score
Estimated

data
quality

CImb(D)
Number

of
samples

accuracy f1-score
Estimated

data
quality
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