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Secrecy Energy Efficiency Maximization in RIS-Aided
Wireless Networks

Robert Kuku Fotock, Student Member, IEEE, Alessio Zappone, Senior Member, IEEE,
Marco Di Renzo, Fellow, IEEE

Abstract—This work proposes a provably convergent and low
complexity optimization algorithm for the maximization of the
secrecy energy efficiency in the uplink of a wireless network aided
by a reconfigurable intelligent surface (RIS), in the presence of
an eavesdropper. The mobile users’ transmit powers and the RIS
reflection coefficients are optimized. Numerical results show the
performance of the proposed methods and compare the use of active
and nearly-passive RISs from an energy-efficient perspective.

Index Terms—RIS, energy efficiency, physical layer security,
resource allocation.

I. INTRODUCTION

RECONFIGURABLE intelligent surfaces (RISs) have
emerged as a major candidate technology for future wireless

networks. In particular, they increase the rate with lower energy
consumption than traditional antenna arrays, thanks to their
simpler hardware [1]–[4]. This potentially unlocks unprecedented
energy efficiency (EE) gains, which is a major requirement in
future wireless networks [5]. On the other hand, the fact that
RISs are not equipped with dedicated transmit amplifiers may
limit their rate gains. Thus, active RISs have been put forth,
which deploy analog amplifiers to increase the amplitude of the
incoming signal [6]. However, this leads to a fundamental trade-
off in terms of EE, since the use of more complex hardware
causes larger energy consumptions, too. In [7], the EE of active
and nearly-passive RISs is compared, showing that active RISs
do not always provide better EE.

Another key requirement in future wireless networks is
security. Several contributions have appeared which study the
use of RISs in conjunction with physical layer security. However,
most available contributions focus on the maximization of the
system secrecy rate, without addressing the system EE, i.e. the
so-called secrecy energy efficiency (SEE) [8]. In the context
of RIS-aided networks, available studies focus mainly on the
system secrecy, without discussing EE aspects. A non-orthogonal
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multiple access (NOMA) network which employs a simultaneous
transmission and reception (STAR) RIS is considered in [9],
and the system secrecy outage probability is characterized. A
NOMA-based network aided by a STAR-RIS is also considered
in [10], and closed-form approximations of the secrecy outage
probability are derived. Secrecy outage and average rate of an
RIS-aided network are analyzed in [11], assuming that the RIS
can apply discrete phase shifts. In [12], analytical expressions of
the ergodic secrecy rate of an RIS-aided network with multiple
eavesdroppers are derived. In [13], a STAR-aided NOMA-based
network is considered and the system worst-case secrecy capacity
is maximized. In [14], the ergodic secrecy capacity of an RIS-
aided wireless network is analyzed and approximated in closed-
form, considering flying eavesdroppers. In [15] the secrecy outage
probability of an RIS-aided network is analyzed. In [16], the
secrecy maximization rate of an RIS-aided network powered by
wireless power transfer is optimized. In [17] the secrecy rate
of an RIS-aided network with space ground communications is
optimized. In [18], the sum secrecy rate of a multi-user RIS-aided
wireless network is addressed. In [19], secret communications
aided by an RIS are implemented by a data interleaving method.

While all the aforementioned works do not focus on the EE
of secret communications, the SEE in RIS-aided networks is
considered in a few works. In [20], a deep reinforcement learning
method is employed to optimize the SEE of an RIS-aided network.
In [21], a combination of alternating maximization and sequential
programming is employed to maximize the SEE of a multi-user
network. A blend of sequential programming and alternating
optimization is also used in [22], wherein the minimum SEE
of a multi-user network is optmized. While these few previous
contributions on the SEE of RIS-aided networks focus on the use
of nearly-passive RISs, this work introduces a new model that is
general enough to encompass both active and nearly-passive RISs.
Moreover, the proposed models is general enough to encompass
a new and more general kind of RIS, namely RISs with global
reflection capabilities. This new kind of RISs generalizes the
use of traditional RISs with local reflection capabilities since the
constraint on the reflected power is not applied to each reflecting
element individually, but rather to the complete surface [23].

II. SYSTEM MODEL AND PROBLEM FORMULATION

Let us consider a network consisting of K single-antenna
mobile transmitters, labeled as Alices, which communicate with
their receiver, labeled as Bob, equipped with NB antennas,
through an RIS, equipped with N reflecting elements. In the
same area, we assume the presence of an eavesdropper, which
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Fig. 1. RIS-aided wireless network scenario

is equipped with NE antennas and labelled as Eve, e.g. a
neighboring base station from another operator. The considered
scenario is depicted in Fig. 1. Let us denote by pk the k-th user’s
transmit power, by γ “ pγ1, . . . ,γN q the N ˆ1 vector containing
the RIS refelction coefficients, by hk the N ˆ1 channel between
the k-th user and the RIS and by GB and GE , the NB ˆ N
and NE ˆ N channel from RIS to Bob and Eve, respectively.
Given this setup, the SINR of user k at the intended (Bob) and
eavesdropping (Eve) receivers after applying the receive filters
ck,B and ck,E , respectively, are;

SINRk,B “
pk

ˇ

ˇ

ˇ
cHk,BAk,Bγ

ˇ

ˇ

ˇ

2

cHk,BWBck,B `
ř

m‰k pm

ˇ

ˇ

ˇ
cHk,BAm,Bγ

ˇ

ˇ

ˇ

2 (1)

SINRk,E “
pk

ˇ

ˇ

ˇ
cHk,EAk,Eγ

ˇ

ˇ

ˇ

2

cHk,EWEck,E `
ř

m‰k pm

ˇ

ˇ

ˇ
cHk,EAm,Eγ

ˇ

ˇ

ˇ

2 (2)

where Ak,B “ GBHk, Ak,E “ GEHk, while WB “ σ2
BINB

`

σ2
RISGBΓΓHGH

B and WE “ σ2
EINE

` σ2
RISGEΓΓHGH

E are
the overall covariance matrix of the intended and eavesdropping
receivers, with Γ “ diag pγq, σ2

RIS the noise variance at the
RIS, while σ2

B and σ2
E the noise variances at the legitimate and

eavesdropping receivers, respectively. Thus, the system secrecy
rate is given by

RS “

«

ÿ

k

pRk,B ´ Rk,Eq

ff`

“max

#

ÿ

k

pRk,B ´ Rk,Eq , 0

+

“max

#

K
ÿ

k“1

log2 p1`SINRk,Bq´log2 p1`SINRk,Eq , 0

+

(3)

As for the power consumption of the legitimate system, the radio
frequency power consumed by the RIS is given by the difference
between the incident power on the RIS Pin and the power that
departs from the RIS, Pout, which after some elaborations [24],

can be computed as

Pout ´ Pin “ tr

˜

K
ÿ

k“1

pkΓhkh
H
k ΓH ` σ2

RISΓΓ
H

¸

(4)

´

K
ÿ

k“1

pk }hk}
2

´ σ2
RISN “ tr

``

γγH ´ IN
˘

R
˘

wherein R “
řK

k“1 pkH
H
k Hk ` σ2

RISIN . In addition, the
total power consumption Ptot is obtained by summing the
radio-frequency power consumed by the RIS and the users’
transmit powers, as well as the static power consumption of
the whole legitimate system, which yields Ptot “ Pout ´ Pin `
řK

k“1 µkpk ` Pc wherein µk symbolizes the inverse efficiency
of the transmit amplifier associated with the k-th transmitter and
Pc “ NPc,n`PRIS

0 `P0, with Pc,n the static power consumption
of the n-th RIS element, PRIS

0 is the rest of the static power
consumed by the RIS and P0 encompasses all other sources of
power consumption in the legitimate system. The considered
power consumption model has been developed for an active
RIS, but it is general enough to be applied to the case of a
nearly-passive RIS as a special case. Specifically, in the case
of a nearly-passive RIS, Pout ď Pin and thus the difference
Pout ´ Pin does not appear in the power consumption Ptot.
Moreover, if a nearly-passive RIS is employed, the terms Pc,n

and PRIS
0 will have a lower numerical value than in the case of

an active RIS, due to the fact that simpler hardware is employed
in nearly-passive RIS, i.e. no analog amplifiers are used.

Remark 1: The constraints that should be enforced on the
RIS vector γ depend on whether the RIS is active or nearly-
passive. Specifically, if the RIS is active, then it must hold
0 ď Pout ´ Pin ď PR,max with PR,max the maximum radio-
frequency power that the RIS amplifier can provide, as shown
in (5b). If instead, the RIS is nearly-passive, the constraint reduces
to the more traditional expression Pout ď Pin. It can be seen
that the constraint in the nearly-passive case can be obtained
as a special case of the constraint (5b) in the active case, by
relaxing the first inequality and setting σ2

RIS “ 0 andPR,max “ 0
in the second inequality. Thus, in the following we will focus on
the more general active RIS scenario, keeping in mind that the
optimization techniques that will be developed are able to tackle
the SEE maximization problem with a nearly-passive RIS, too.

Finally, the SEE is given by the ratio between the secrecy
rate and total power consumption, namely SEE “ RS{Ptot and
the SEE maximization problem is cast as

max
γ,p,C

SEEpγ,p,Cq (5a)

s.t. tr pRq ď trpRγγHq ď PR,max ` tr pRq (5b)
0 ď pk ď Pmax,k @ k “ 1, . . . ,K , (5c)

with C “ rc1, . . . , cKs. We observe that Problem (5) is always
feasible, since setting |γn| “ 1 for all n fulfills all constraints.



III. SEE MAXIMIZATION

In this section, we tackle the SEE maximization problem
in (5). Our approach hinges on the alternating optimization of
the RIS reflection vector γ, the users’ transmit powers p, and
the linear receive filters C. These three subproblems are treated
separately in the next three subsections. Afterwards, the overall
resource allocation algorithm is presented, and its convergence
and complexity is analyzed.

A. Optimization of γ

Considering the RIS vector γ, the problem is expressed as:

max
γ

B

řK
k“1 log2 p1 ` SINRk,Bq ´ log2 p1 ` SINRk,Eq

tr pRγγHq ` Pc,eq
(6a)

s.t. tr pRq ď trpRγγHq ď PR,max ` tr pRq (6b)

wherein Pc,eq “
ř

k pkµk `Pc ´ trpRq. Even if formulated only
with respect to the vector γ, the problem is quite challenging
since the objective is non-concave and not even pseudo-concave,
and the first inequality in (6b) is a non-convex constraint.
Moreover, direct application of fractional programming techniques
is not feasible, since the numerator of (6a) is not inherently
concave [25]. To circumvent this challenge, we employ the
sequential fractional programming method. To this end, we
commence by expressing the term cHk,iWick,i in terms of the
vector γ, instead of matrix Γ. To achieve this, we define
uk,i “ GH

i ck,i and rUk,i “ diag
`

|u1,i|
2, . . . , |uN,i|

2
˘

. Subse-
quently, by incorporating the expression of Wi

1, we obtain
cHk,iWick,i “ σ2}ck,i}

2 ` σ2
RISγ

H
rUk,iγ. Then, a concave lower-

bound of the numerator in (6a) is required. We utilize the
bound [26]

log

ˆ

1`
x

y

˙

ě log

ˆ

1`
x̄

ȳ

˙

`
x̄

ȳ

ˆ

2
?
x

?
x̄

´
x ` y

x̄`ȳ
´1

˙

(7)

which holds for any x, y, x̄ and ȳ, and holds with equality
whenever x “ x̄ and y “ ȳ. Using the feasible vector γ̄ for the
RIS reflection coefficients and applying the bound to the data
rate of each user, we get for the kth user

R̄k,i “ Āk,i ` B̄k,i

˜

D̄k,i|c
H
k,iAk,iγ| ´ F̄k,i

´ Ēk,i

´

σ2
RISγ

H
rUk,iγ `

řK
m“1 pm|cHk,iAm,iγ|2

¯

¸

(8)

wherein

Āk,i “ log2

¨

˚

˚1̋`
pk|cHk,iAk,iγ̄|2

σ2}ck,i}2`σ2
RISγ̄

H
rUk,iγ̄`

ÿ

m‰k

pm|cHk,iAm,iγ̄|2

˛

‹

‹

‚

1Note that, for simplicity, we have considered the subscript i to represent the
corresponding receiver, i.e. Bob or Eve.

B̄k,i “
pk|cHk,iAk,iγ̄|2

σ2}ck,i}2 ` σ2
RISγ̄

H
rUk,iγ̄ `

ř

m‰k pm|cHk,iAm,iγ̄|2

D̄k,i “ 2{|cHk,iAk,iγ̄| , F̄k,i “ Ēk,iσ
2}ck,i}

2 ` 1

Ēk,i “
1

σ2}ck,i}2 ` σ2
RISγ̄

H
rUk,iγ̄ `

řK
m“1 pm|cHk,iAm,iγ̄|2

Each term of the numerator in (6) represents the secrecy rate
for user k. The lower-bound approximation for user k is:

ĎSRk “ R̄k,i“Bob ´ R̄k,i“Eve (9)

“ Āk,B ´ Āk,E ` B̄k,BD̄k,B |cHk,BAk,Bγ|

´ B̄k,ED̄k,E |cHk,EAk,Eγ| ´ B̄k,BF̄k,B ` B̄k,EF̄k,E

´ B̄k,BĒk,B

´

σ2
RISγ

H
rUk,Bγ `

řK
m“1 pm|cHk,BAm,Bγ|2

¯

` B̄k,EĒk,E

´

σ2
RISγ

H
rUk,Eγ `

řK
m“1 pm|cHk,EAm,Eγ|2

¯

Notably, the terms ´|cHk,EAk,Eγ|, ´σ2
RISγ

H
rUk,Bγ and

´
řK

m“1 pm|cHk,BAm,Bγ|2 are concave and thus the only non-
concave terms in ĎSRk are |cHk,BAk,Bγ|, σ2

RISγ
H
rUk,Eγ and

řK
m“1 pm|cHk,EAm,Eγ|2. However, since these terms are convex

in γ, their first-order Taylor expansion around any point γ̄
provides a concave lower-bound as follows:

SRk ě ĎSRk ě Āk,B ´ Āk,E ` B̄k,BD̄k,BT tQk,B pγqu

´ B̄k,ED̄k,EQk,E pγq ´ B̄k,BF̄k,B ` B̄k,EF̄k,E

´ B̄k,BĒk,B

´

V
p1q

k,B pγq ` V
p2q

k,B pγq

¯

` B̄k,EĒk,ET
!

V
p1q

k,E pγq ` V
p2q

k,E pγq

)

“ ĂSRk (10)

wherein, we have defined the following terms and their first-order
Taylor expansion around any feasible point γ̄ as

Qk,i pγq “ |cHk,iAk,iγ|

T tQk,i pγqu “ |cHk,iAk,iγ̄| ` ℜ

#

AH
k,ick,ic

H
k,iAk,iγ̄

|cHk,iAk,iγ̄|
pγ ´ γ̄q

+

V
p1q

k,i pγq “ σ2
RISγ

H
rUk,iγ, V

p2q

k,i pγq “
řK

m“1 pm|cHk,iAm,iγ|2

T
!

V
p1q

k,i pγq

)

“ σ2
RISγ̄

H
rUk,iγ̄ ` 2σ2

RISℜ
!

rUk,iγ̄pγ ´ γ̄q

)

T
!

V
p2q

k,i pγq

)

“
řK

m“1 pm|cHk,iAm,iγ̄|2

` 2
řK

m“1 pmℜ
!

AH
m,ick,ic

H
k,iAm,iγ̄pγ ´ γ̄q

)

Lastly, a lower-bound for (6b) is obtained by noticing that
tr
`

RγγH
˘

is convex in γ. Then, its first-order Taylor expansion
around any point γ̄ provides a lower-bound, as follows:

tr
`

RγγH
˘

“ γRγH ě γ̄Rγ̄H ` 2ℜ
␣

γ̄HR pγ ´ γ̄q
(

(11)

Consequently, each iteration of the sequential method solves:

max
γ

řK
k“1

ĂSRk

tr pRγγHq ` P (a)
c,eq

(12a)

s.t. γRγH ď PR,max ` tr pRq (12b)

γ̄Rγ̄H ` 2ℜ
␣

γ̄HR pγ ´ γ̄q
(

ě tr pRq (12c)



The objective in (6) has a concave numerator and a convex denom-
inator. Thus, (6) is a pseudo-concave maximization with convex
constraints, which can be solved by fractional programming. The
procedure is stated in Algorithm (1).

Algorithm 1 RIS optimization
ϵ ą 0, γ̄ “ γ0 with γ0 any feasible vector;
repeat
γ̄ “ γ0, with γ0 the solution of (12);

until }γ̄ ´ γ0} ă ϵ

Proposition 1: Algorithm 1 monotonically improves the value
of the objective and converges to a point fulfilling the Karush-
Kuhn-Tucker (KKT) optimality conditions in (6).

Proof: The proof follows noticing that Algorithm (1)
fulfills all assumptions of sequential fractional programming.

B. Optimization of p

Let us define a
piq
k,m “ |cHk,iAm,iγ|2 for all m and k, dk,i “

cHk,iWick,i, Pc,eq “ σ2
RIS

`

}γ}2 ´ N
˘

` Pc and µk,eq “ µk ´

}hk}2 ` |Hkγ|2. With these definitions, the power optimization
problem can be formulated as:

max
p

řK
k“1 log2

˜

1 `
pka

pBq

k,k

dk,B `
ř

m‰k pma
pBq

k,m

¸

řK
k“1 µk,eqpk ` Pc,eq

´

řK
k“1 log2

˜

1 `
pka

pEq

k,k

dk,E `
ř

m‰k pma
pEq

k,m

¸

řK
k“1 µk,eqpk ` Pc,eq

(13a)

s.t. 0 ď pk ď Pmax,k ,@ k “ 1, . . . ,K. (13b)

However, the objective in (13a) is not pseudo-concave due to
the non-concavity of its numerator. As a result, the application of
conventional fractional programming methods, such as the one
discussed in [25], are not computationally feasible for solving
(13a). To overcome this challenge, we employ the sequential
fractional programming method, also proposed in [25]. This
approach provides a pseudo-concave lower-bound for (13a),
enabling us to maximize it using fractional programming. The
detailed formulation is as follows:

SEEppq “ g1,Bppq ´ g2,Bppq ´ g1,Eppq ` g2,Eppq

“ g1,Bppq ` g2,Eppq ´ g2,Bppq ´ g1,Eppq (14)

wherein we denote

g1,ippq “

řK
k“1 log2

´

dk,i `
řK

k“1 pk,ia
piq
k,k

¯

řK
k“1 µk,eqpk ` Pc,eq

g2,ippq “

řK
k“1 log2

´

dk,i `
ř

m‰k pma
piq
k,m

¯

řK
k“1 µk,eqpk ` Pc,eq

where i denotes the specific receiver (either Bob or Eve). Then,
consider f1,ippq and f2,ippq as the respective numerators of
g1,ippq and g2,ippq. Notably, while f1,Bppq and f2,Eppq are
concave in p, ´f2,Bppq and ´f1,Eppq render the numerator of
the SEE non-concave. Nevertheless, we can derive a pseudo-
concave lower-bound for SEEppq, denoted as ĄSEEppq, by replac-
ing f2,Bppq and f1,Eppq with their first-order Taylor expansion
around any feasible point p̄. Thus, (14) becomes

SEEppq ě g1,Bppq ` g2,Eppq ´ g2,Bpp̄q ´ g1,Epp̄q

´
p∇f2,Bppqq

T
pp ´ p̄q

řK
k“1 µk,eqpk ` Pc,eq

´
p∇f1,Eppqq

T
pp ´ p̄q

řK
k“1 µk,eqpk ` Pc,eq

“ ĄSEEppq

(15)

wherein for all j “ 1, . . . ,K, it holds

Bf2,B
Bpj

“
ÿ

k‰j

a
pBq

k,j

dk,B `
ř

m‰k pma
pBq

k,m

(16)

Bf1,E
Bpj

“

K
ÿ

k“1

a
pBq

k,j

dk,B `
řK

m“1 pma
pBq

k,m

(17)

A sequential fractional programming algorithm can be devised
to address (13), in which each iteration solves the problem

max
p

ĄSEEppq (18a)

s.t. 0 ď pk ď Pmax,k ,@ k “ 1, . . . ,K. (18b)

To address Problem (18), which involves maximizing a pseudo-
concave function, one can employ fractional programming
techniques [25].

Algorithm 2 Power optimization
ϵ ą 0, p̄ “ p0 with p0 any feasible vector;
repeat

p̄ “ p0, with p0 the solution of (18);
until }p̄ ´ p0} ă ϵ

Proposition 2: Algorithm 2 monotonically improves the value
of the objective and converges to a point fulfilling the KKT
optimality conditions of (18).

Proof: The proof follows as for Proposition 1.

C. Optimization of C

The optimization of the receive filters in C, influences exclu-
sively the numerator of the SEE. Furthermore, it can be indepen-
dently decoupled across the users. The well-established solution to
this problem is the linear minimum mean squared error (MMSE)
receiver, which, for the considered case, is given by ck,i “
?
p
k
M´1

k,i Ak,iγ where Mk,i “
ř

m‰k pmAm,iγγ
HAH

m,i `Wi

represents the interference-plus-noise covariance matrix of user
k.

D. Overall Algorithm, Convergence, and Complexity

The overall alternating maximization algorithm can be stated
as in Algorithm 3, and the following result holds.



Algorithm 3 Solution algorithm for Problem (5)

Set ϵ ą 0, initialize p̃, γ̃ to feasible values
ck “

?
p
k
M´1

k Ak for all k;
repeat

SEEin “ SEEpp̃, γ̃,Cq; Given p̃ run Algorithm 1;
Let γ̃ be the optimized RIS vector;
Given γ̃ run Algorithm 2;
Let p̃ be the optimized power vector;
ck “

?
p
k
M´1

k Ak for all k; SEEout “ SEEpp̃, γ̃,Cq

until |SEEout ´ SEEin| ă ϵ

Proposition 3: Algorithm 3 monotonically increases the SEE
value and converges in the value of the objective.

Proof: Propositions 1 and 2 imply that Algorithm 3
monotonically increases the SEE. Thus, convergence holds since
the SEE has a finite maximizer.

Computational complexity: Neglecting the complexity of
computing the receive filters C, which are given in a closed-
form expression, the complexity of Algorithm 3 can be obtained
recalling that pseudo-concave maximizations with n variables
can be restated as concave maximization with n ` 1 variables
and thus their complexity is polynomial in n ` 1 [25]. Then, the
optimization of RIS and power have complexity pN ` 1q

α and
pK ` 1q

β , respectively 2, and thus the complexity of Algorithm 3
is C1 “ O

´

I1

´

Iγ,1 pN ` 1q
α

` Ip,1 pK ` 1q
β
¯¯

with Iγ,1,
Ip,1, I1 the number of iteration for Algorithms 1, 2, 3 to converge.

IV. NUMERICAL ANALYSIS

Consider the setup detailed in Section II. The parameters
are set as follows: K “ 4, NB “ 4, NE “ 1, N “ 100, B “

20MHz, P0 “ 30 dBm, P paq

0,RIS “ 20 dBm, and P
ppq
c,n “ 0 dBm.

The noise spectral density is ´174 dBm/Hz with a noise figure
of 5 dB. The mobile users are distributed within a 30m radius,
maintaining a minimum distance of Rn “ 20m from the RIS.
Bob is positioned 20m away from the RIS, while Eve represents
any potential eavesdropper within a 30m radius from Bob. The
users exhibit height variations up to 2.5m, whereas both the RIS
and BS are elevated at 10m. The power decay exponent of the
users-RIS and RIS-Eve channels is set to nh “ ng,E “ 4, due
to the worse propagation conditions caused by the mobility of
the users and the fact that Eve might not be a legitimate user
of the network and thus might be in an unfavorable position
as far as signal reception is concerned. Instead, the RIS-Bob
channel benefits from a reduced exponent ng,B “ 2, motivated
by the consideration that the legitimate receiver and the RIS
are two fixed network nodes, whose position can be chosen
in order to have a strong signal reception. Fig. 2 shows the
SEE versus Pt,max. Line (c) shows the SEE achieved by the
proposed Algorithm 3 for SEE maximization, while Line (a)
shows the EE obtained assuming the ideal case in which the
eavesdropper is not present. Lines (b) and (d) consider the same

2The exponents α and β are not known, but for generic convex problems they
can be bounded between 1 and 4 [27]

scenarios as Lines (a) and (c), respectively, with the difference
that Line (d) shows the SEE obtained by the resource allocation
that maximizes the secrecy sum rate (SSR), while line (b) shows
the system EE obtained by the resource allocation that maximizes
the system sum-rate assuming that no eavesdropper is present.
Finally, Lines (f) and (e) consider the baseline scenario in which
the phase values are randomly chosen in the interval r0, 2πs,
along with uniform transmit powers. Line (f) shows the SEE,
while Line (e) shows the corresponding EE assuming that no
eavesdropper is present. It is seen that, for all the schemes, the
presence of an eavesdropper inevitably causes a slight decrease
in the system’s secrecy rate and EE, but the performance of
the proposed Algorithm 3 significantly outperforms the baseline
scheme.

A similar scenario is considered in Fig. 3, in which the same
resource allocation scenarios are shown. However, the metric that
is reported is the system secrecy rate (SSR), for the schemes that
consider the presence of the eavesdropper, and the system sum-
rate, for the schemes that assume the case without eavesdropper.
Similar considerations as for Fig. 2 can be made.

Fig. 4 compares the SEE obtained by Algorithm 3 with an
active and a nearly-passive RIS. Specifically, it is assumed that the
nearly-passive RIS has a per-element static power consumption
of P

ppq
c,n “ 0 dBm, while the per-element power consumption

of the active RIS is assumed to vary between P
paq
c,n “ 0 dBm to

P
paq
c,n “ 40 dBm. It is seen that the SEE obtained by the active RIS

degrades as the per-element power consumption or the number
of elements increases, and it is interesting to notice that the
nearly-passive RIS becomes rapidly more energy-efficient than
its active counterpart as the power consumption of the active RIS
increases.
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Fig. 2. SEE versus Pt,max. K “ 4, NB “ 4, NE “ 1, N “ 100,
nh “ ng,E “ 4, ng,B “ 2.

V. CONCLUSION

This work has proposed a provably convergent, low complex-
ity algorithm for SEE maximization in the uplink of a wireless
network. The analysis has shown that the use of an active RIS is
not always preferable to a nearly-passive RIS, as far as the SEE is
concerned. The case of perfect CSI for the RIS-Eve channel has
been considered, which is motivated if the eavesdropper is another
node of the network (e.g. the base station of another operator),
which inevitably receives the message and could theoretically
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Fig. 4. SEE for active and nearly-passive RIS versus the
static power consumption. K “ 4, NB “ 4, NE “ 1,
N “ p100, 150, 200q, Pt,max “ 30 dBm, P

paq
c,n “ 10 dBm,

P
ppq
c,n “ 0 dBm, P paq

0,RIS “ 20 dBm, and P
ppq

0,RIS “ 10 dBm.

decode its content. However, if the eavesdropper is a hidden node,
the assumption of perfect CSI should be relaxed and partial CSI
for the channel between the RIS and Eve should be assumed.
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