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Abstract—This paper proposes an intelligent reflecting surface
(IRS) assisted integrated sensing and communication (ISAC)
system operating in the millimeter-wave band. Specifically, the
ISAC system consists of a radar subsystem and a communication
subsystem to detect multiple targets and communicate with the
users simultaneously. The IRS is used to configure the radio
propagation environment by changing the phase of the radio
signal to enhance the communication transmission rate. In the
proposed scheme, we first derive a closed-form solution for the
radar signal covariance matrix to generate a radar beampattern
in the angle of interest. Then, we jointly optimize the beam-
forming vector of the communication subsystem and the IRS
phase shifts to enhance the communication transmission rate. To
decouple the multiple variables to be optimized, the alternating
optimization and quadratic transformation methods are applied
to determine the communication beamforming vector and the IRS
phase shifts. Specifically, we utilize the majorization minimization
and the complex circle manifold methods to compute the IRS
phase shifts. Simulation results verify the effectiveness of the
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proposed algorithm and demonstrate that an IRS can improve
the performance of ISAC systems.

Index Terms—Integrated sensing and communication, intelli-
gent reflecting surface, performance tradeoff, waveform design,
MIMO radar.

I. INTRODUCTION

In recent years, due to the similarity between radar and
communication in terms of hardware components and signal
processing algorithms, as well as the scarcity of spectrum
resources, integrated sensing and communication (ISAC) has
emerged as one of the key technologies for 6G [1]–[3].
The sensing function collects and extracts useful information
from noisy observations, and the communication function is
intended to transmit information through specialized signals
and recover the transmitted information from noisy received
signals. In terms of hardware, ISAC is intended to integrate
these two functions aiming for a trade-off between them,
which is expected to significantly improve the spectral and
energy efficiencies and to reduce the cost of the hardware
as well. In terms of applications, ISAC can provide users
with high-quality communication performance while providing
high-precision sensing performance in terms of target detec-
tion. In general, ISAC has broad application prospects in areas
such as smart home, smart transportation and smart medical
care [4].

However, the integration of sensing into a communication
system requires an appropriate allocation of the available
resources. Also, it may lead to severe interference between
sensing and communication, which may degrade the commu-
nication performance [5]. To tackle the problem, intelligent
reflecting surfaces (IRS), a low-cost information transmission
technology, constitutes a promising approach to facilitate the
integration of sensing and communication [6]–[10]. Notably,
IRS allows bypassing obstacles, by dynamically creating smart
reflections beyond the conventional law of reflection [11]–
[15], which is especially beneficial for communication in
high frequency bands, such as the millimeter-wave (mmWave)
spectrum. Motivated by these considerations, in this paper, we
analyze IRS-aided ISAC systems in mmWave networks.

In [15], the authors studied IRS-assisted multiple-input
single-output radio systems with multiple backscatter devices,
and they proposed a block coordinate descent algorithm based
on Dinkelbach’s method to obtain a suboptimal solution, which
improves more than two times the system energy efficiency
compared with conventional algorithms. The application of
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IRS to enhance the physical layer security in communication
systems is analyzed in [16]–[18]. In non-orthogonal multiple
access wireless systems, in addition, IRS has demonstrated
major advantages in interference management, coverage en-
hancement, energy efficiency and spectrum efficiency [19]–
[22].

The authors of [23] proposed two distinct deployment
strategies for radar and communication: separated deployment
and shared deployment. In the separated deployment, the
radar signal is designed to occupy the null space of the
downlink communication channel. In the shared deployment,
on the other hand, the beamforming is optimized to satisfy the
performance requirements of both radar and communication
functions. In [24], an integrated communication and radar
system is considered, where a base station (BS) and a multiple-
input multiple-output (MIMO) radar are combined, to simul-
taneously provide communication services and detect multiple
targets. The authors investigated the integration of active and
nearly passive beamforming techniques in IRS-assisted radar
and communication systems to mitigate multiuser interference
[25]. Aerial IRS for improving the security in ISAC systems
is investigated in [26]. Therein, the authors analyzed the
performance of secure transmission in jamming environments
by optimizing the deployment of IRS over the air. Due to
the blockage of the direct communication link, a distributed
semi-passive IRS is deployed in [27] for location sensing and
data transmission. Simulation results showed that the deploy-
ment of IRS can enable position-sensing solutions offering
millimeter-level accuracy. Interested readers are referred to
the recent comprehensive survey on IRS for ISAC in [28],
for more information on the state of research in this field.

In this paper, we investigate an IRS-aided ISAC system in
an mmWave multi-user downlink scenario. The main contri-
butions of this paper are summarized as follows:

• In an IRS-assisted ISAC system in the mmWave band, the
radar subsystem is used to sense the targets of interest,
while the communication subsystem provides high-speed
communication services to users. The IRS is deployed to
simplify the design of BS beamforming and consequently
to improve the performance of the communication sub-
system.

• We consider the problem of minimizing the beampattern
error between the designed and desired beampatterns
while maximizing the sum transmission rate, subject to
constraints on the communication beamforming vector
and the IRS phase shifts. The tight coupling among
the optimization variables makes the formulated problem
non-convex. To tackle this problem and develop a com-
putationally efficient solution, we decompose the original
problem into two sub-problems that can be solved sepa-
rately.

• Since the desired radar beampattern is influenced by
the radar signal covariance (RSC) matrix, we compute
a closed-form solution for the RSC matrix by relaxing
certain constraints in the first sub-problem. Additionally,
the quadratic transformation (QT) technique is adopted
for the second sub-problem. The alternating optimization
(AO) algorithm is utilized to obtain efficient solutions
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Fig. 1. The considered IRS-assisted ISAC system.

for the beamforming vector and the phase shifts of the
IRS. Specifically, the phase shifts of the IRS are obtained
by the majorization minimization (MM) and the complex
circle manifold (CCM) algorithms.

The remainder of the paper is organized as follows: We
introduce the system model in Section II. The proposed solu-
tions are presented in Section III. We illustrate the numerical
results in Section IV and conclude the paper in Section V.

Notations: Uppercase boldface and lowercase boldface
symbols denote vectors and matrices, respectively. The nota-
tion A≻0 indicates that A is a positive semi-definite matrix.
The notation Aij refer to the (i, j)th element of matrix A. The
notations AH , AT , A∗, and vec(A) represent the conjugate
transpose, transpose, conjugate, and vectorization of A, re-
spectively. The symbol A−1 denotes the matrix inverse, while
λmax(A) denotes the maximum eigenvalue of A. diag (a)
denotes a diagonal matrix with diagonal elements from vector
a. conj(a) and arg (a) represent the conjugate and phase of a
complex vector a, respectively. The symbol exp(·) denotes the
exponential function, while ⊙ and ⊗ indicate the Hadamard
and Kronecker products, respectively. The absolute value and
Euclidean norm are denoted by | · | and || · ||, respectively. ℜ (·)
and I(·) represent the real and imaginary parts, respectively.
The symbol 1M represents an all-one vector of length M , and
I is the indentity matrix.

II. SYSTEM MODEL

As depicted in Fig. 1, an IRS-assisted ISAC system is
studied, which consists of a BS featuring M radar antennas
and N communication antennas, serving K single-antenna
users. The transmission of statistically independent commu-
nication and radar signals is achieved through the utilization
of a uniform linear array (ULA) at the BS, enabling the
system to simultaneously detect targets and transmit data to
K users. The IRS is composed of L reflecting elements, and
Θ = diag (ϕ1, ϕ2, ..., ϕL) denotes the diagonal phase shift
matrix, where ϕl = exp (jθl) represents the phase shift of the
l-th reflecting element.

We assume that the targets are far away from the IRS,
and the line of sight (LoS) link between the BS and the
targets is much stronger than the link reflected from the IRS
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to the targets due to the multiplicative path-loss law that
characterizes the reflected power from the IRS. Therefore,
only the LoS links between the BS and the targets are used
to design the beampattern. In addition, the IRS is deployed
to enhance the communication signal and suppress the radar
signal to improve the communication quality of the users.
Hdr ∈ CL×N , hd,k ∈ CN×1, and hr,k ∈ CL×1 denote the
mmWave channels between the IRS and the communication
subsystem, between the k-th user and the communication sub-
system, and between the k-th user and the IRS, respectively.
Fdr ∈ CL×M , fd,k ∈ CM×1, and fr,k ∈ CL×1 denote the
mmWave channels between the radar subsystem and the IRS,
the k-th user and the radar subsystem, and the k-th user and
the IRS, respectively.

We assume that all channels are known a priori in order to
evaluate an upper bound of the system performance. In prac-
tice, the required channel state information can be obtained as
detailed in [29]–[32]. Based on the mmWave channel model
in [33], the channels can be expressed as

Hdr =

Np∑
ℓ=0

vℓaHI (θℓI , ϕ
ℓ
I)aB(θ

ℓ
B),

hr,k =

Np∑
ℓ=0

vℓar,k(θ
ℓ
r,k),

hd,k =

Np∑
ℓ=0

vℓaB(θ
ℓ
d,k),

(1)

where vℓ ∈ [0, Np] represents the ℓ-th complex path
gain, ℓ = 0 represents the LoS path. NP is the number
of non-line of sight paths. The azimuth and elevation an-
gles of the IRS are denoted by θℓ and ϕℓ, respectively.
aB(θ) = 1√

N
[exp(−j 2πd

λ θi)]i∈I(N) ∈ C1×N with I(N) =

{n− (N − 1)/2, for n = 0, 1, ..., N − 1} denotes the array
response of the BS, where d is the spacing between adja-
cent antenna elements, and λ is the wavelength. aI(ϕ, θ) =
aazI (ϕ) ⊗ aelI (θ) ∈ C1×L denotes the array response of
the IRS, where aazI (ϕ) and aelI (θ) are defined as aB(θ).
ar,k(θr,k) ∈ CL×1 denotes the array response of the IRS,
which is defined as aB(θ). θr,k and θd,k are the azimuth angles
from the IRS to the k-th user and from BS to the k-th user.

Similarly, the radar channel between the radar subsystem
and the IRS, the k-th user and the IRS, and the k-th user and
the radar subsystem can be written as follows:

Fdr =

NP∑
ℓ=0

vℓaHI (θℓI , ϕ
ℓ
I)aR(θ

ℓ
R),

fr,k =

NP∑
ℓ=0

vℓar,k(θ
ℓ
r,k),

fd,k =

NP∑
ℓ=0

vℓaR(θ
ℓ
d,k),

(2)

where aR(θ) = 1√
M
[exp(−j 2πd

λ θi)]i∈I(M) ∈ C1×M with
I(M) = {m− (M − 1)/2,m = 0, 1, ...,M − 1} denotes the
array response of the radar subsystem.

By combing the direct link and the IRS-aided link, the signal

received at the k-th user can be formulated as

xk,j =
(
hH
r,kΘHdr + hH

d,k

)
wkdk,j

+
(
hH
r,kΘHdr + hH

d,k

) K∑
i=1,i̸=k

widi,j

+
(
fHr,kΘFdr + fHd,k

)
rt,j + nk,j ,

(3)

where wk ∈ CN×1 is the beamforming vector, dk,j and nk,j ∼
CN

(
0, σ2

)
are the transmitted symbol and the receiver noise

at of the k-th user and time index j, respectively. Also, rt,j ∈
CM×1 is the j-th snapshot across the radar antennas [23]. The
design of the radar beampattern aims to optimize the transmit
power in a given direction or to match a desired beampattern.
The beampattern of a radar can be controlled by the RSC
matrix R, which is given by

R =
1

J

J∑
j=1

rt,jr
H
t,j (4)

where J being the the number of considered snapshots. Then,
according to [23], the transmit beampattern is defined as

Pt(θ) = aHR (θ)RaR(θ) (5)

To proceed, the signal to interference plus noise ratio
(SINR) of the k-th user is given by

γk=

∣∣∣(hH
r,kΘHdr + hH

d,k

)
wk

∣∣∣2
K∑

i=1,i̸=k

∣∣∣(hH
r,kΘHdr + hH

d,k

)
wi

∣∣∣2+∣∣∣(fHr,kΘFdr + fHd,k

)
rt

∣∣∣2+σ2

=

∣∣∣h̃kwk

∣∣∣2
K∑

i=1,i̸=k

∣∣∣h̃kwi

∣∣∣2 + ∣∣∣̃fkrt∣∣∣2 + σ2

,

(6)
where h̃k = hH

r,kΘHdr + hH
d,k and f̃k = fHr,kΘFdr + fHd,k.

A. Problem Formulation

In this paper, we consider a separated antenna layout to
achieve sensing and communication simultaneously, and two
independent but related optimization problems are formulated.
An ideal radar beampattern can be obtained before designing
the IRS phase shifts and the beamforming of the communi-
cation subsystem. Firstly, the optimization of the beampattern
can be formulated as a constrained least-squares problem as

min
β,R

C∑
c=1

∣∣βP (θc)− aHR (θc)RaR(θc)
∣∣2 (7a)

s.t. β > 0, (7b)

diag(R) =
Pr

M
I, (7c)

R ≻− 0,R = RH , (7d)

where β denotes a scaling factor, {θc}Cc=1 denotes the angles
of interest, typically from −90◦ to 90◦ , C is the number
of angles considered, and P (θc) represents the desired beam
pattern of the MIMO radar, Pr is the power budget of the
radar subsystem. The constraint (7c) ensures that all the radar
antennas emit the same power level. In the following, we
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proceed to design the communication beamforming and IRS
design to enhance the transmission rate and suppress the
interference from the radar system to the users. Given the
RSC matrix R, we formulate the optimization problem of the
sum transmission rate as

max
wk,Θ

K∑
k=1

log (1 + γk) (8a)

s.t.

K∑
k=1

wH
k wk ⩽ Pc, (8b)

|ϕl| = 1, l ∈ L, (8c)

where Pc represents the transmit power budget at the com-
munication subsystem and (8b) accounts for the maximum
transmit power limit of the communication system.

Proposition 1: Equation (8a) can be reformulated as

max
wk,Θ,p

f1 =
1

ln 2

K∑
k=1

(
ln(1 + pk)− pk +

(1 + pk)γk
1 + γk

)
, (9)

where p = [p1, ..., pK ] denotes an auxiliary vector introduced
through the Lagrangian dual transformation [34].

Proof: See Appendix A.
By taking the partial derivative of (9) with respect to pk

and setting it to zero, we can obtain the optimal value of the
k-th auxiliary variable as p̂k = γk. Subsequently, the joint
optimization of wk and Θ in (9) can be simplified with the
given value of p as

max
wk,Θ

f2 =

K∑
k=1

(1 + pk)γk
1 + γk

s.t. (8b), (8c),

(10)

Define p̄k
∆
= 1+ pk and substitute γk in (6) into (10), we can

reformulate (10) as

max
wk,Θ

f2 =

K∑
k=1

p̄k

∣∣∣h̃kwk

∣∣∣2
K∑
i=1

∣∣∣h̃iwi

∣∣∣2 + ∣∣∣̃fkrt∣∣∣2 + σ2

s.t. (8b), (8c).

(11)

Consequently, the logarithmic function in (8a) can be easily
addressed or simplified.

III. ACHIEVABLE SUM RATE MAXIMIZATION

In this section, we provide a closed-form solution for
the RSC matrix R, the communication beamforming vector
wk, and the IRS matrix Θ. Firstly, we formulate the radar
beampattern design as a least-squares problem, which has a
feasible closed-form solution through a series of mathematical
derivations. Subsequently, we leverage the QT variation and
employ the AO algorithm to obtain efficient solutions for both
the beamforming vector and the IRS phase shifts at each
iteration.

A. Designing the Covariance Matrix for Radar Signals

The radar beampattern, crucial for radar detection, is deter-
mined by the RSC matrix R, and the optimization of the RSC
matrix R can be cast as a constrained least-squares problem
as

min
β,R

C∑
c=1

∣∣βP (θc)− aHR (θc)RaR(θc)
∣∣2

s.t. (7b), (7c), (7d).

(12)

Inspired by the pseudo covariance matrix synthesis algo-
rithm proposed in [35], we utilize a scheme that effectively
reduces the complexity associated with the RSC matrix. To
achieve this, we vectorize the objective function, facilitating
the design of efficient optimization procedures as

f(R, β) =

C∑
c=1

∣∣∣βP (θc)− vec(V(θc))
H
rv

∣∣∣2, (13)

where V(θc) = aR(θc)a
H
R (θc) and rv = vec(R).

Define v1 ≜ [ℜ(vT
d ) I(vT

d )]
T and r1 ≜ [ℜ(rTd ) I(rTd )]T ,

where vd = [V12, ...,V1M ,V23, ...,V(M−1)M ]T , and rd =
[R12, ...,R1M , R23, ...,R(M−1)M ]T .

Also, let us introduce v2 = [V11, ...,VMM ]
T
=1M , and

r2=[R11, ...,RMM ]
T
= Pr

M 1M .
Thus, we can transform (13) to

f (rx) =
C∑

c=1

([
2vT

1 vT
2

] [ r1
r2

]
− βP (θc)

)2

= 4
C∑

c=1

([
vT
1 , − 1

2P (θc)
] [ r1

β

]
+ 1

2Pr

)2

= 4
C∑

c=1

(
vT
x (θc) rx + 1

2Pr

)2
,

(14)

where vT
x (θc) =

[
vT
1 ,− 1

2P (θc)
]

and rx = [r1 β]
T . Comput-

ing the derivative with respect to rx in (14) and making it
zero, the optimal closed-form solution can be derived as

rx = −Pr

2
V−1

x vu, (15)

where Vx =
C∑

c=1
vx (θc)v

H
x (θc) and vu =

C∑
c=1

vx (θc). The

RSC matrix Rrad can be constructed by rearranging rx, and
setting the last entry of rx equal to β. However, there is no
guarantee that Rrad is a positive semidefinite matrix. Then,
we apply the eigenvalue decomposition to ensure Rrad ≻− 0,
and the specific RSC matrix is reconstructed by

Rrad = Udiag(σ̃)UH , (16)

where σ̃ is a vector, which is employed as a substitution
for the negative eigenvalues observed in the original matrix.
Specifically, the negative eigenvalues are replaced by their
absolute values or zeros in order to ensure the integrity
and validity of the resulting vector, and U = [u1, ...,uNr]
represents the corresponding eigenvectors [35].

To proceed, the diagonal normalization method is imple-
mented to normalize the diagonal elements of the matrix to
ensure the constraint (7c) as

R = TRradT
H , (17)
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where T is constructed as a diagonal matrix, where its
diagonal elements are identical to the diagonal elements of√

Pr

M Rrad.

B. Communication Beamforming Design

After obtaining the specific RSC matrix R from (17), we
can reformulate problem (10) as

max
wk,Θ

f3 =

K∑
k=1

p̄k

∣∣∣h̃kwk

∣∣∣2
K∑
i=1

∣∣∣h̃iwi

∣∣∣2 + ∣∣∣̃fkrt∣∣∣2 + σ2

(18a)

s.t. (8b). (18b)

Problem (18) is a multi-ratio fractional programming prob-
lem, and the optimization variables wk and Θ are mutually
coupled. To address this, we adopt the AO algorithm and the
QT technique [34] to reframe problem (18) into a biconvex
problem of the following form

max
wk,Θ

f4 =

K∑
k=1

2
√
p̄kℜ{s∗kh̃kwk}

− |sk|2
(

K∑
i=1

∣∣∣h̃iwi

∣∣∣2 + ∣∣∣̃fkrt∣∣∣2 + σ2

)
s.t. (8b),

(19)

where s = [s1, ..., sK ]T denotes a set of auxiliary vector
introduced by the QT technique. The optimal value of sk can
be obtained by setting the partial derivative of f4 with respect
to sk to zero as

soptk =

√
p̄kh̃kwk

K∑
i=1

∣∣∣h̃iwi

∣∣∣2 + ∣∣∣̃fkrt∣∣∣2 + σ2

. (20)

Thus, by applying the Lagrangian multiplier method, the
optimal value of wk can be derived as

wopt
k =

√
p̄ksk

(
µI+ |sk|2

K∑
i=1

h̃H
i h̃i

)−1

h̃H
k , (21)

where µ is the Lagrange multiplier associated with the power
constraint in (8b), which can be computed by using the
bisection search method based on the following lemma.

Lemma 1: µ in (21) is determined by

µ̂ =

{
µ ⩾ 0 |

K∑
k=1

wH
k wk = Pmax

}
. (22)

Proof: See Appendix B.

C. Optimization for the IRS Phase Shifts

In this section, we the IRS phase shifts for the k-th
user, given the optimal wopt

k . Specifically, h̃k and f̃k can be
expressed as

h̃k = hH
r,kΘHdr + hH

d,k = θ̃diag
(
hH
r,k

)
Hdr + hH

d,k

=
[
θ̃ 1

] [ diag
(
hH
r,k

)
Hdr

hH
d,k

]
= θAk

(23)

f̃k = fHr,kΘFdr + fHd,k = θ̃diag
(
fHr,k
)
Fdr + fHd,k

=
[
θ̃ 1

] [ diag
(
fHr,k

)
Fdr

fHd,k

]
= θBk

(24)

where θ =
[
θ̃ 1

]
with θ̃ = [exp (jϕ1) , . . . , exp (jϕL)].

Then, problem (18) can be reformulated as

max
θ

f5(θ) =

K∑
k=1

p̄k|θAkwk|2
K∑
i=1

|θAiwi|2 + |θBkrt|2 + σ2

. (25)

Similarly, we define ck
∆
= Akwk and apply the QT

technique to (25) and hence obtain

max
θ

f6(θ,b) =
K∑

k=1

2
√
p̄kℜ{b∗kθck}

−|bk|2
{

K∑
i=1

|θci|2 + |θBkrt|2 + σ2

}
,

(26)

where b = [b1, ..., bK ] represents an auxiliary vector intro-
duced by the QT technique. The Lagrange multiplier method
is used to determine the optimal value of bk as

boptk =

√
p̄kθck∑K

i=1 |θci|
2
+ |θBkrt|2 + σ2

. (27)

Hence, given a specific value of bk, we proceed to simpli-
fying (26) as

max
θ

f7(θ) = −θEθH + 2ℜ{θg} − d1, (28)

where E =
K∑

k=1

|bk|2
K∑
i=1

cic
H
i +BkRBH

k , g =
K∑

k=1

√
p̄kb

∗
kck

and d1 =
K∑

k=1

|bk|2σ2. Problem (28) is a quadratically con-

strained quadratic programming problem and its objective
becomes

min
θ

f7(θ) = θEθH − 2ℜ{θg} . (29)

In the following, we employ the MM and CCM methods to
solve problem (29), respectively.

1) MM method: To address the problem (29), we utilize
the MM algorithm, which involves solving a series of solvable
subproblems. This approach allows us to iteratively approxi-
mate the objective function [36].

Proposition 2: θ(m) is defined as the vector at the m-th
iteration, thus the objective function (29) at the m-th iteration
for any given θ(m) can be approximated as

f7(θ) ⩽ θPθH − 2ℜ
{
θ
(
(P−E)θ̃H + g

)}
+ θ̃(P−E)θ̃H

= λmax(E)||θ||2 − 2ℜ
{
θ
(
(λmax(E)I−E)θ̃H + g

)}
+ d̃ = g(θ|θ(m))

(30)

where θ̃ represents an approximate solution to θ obtained
in the previous iteration, d̃ and P are defined as d̃

∆
=

θ̃ (λmax(E)I−E) θ̃H and P
∆
= λmax(E)I, respectively. By

adopting a surrogate function for the objective function in
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(29), the original problem (29) is transformed into a modified
problem as

min
θ

λmax(E)||θ||2 − 2ℜ{θḡ}, (31)

where ḡ = (λmax(E)I−E)θ̃H+g. It can be easily shown that
||θ||2 = L + 1 since |θ(l)| = 1 in the IRS. The term ℜ{θḡ}
can be maximized when the two vectors θ and ḡ are identical.
Thus, given c = [c1, . . . , cN ] = (λmax(E)I−E) θ̃H + g, the
optimal solution to (31) is derived as

θopt = [exp(j arg(c1)), ..., exp(j arg(cL+1))]. (32)

We summarize the MM algorithm as Algorithm 1.

Algorithm 1 MM Algorithm

Initialization: A feasible solution θ(0) and m = 0.
repeat

Obtain ḡ(m) = (λmax(E)I−E)(θ(m))H + g.
Obtain the optimal phase shifts θopt(m) in the m iteration
according to (32).
Update θ(m+1) = θopt(m) and calculate f7(θ

(m+1)).
Set m← m+ 1.

until convergence

2) CCM method: We provide another method called the
CCM algorithm to obtain the optimal phase shifts of the k-
th user. The principal idea is to derive a gradient descent
algorithm on the manifold space [37]. Accordingly, problem
(29) can be reformulated as

min
θ

f9(θ) = θ(E+ κI)θH − 2ℜ{θg} , (33)

where κ is a constant that controls the convergence of
the algorithm. Since κθθH = κ(L + 1), problem (33) is
equivalent to problem (29). We define the feasible set of
problem (33) as SL+1, which is given by L + 1 complex
circles, and each complex circle can be represented as S ≜{
z ∈ C|ℜ{z}2 + F{z}2 = 1

}
. The set S can be regarded as

a sub-manifold embedded in the complex space C, and the
product of L + 1 circles corresponds to a sub-manifold of
CL+1 [37]. Hence, the manifold of (33) can be given as
SL+1 ≜

{
z ∈ CL+1| |zl| = 1, for l ∈ [1, L+ 1]

}
, where zl

is the l-th element of a vector z. Next, we detail the steps of
the CCM algorithm for solving problem (33) iteratively.

1) The search direction: We first define the objective func-
tion of problem (33) at the i-th iteration as f9(θ

(i)). Subse-
quently, the search direction for problem (33) is determined to
be opposite to the gradient in the Euclidean space of f9(θ(i))
as

z(i) = −∇θf9(θ
(i)) = −2(E+ κI)

(
θ(i)
)H

+ 2g. (34)

2) Projection search direction on the tangent space: The
optimization step on the manifold space finds the Riemannian
gradient of f9 at the point θ(i) in the current tangent space
Tθ(i)SL+1 [38]. The search direction z(i) in the Euclidean
space is projected onto Tθ(i)SL+1 and the Riemannian gradi-
ent at θ(i) of f9(θ(i)) is given as

PX

(
z(i)
)
= z(i) −ℜ

{
conj(z(i))⊙ θ(i)

}
⊙ θ(i), (35)

where X = Tθ(i)SL+1.

3) Updated descent on the tangent space: θ(i) on the tangent
space Tθ(i)SL+1 can be performed as

θ̂(i) = θ(i) + ζPX

(
z(i)
)
, (36)

where ζ is the step size.
4) Retraction operation: As θ̂(i) is not in SL+1, θ̂(i) is

mapped to the manifold SL+1 by a retraction operation, and
we normalize each element of θ̂(i) to unity as

θ(i+1) = θ̂(i) ⊙ 1

θ̂(i)
. (37)

The following theorem is utilized to establish the range of
parameters κ and ζ that guarantee the convergence of the CCM
algorithm.

Theorem 1 [37]: Let us denote by λE and λE+κI the
maximum eigenvalue of matrices E and E+ κI, respectively.
If κ and ζ satisfy the following conditions,

κ ⩾
L+ 1

8
λE + ∥g∥2, 0 < ζ < 1/λ(E+κI), (38)

the CCM algorithm generates a non-increasing sequence until
convergence.

We summarize CCM algorithm as Algorithm 2.

Algorithm 2 CCM Algorithm

Initialization: i = 0, and a feasible solution θ(0).
repeat

Obtain the search direction z(i) in (34).
Obtain the tangent space projection of z(i) from (35).
Update θ̂(i) on the tangent space by (36).
Update θ(i+1) to the manifold SL+1 by (37).
Update i← i+ 1.

until convergence

D. Complexity Analysis

In the design of the RSC matrix, the calculation of (15)
incurs the highest computational cost, where Vx is a square
matrix of size M2 − M + 1. The eigen-decomposition can
be applied to approximate the inverse of Vx and then the
computational complexity of (15) is O(Γ(M2 − M + 1)2),
where Γ denotes the rank of Vx. The complexity order of the
ED in (16) and the DN in (17) is O(M3) and 4M2 flops. Next,
we analyze the complexity of the AO algorithm and denote
the number of iterations by IAO. For the communication
beamforming vector, there are three closed-form expressions
in (20), (21), and (22), for which the complexity order is
O2 = K(O(N3) +O(KN2) +O(N2)). For the IRS design,
the complexity of the algorithm using the MM is O3 =
K((L+ 1)3 + Im(L+ 1)2) and the CCM algorithm requires
O4 = K((L+ 1)3 + Ic(L+ 1)2), where Im and Ic are the
corresponding numbers of iterations. In summary, the overall
complexity of the MM algorithm is O(O1+IAOO2O3), while
that of the CCM algorithm is O(O1 + IAOO2O4)

IV. PERFORMANCE EVALUATION

In this section, numerical simulations are provided to an-
alyze the performance of the considered IRS-assisted ISAC
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Fig. 2. Convergence of the proposed algorithm.

system. In the system, the BS is equipped with M = 4
radar antennas and N = 4 communication antennas. Also,
we consider four single-antenna users (K = 4), and an IRS
equipped with L = 20 reflecting elements. The noise power
is set to σ2 = −80 dBm. Moreover, we consider the presence
of three targets positioned at the angles −30◦, 0◦, and 30◦

relative to the BS, and consider a mesh grid with a 1◦ interval
ranging from −90◦ to 90◦. The following benchmark schemes
are considered for comparison with the proposed algorithm:

1) Discrete phase shifts: One bit quantized values for the
phase shifts of the IRS are applied.

2) Random phase shifts: The beamforming vector and the
radar RSC matrix are optimized, while the phase shifts
of the IRS are randomly generated.

3) Without IRS: The system includes the direct transmission
between the ISAC BS and the user without the IRS, and
the RSC matrix and the communication beamforming
are optimized.

Firstly, we demonstrate the convergence property of the
proposed algorithm in Fig. 2. The MM and CCM algorithms
show different upward trends before convergence and reach
nearly identical convergence performance. These results verify
the derivation in Section III-C.

Next, we characterize the impact of the transmit power for
communication Pc on the sum rate in Fig. 3. The performance
of the system is effectively improved as the power increases.
The optimized IRS shows the best performance, while the
IRS with discrete phase shifts incurs some performance loss
because of the quantization error. Additionally, the proposed
scheme is superior to the case of IRS with random phase shifts,
which validates the benefits of optimizing the phase shifts.
Finally, the schemes with the IRS show a significant increase
in the sum rate compared to the case without the IRS.

Fig. 4 depicts the influence of the number of IRS reflecting
elements L on the sum rate. The sum rate increases with
the increment in the number of IRS reflecting elements in
all considered schemes. This phenomenon is attributed to the
joint optimization of the BS beamforming and IRS phase
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Fig. 3. Sum rate with respect to Pc.
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Fig. 4. Sum rate with respect to L.

shifts matrix. As the number of IRS reflecting elements
increases, the sum rate obtained with the IRS experiences
a substantial enhancement compared to the scheme without
the IRS. This enhancement is attributed to the introduction
of stronger reflected signals resulting from the increased L,
thereby enhancing the received power.

In Fig. 5, we illustrate the sum rate as a function of
the number of transmit antennas for communication. The
utilization of multi-antenna techniques has been extensively
validated to enhance the communication performance. By
employing appropriate beamforming strategies, it is evident
that the communication performance is markedly enhanced
in all schemes as the number of communication antennas
increases from 4 to 16. However, comparing the results with
those shown in Fig. 4, it appears to be more cost-effective
to increase the number of reflective elements of the IRS to
achieve similar gains.

In Fig. 6, we examine the influence of the discrete phase
resolution of the IRS on the sum rate and assess the disparity
between continuous and discrete phase shifts utilizing the MM
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and CCM algorithms. The setting with continuous phases
represents an upper limit of the discrete phase counterpart,
and the discrepancy between them diminishes progressively
as B increases. The numerical results show that B = 3 bits
are adequate to attain optimal performance.

In this paper, we use the detection probability to measure the
sensing performance according to [39], where PFA denotes the
false alarm probability of the radar system, i.e., the probability
that the system still determines the presence of a target object
when only noise is present. Fig. 7 shows that the overall
detection probability increases with increasing the radar SNR,
and, at the same SNR, the detection probability decreases with
decreasing the radar false alarm probability, and, as the false
alarm probability decreases, the detection probability shifts to
the right. The rationale is that a higher false alarm probability
characterizes a higher error tolerance of the system, leading
to an increased detection probability.

In Fig. 8, we evaluate the relationship between the radar
transmit power and the detection probability when PFA =
10−5. We see that curves of the detection probability shift
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Fig. 7. Radar detection probability with respect to the radar SNR.
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to the left when increasing the power. This is because, as
the radar transmit power increases, the radar beampattern has
a higher beampattern gain, which can significantly improve
the quality of the radar SNR and increase the probability of
detection for low values of the SNR.

Finally, the relationship between the designed beampattern
(Designed BP) and the desired BP (Desired BP) under differ-
ent antenna configurations is illustrated in Fig. 9 to evaluate
the algorithm developed in Sec. III-A. It can be observed
that the designed BP can better match the desired one by
increasing the number of antennas. However, the scheme
with a small number of antennas can basically satisfy the
constraints imposed and does not cause much interference to
the communication system.

V. CONCLUSION

This paper investigated the application of IRS in an ISAC
system operating in the mmWave band. The main objectives
were to maximize the sum rate and minimize the beampattern
error. Closed-form expressions were derived for the radar
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RSC matrix, the communication beamforming vector, and the
IRS phase shifts. The proposed scheme utilized the MM and
CCM algorithms to optimize the IRS phase shifts, effectively
reducing the computational complexity. Through numerical
simulations, the performance of the proposed algorithm was
validated, demonstrating that the utilization of the IRS can
significantly enhance the transmission rate of an ISAC system.

APPENDIX

A. Proof to Proposition 1

The equation (9) can be considered as a concave function
that is differentiable with respect to pk when given a fixed
value of λk. Taking the derivative of (9) about pk and equating
it to zero

∂f1
∂pk

=
1

ln 2

K∑
k=1

(
1

1 + pk
− 1 +

γk
1 + γk

)
= 0. (39)

Then, we obtain p̂k = γk. Taking pk back to (9) yields (8a).
Therefore, the two problems share equivalent optimal objective
values, guaranteeing their equivalence.

B. Proof to Lemma 1

(21) can be re-arranged as Equation

Ŵ = [w1, ...,wK ] = (µI+K)
−1

HS (40)

where K = |sk|2
K∑
i=1

h̃H
i h̃i, H = [h̃H

1 , ..., h̃H
K ] and

S = diag([
√
p̄1s1, ...,

√
p̄KsK ]). We have tr

(
ŴŴH

)
=∑K

1 ŵH
k ŵk and compute the derivative of the transmit power

with respect to µ as

∂
∂µ tr

(
ŴŴH

)
= tr

((
∂

∂Ŵ

(
ŴŴH

))H
∂Ŵ
∂µ

)
= −2tr

(
PH(µI+ K)

−1
P
)
,

(41)

which shows that (40) is monotonically decreasing with µ.
In the critical case of the power constraint (8b), the optimal
solution µ̂ corresponds to its minimum value.
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