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Abstract. Speech-driven 3D talking heads generation has emerged as
a significant area of interest among researchers, presenting numerous
challenges. Existing methods are constrained by animating faces with
fixed topologies, wherein point-wise correspondence is established, and
the number and order of points remains consistent across all identities
the model can animate. In this work, we present ScanTalk, a novel
framework capable of animating 3D faces in arbitrary topologies includ-
ing scanned data. Our approach relies on the DiffusionNet architecture
to overcome the fixed topology constraint, offering promising avenues
for more flexible and realistic 3D animations. By leveraging the power
of DiffusionNet, ScanTalk not only adapts to diverse facial structures
but also maintains fidelity when dealing with scanned data, thereby en-
hancing the authenticity and versatility of generated 3D talking heads.
Through comprehensive comparisons with state-of-the-art methods, we
validate the efficacy of our approach, demonstrating its capacity to gen-
erate realistic talking heads comparable to existing techniques. While our
primary objective is to develop a generic method free from topological
constraints, all state-of-the-art methodologies are bound by such limita-
tions. Code for reproducing our results, and the pre-trained model are
available at https://github.com/miccunifi/ScanTalk.
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Fig. 1: We present ScanTalk, a deep learning architecture to animate any 3D face
mesh driven by a speech. ScanTalk is robust enough to learn on multiple unrelated
datasets with a unique model, whilst allowing us to infer on unregistered face meshes.

1 Introduction

Human face animation is a complex task, widely explored in Computer Vision
and Computer Graphics because of the broad range of applications drawn from
it, spanning from virtual reality to video game graphics, and more. As 3D face
models continue to improve, it becomes more and more relevant to incorporate
multi-modal aspects such as speech with audio data. Speech-driven facial an-
imation encounters challenges inherent to the fact that finding a cross-modality
mapping from audio to geometric data is an ill-posed problem, dealing with the
complex geometry of human faces and the limited availability of paired audio-
visual 3D data. Another, less discussed aspect that touches a broader range of 3D
graphics with meshes is the robustness to changes in the topology of the mesh,
which refers to the arrangement of the vertices and how they are connected.

Maintaining fidelity and coherence across different topologies is crucial for
ensuring that facial animations remain realistic and expressive, regardless of
variations in the underlying mesh structure. This challenge becomes particularly
pronounced in speech-driven facial animation, where the dynamics of speech-
related lip movements, and related face changes necessitate a high degree of
adaptability within the mesh topology.

Addressing these challenges requires innovative approaches able to navigate
the complexities of facial geometry, while accommodating the nuances of speech-
driven animation. In this regard, we present ScanTalk, a novel framework capa-
ble of animating faces in arbitrary topologies including scanned data. ScanTalk
overcomes limitations associated with fixed topologies, offering promising av-
enues for more flexible and realistic 3D talking heads generation. Indeed, the
aforementioned constraint limits the range of applications of current deep learn-
ing models for speech-driven motion synthesis. Because of this, deep models are
required to train on large scale registered datasets such as FLAME [23] or Multi-
face [44] for human face data. Building these datasets is a costly procedure, and
the trained model is then only usable within the same registered setting. This
typically means that any newly acquired data needs to be fitted to the corre-
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sponding topology before any animation can be predicted by a deep model. This
extra preprocessing step usually prevents online applications, therefore canceling
one of the key benefits of deep models, which is their inference speed.

Aiming to address these limitations, in this paper we present a flexible deep
learning framework built to generate speech-driven animations of 3D face meshes.
In particular, it gathers several key elements:

1. A new robust approach to generate mesh deformation sequences based on
DiffusionNet to compute intrinsic descriptors on 3D data;

2. A comprehensive architecture for learning speech-driven animations. Our
approach works with meshes with different topologies, while showing com-
petitive performance with respect to state-of-the-art models trained on an
individual topology;

3. We show the generalizability of our model to unseen mesh topologies with
qualitative examples.

2 Related Work

In literature, there are several methodologies to acquire 3D face meshes, either
by extracting the geometry from images or videos [26,47] or by using a complex
set of instruments in a controlled environment [16, 18, 33, 35, 44, 48]. The for-
mer offers advantages in terms of easier and more cost-effective data acquisition.
However, these methods may sometimes fall short in capturing the complete 3D
information from 2D data. With 3D scans, other challenges arise: they come un-
registered and may present alterations such as holes and noise. Then, animating
these objects directly becomes even more challenging. One can do it by register-
ing the meshes onto a pre-defined topology [16, 22, 23, 28, 44] before animating
the registrations with 3D morphable models [14] for example.

Several deep learning models [3–5, 10, 25] proposed ways to learn a latent
representation of face scans using robust encoders such as PointNet [6, 31] and
Transformers but the resulting mesh is registered, which tends to smooth out
some details from the scan geometry. However, this extra registration step may
be handled efficiently with recent industrial applications such as MetaHuman
from Epic Games. More recently, and closer to our goal, DiffusionNet [37] was
combined with neural Jacobian fields [1] in Neural Face Rigging (NFR) [32]
to learn a per-triangle deformation field on faces, allowing to transfer an ani-
mation from a sequence of unregistered face meshes to another. We stand out
from this work by proposing a model that uses audio data to animate a given
unregistered face mesh. While DiffusionNet has demonstrated its capability to
generalize across varying triangulations in a static setting, our model is the first
to exhibit similar properties in a multi-modal 4D setting.

In recent years, numerous models and methodologies have emerged to ad-
dress the challenge of synchronizing facial animations with speech audio. While
significant progress has been made on 2D talking heads [2, 7, 12, 21, 42, 43, 49],
only a handful of approaches can be seamlessly extended to 3D data. Procedural
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techniques have been proposed to animate 3D faces [9, 13, 27, 41, 46], primar-
ily relying on visemes (groups of phonemes) to drive the movements of facial
muscles. However, many of these models necessitate re-targeting and struggle
to generalize effectively without extensive processing steps. More recent works
leverage the increasing availability of data to develop statistical methods, in-
cluding deep learning strategies [11, 15, 19, 29, 34, 38–40, 45]. Currently, state-of-
the-art deep learning approaches are limited to a fixed mesh topology, requiring
it to be identical to the one observed during the training phase. Among these
models, VOCA [11] pioneers the development of deep models trained on a large-
scale dataset of registered meshes. It was outperformed when MeshTalk [34]
introduced a larger registered dataset named Multiface [44] along with a more
expressive model. Moving forward, FaceFormer [15] utilized the transformer ar-
chitecture, optimized for temporal data, and leveraged the power of a large-scale
pre-trained audio encoder called Wav2vec2 [36]. This strategy saw further devel-
opment with CodeTalker [45] and SelfTalk [30]. More recently, FaceXHubert [19]
and FaceDiffuser [38] utilized an improved audio encoder, Hubert [20], demon-
strating superiority to predict cross-modality mappings from audio to face mo-
tions. While continuously enhancing performances, these models are bound to a
fixed mesh topology, hindering real-world applications and limiting the quantity
of usable data for a single model, both for training and inference.

In response to these challenges, we present a novel framework in the landscape
of 3D facial animation learning, avoiding the limitations posed by the specific
topology of the face mesh to be animated. The proposed model stands out for its
capability to animate any face mesh, including real-world 3D scans. This novel
approach holds the potential to redefine the standards in the field of 3D facial
animation, being applicable across diverse datasets and scenarios.

3 Proposed approach: ScanTalk

In this section, we introduce Scantalk, a framework for animating 3D face
meshes reproducing a spoken sentence contained in an audio file, which does
not require the meshes to adhere to any specific topology. With ScanTalk, we
push the state-of-the-art in 3D talking heads a step forward by allowing any 3D
face, even raw scans, to be animated given a speech. To train ScanTalk, the only
requirement is that the training meshes share a common topology within each
sequence, but the topology may vary from one sequence to another. At inference
time, any 3D face mesh in neutral state can be animated.

ScanTalk is an Encoder-Decoder framework, which receives a neutral face
mesh and an audio snippet as input, and outputs a sequence of per-vertex de-
formation fields, whose length depends on that of the audio. By summing each
deformation field to the neutral input face, we ultimately obtain the animated
sequence. The encoder is composed of two main modules: an audio encoder,
which combines a pretrained encoder with a bi-directional LSTM that extracts
audio features from the input speech, and a DiffusionNet encoder that computes
surface descriptors from the neutral 3D face. These descriptors are then repli-
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cated and concatenated to the audio features and the resulting signal is fed to a
DiffusionNet decoder that outputs the deformation to be applied to the neutral
face. The framework is depicted in Fig. 2. Before providing the technical details
in Sec. 3.1 and Sec. 3.2, below we introduce a few general notations.

Let L =
{
(Mgt

i ,mn
i , Ai)

}N−1

i=0
denotes the training set comprising N samples,

where Ai is an audio containing a spoken sentence, Mgt
i = (m0

i , . . . ,m
Ti−1
i ) ∈

RTi×Vi×3 represents a sequence of 3D faces (same topology) of length Ti syn-
chronized with the spoken sentence in Ai, and mn

i ∈ RVi×3 is a 3D neutral face.
Vi = |mn

i | is the number of vertices in the i-th 3D face sequence that needs to
be consistent across each mesh in the i-th sequence together with the vertex
connectivity, overall determining the topology of the surface. Our objective is to
establish a mapping function that correlates an audio input Ai, and a neutral
3D face mn

i , to the ground-truth sequence Mgt
i , expressed as:

Scantalk(Ai,m
n
i ) ≈ Mgt

i . (1)

Fig. 2: Architecture of ScanTalk. A novel Encoder-Decoder framework designed to
dynamically animate any 3D face based on a spoken sentence from an audio file. The
Encoder integrates the 3D neutral face mn

i , per-vertex surface features Pn
i (crucial for

DiffusionNet and precomputed by the operators OP ), and the audio file Ai, yielding a
fusion of per-vertex and audio features. These combined descriptors, alongside Pn

i , are
then passed to the Decoder, which mirrors a reversed DiffusionNet encoder structure.
The Decoder predicts the deformation of the 3D neutral face, which is then combined
with the original 3D neutral face mn

i to generate the animated sequence.
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3.1 ScanTalk Encoder

ScanTalk requires an audio snippet Ai and a 3D face in neutral state mn
i as

inputs. To process the two inputs, ScanTalk comprises two distinct encoders to
process the mesh and the audio, respectively, as detailed below.

Face mesh encoder. Several approaches are available for encoding face meshes
or point clouds, yet traditional graph convolution-based models, like [17, 24],
encounter limitations with varying graph structures, such as changes in mesh
resolution. To address this, we employ DiffusionNet [37], a discretization-agnostic
encoder that demonstrated to be effective for encoding face meshes as seen in [32].
DiffusionNet integrates multi-layer perceptrons (MLPs), learned diffusion, and
spatial gradient features, offering a straightforward yet robust architecture for
surface learning tasks. It bypasses the need for complex operations like explicit
surface convolutions or pooling hierarchies.

Critical to DiffusionNet’s functionality are precomputed features of the face
surface, namely the Cotangent Laplacian, Eigenbasis, Mass Matrix, and Spatial
Gradient Matrix. Together, these operators enhance the architecture’s robust-
ness, flexibility, and expressiveness, making DiffusionNet suitable for diverse sur-
face learning tasks. Notably, this architecture accommodates 3D faces of any
topology, allowing for variations in the number and order of defining points.
Let Pn

i = OP (mn
i ) represent the precomputed features obtained by applying

the above surface closed-form operators OP to the 3D neutral face mn
i . The Dif-

fusionNet Encoder DNe, with latent size h, is designed to process a neutral 3D
face mesh mn

i , and requires the precomputed per-vertex features Pn
i to extract

a per-vertex descriptors fn
i , that is:

fn
i = DNe(m

n
i , P

n
i ) ∈ RVi×h. (2)

The per-vertex descriptors fn
i , is capable of capturing intricate details of each

vertex within the neutral 3D face.

Audio encoder. Following [19,38], the speech encoder adopts the architecture
of the state-of-the-art pretrained speech model, HuBERT [20] that is a self-
supervised speech representation learner utilizing an offline clustering step to
provide aligned target labels for a BERT-like prediction loss. Using this module,
followed by a Linear Layer, we obtain a per-frame audio representation:

ai = SpeechEncoder(Ai) ∈ RTi×(h/2). (3)

To ensure coherence between the speech representation, following the method-
ology outlined in [29], we concatenate the SpeechEncoder with a Multilayer
Bidirectional-LSTM for temporal consistency, in a way such that the speech
signal is projected into a temporal latent representation:

vi = BiLSTM(ai) ∈ RTi×h. (4)
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3.2 ScanTalk Decoder

We combine per-vertex descriptors fn
i extracted from the neutral face, with the

latent vector vi extracted from the Bidirectional-LSTM

(F j
i )k = (fn

i )k ⊕ vji ∈ Rh∗2, ∀k = 0, . . . , Vi − 1, ∀j = 0, . . . , Ti − 1. (5)

With this concatenation, we obtain a combined latent F j
i ∈ RVi×h∗2 that embeds

both audio-related and geometry-related latents. To decode this sequence of
combined latents for deforming the neutral face mn

i , we employ a DiffusionNet
Decoder (which is essentially a reversed Encoder), denoted as DNd. The decoder
module receives F j

i , and precomputed features Pn
i derived from mn

i . It predicts
the deformation of mn

i , denoted as DNd(F
j
i , P

n
i ):

m̂i
j
= DNd(F

j
i , P

n
i ) +mn

i ∈ RVi×3. (6)

Here m̂i
j represents the j-th frame of the predicted sequence. The entire gen-

erated sequence is defined by M̂i ∈ RTi×Vi×3. We opt to utilize ScanTalk for
predicting the deformation of the neutral face mn

i rather than predicting the
actual face. This decision aligns with previous works [15,19,30,38,40], and offers
advantages in terms of training efficiency and resulting animation. Predicting
face deformation makes the learning process easier, by focusing solely on speech-
related motion, as opposed to incorporating the problem of predicting the entire
face reconstruction. Essentially, the decoder learns to predict a per-vertex dis-
placement field from a time-dependent per-vertex descriptors field.

3.3 ScanTalk Training

ScanTalk generates deformations of a neutral face; hence, a predicted sequence
maintains a consistent topology across all frames. This property arises from the
definition of the DiffusionNet Decoder, which necessitates knowledge of precom-
puted features Pn

i , and the number of points in the 3D neutral face targeted for
animation. For this reason, during a supervised training protocol, the ground-
truth meshes within each sequence must adhere to a common topology. Despite
the apparent specificity of this requirement, it proves to be non-prohibitive in
practice. ScanTalk animates a neutral face in response to an audio input, pro-
ducing a sequence of 3D faces sharing the same topology of the neutral face that
is animated, which can be any topology (even different from those seen during
training). This alignment between the training strategy and the desired inference
outcome underscores the efficiency of ScanTalk, which is not restricted to the
topology of the training faces.

Notably, the model predicts per-vertex displacements of the neutral ground-
truth mesh and the ground truth sequence is registered in a supervised setting.
Consequently, the predicted sequence and the ground-truth sequence are aligned
on the same topology but can vary from one sequence to another. Thus, during
training, we minimize the average vertex-wise Mean Squared Error (MSE) over
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a sequence of length Ti between the ground truth Mgt
i and the model prediction

M̂i. which is defined as:

LMSE =
1

Ti − 1

Ti−1∑
j=0

1

Vi − 1

Vi−1∑
k=0

∥∥∥(mj
i )k − (m̂i

j
)k

∥∥∥2
2
. (7)

4 Experiments

In the following, we first introduce the datasets and the metrics used for evalua-
tion, respectively in Sec. 4.1 and Sec. 4.2. Then, we report quantitative and quali-
tative results in comparison with state-of-the-art methods in Sec. 4.3 and Sec. 4.4.
In Sec. 4.5 we present several ablation studies over the framework architecture.
Finally, in Sec. 4.6, we report the results of an user study designed to compare
our approach with state-of-the-art methods.

4.1 Datasets

For training and quantitative evaluations, we rely on three classical datasets in
3D speech-driven motion synthesis: VOCAset [11], BIWI [16] and Multiface [44].
VOCAset gathers mesh sequences of 12 actors performing 40 speeches, captured
at 60fps. Each sequence lasts for around 3 to 5 seconds, and each mesh is regis-
tered to the FLAME [23] topology with 5,023 vertices and 9,976 faces.
BIWI comprises 14 subjects articulating 40 sentences each, sampled at 25fps.
Each sentence lasts around 5 seconds, and the meshes are registered to a fixed
topology. Due to GPU limitations, we used a downsampled version of this dataset,
called BIWI6, which has a fixed topology, with 3,895 vertices and 7,539 faces.
Multiface includes 13 identities executing up to 50 speeches of around 4 seconds
each, sampled at 30fps. The original multiface meshes have a fixed topology with
5,471 vertices and 10,837 faces.

For training purposes, the meshes in both Multiface and BIWI6 have been
scaled and aligned with the meshes in the VOCAset dataset. The data splits
can be found in the supplementary material. Since ScanTalk is the first topology-
independent 3D talking head generator, for the sake of a comprehensive com-
parison with the state-of-the-art, we trained 4 different models: one is trained
using all the three datasets together (multi-dataset), while the other three are
trained on each dataset separately (single-dataset).

4.2 Evaluation Metrics

To evaluate the quality of the generated faces, we employ three standard metrics
from previous works [30,34,38,45], namely: Lip vertex error (LVE) ×10−5(mm).
Assesses the lip deviation in a sequence by comparing it to the ground truth.
It is obtained by computing the maximum L2 error for all lip vertices in each
frame, averaged across all frames.
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Mean vertex error (MVE) ×10−3(mm). Describes the quality of the overall
face reconstruction by computing the maximal vertex L2 error for each frame
and taking the mean across all frames.
Upper-face dynamic deviation (FDD) ×10−7(mm). Compares the standard
deviation of upper vertices between the generated sequence and ground-truth.

4.3 Quantitative Results

Although ScanTalk is the first deep learning model to animate unregistered 3D
face meshes, comparisons with the state-of-the-art is possible when inferring
our model on registered data. In Tab. 1, we present the performance evaluation
of ScanTalk training on both a single-dataset and multi-datasets, juxtaposed
against several state-of-the-art methods trained solely on a single dataset. While
the augmentation of training data enhances the effectiveness of our model, ad-
dressing disparities in data composition becomes important for animating unseen
faces. Particularly, the varied geometries and head dynamics inherent in BIWI6,
VOCA, and Multiface meshes pose significant challenges, potentially limiting
performance compared to a model trained exclusively on a single dataset.

Table 1: ScanTalk performance, in both single-dataset (s-d) and multi-dataset (m-
d) scenarios, in comparison with state-of-the-art methods. The heatmaps show the
differences between the first frame and subsequent frames within sequences among the
VOCAset, BIWI6, and Multiface datasets. Notably, in the VOCAset, primarily the
lips display movement, whereas in BIWI6 and Multiface datasets, substantial head and
upper face movements are observed. The color gradient on the face meshes corresponds
to the average per-vertex L2 norm of the differences, where blue hues indicate lower
values, and red hues indicate higher values.

VOCAset BIWI6 Multiface

LVE ↓ MVE ↓ FDD ↓ LVE ↓ MVE ↓ FDD ↓ LVE ↓ MVE ↓ FDD ↓

VOCA 6.993 0.983 2.662 5.743 2.591 41.482 4.923 2.761 55.781
FaceFormer 6.123 0.935 2.163 4.085 2.163 37.091 2.451 1.453 20.239
SelfTalk 5.618 0.918 2.321 3.628 2.062 35.470 2.281 1.901 37.434
CodeTalker 3.549 0.888 2.258 5.190 2.641 20.599 4.091 2.382 47.905
FaceDiffuser 4.350 0.901 2.437 4.022 2.128 39.604 3.555 2.388 29.157

ScanTalk m-d 6.375 0.987 2.101 4.044 2.057 40.051 2.435 1.678 32.202

ScanTalk s-d 3.012 0.861 2.400 4.651 2.148 36.034 2.653 1.871 64.451



10 F. Nocentini et al.

This observation becomes evident when assessing Scantalk’s performance on
VOCAset, where a substantial improvement is observed when training on a
single-dataset. Conversely, in the case of BIWI6 and Multiface single-dataset
training, a decline in results is noted compared to the multi-dataset version.
This disparity is attributed to the presence of speech-related head and upper
face movements within the ground truth talking head sequences of BIWI6 and
Multiface. Consequently, the multi-dataset training model demonstrates supe-
rior performance as it encounters a wider array of sequences featuring head and
upper face movements. In contrast, VOCAset lacks such movements, with the
3D faces remaining static, while only the mouth moves, thereby enhancing per-
formance for ScanTalk trained solely on VOCAset. This obviates the need to
learn other movements of the head or upper face.

The distinctions between VOCAset and the other two datasets are further
underscored by the FDD metric, indicating that 3D faces in VOCAset remain
stationary, with minimal activity in the upper facial area and head. Across all
tested models, generating sequences with lower FDD is notably more achievable
on VOCAset compared to the other datasets, thus emphasizing the disparities
between VOCAset and the others.

Fig. 3: ScanTalk GPU mem-
ory usage with respect to the
mesh resolution.

Nevertheless, the results presented in Tab. 1
demonstrate that ScanTalk produces outcomes
comparable to state-of-the-art methods, whether
undergoing single-dataset or multi-dataset train-
ing. Moreover, ScanTalk emerges as the first
model capable of training in multi-dataset set-
tings, demonstrating the ability to animate a 3D
face regardless of its topology. An interesting char-
acteristic of ScanTalk emerges when analyzing the
GPU memory usage relative to the vertex count in
the 3D facial model requiring animation. Fig. 3
illustrates a linear increase in GPU usage corre-
lated with the number of vertices.

4.4 Qualitative Results

In the domain of 3D speech-driven talking heads generation, qualitative eval-
uations hold as much significance as quantitative assessments. To evaluate the
quantitative findings presented in Sec. 4.3, we introduce a straightforward test
aimed at discerning disparities in head and upper face movements across the
three datasets: for each dataset, we compute the average L2 norm of the differ-
ences between the initial frame and subsequent frames within each sequence. This
enables the quantification of both head dynamics and upper facial movements
across mesh sequences. In the heatmaps of Tab. 1, we present the per-frame av-
erage difference for each dataset. Our analysis reveals that in the VOCAset, only
the lower part of the face exhibits discernible movements, whereas in BIWI6 and
Multiface, the entire head or face moves.
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Fig. 4: Relative norm of the per-vertex descriptors fn
i in Eq. (2) extracted by DNe

displayed as a heatmap on a mesh from VOCAset (left), and a mesh from Multiface
(right). For each mesh, we show the norm on the original topology, on a remeshed
version, and on a further degraded mesh obtained by removing the back of the head
and creating random holes. Here, pinker hues indicate lower values, and greener hues
indicate higher values.

Fig. 5: ScanTalk inference on 3D faces. The meshes have been rigidly aligned with the
training data. The first row is an animation of a raw 3D scan (an hole for the mouth has
been created), while the others two are animation of meshes in an arbitrary topology.
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In Fig. 4, we present a heatmap visualization representing the norm of ge-
ometric descriptors fn

i computed by the encoder DNe in Eq. (2) for various
alterations of the same identity mesh. Our findings indicate that the ScanT-
alk encoder effectively extracts descriptors from input faces regardless of facial
topology. Notably, despite differences in facial topology among the same identity,
the extracted descriptors exhibit remarkable similarity.

In Fig. 5, 3D faces in different topology, including a scan, animated using
ScanTalk are presented. Our method demonstrates good generalization capa-
bilities, successfully animating diverse 3D faces. Notably, enhanced animation
quality is observed when a mouth aperture is present; however, our model per-
forms well even in its absence. Nonetheless, without a mouth aperture, the model
struggles to generate the corresponding mouth opening, despite accurate lip
movement synchronization.

4.5 Ablations Studies

To investigate the impacts of various components within our architecture, we
conducted extensive experiments across various configurations, encompassing
both single-dataset and multi-dataset training paradigms. The results reported
in Tab. 2 and Tab. 3 are computed by modifying ScanTalk’s modules and training
losses as described in Sec. 3.

Audio encoder. In learning based speech-driven animation, some previous
work used either Wav2vec2 [36] or Hubert [20], the latter being substantially bet-
ter for this task according to [19,38]. For our purpose, we also tested WavLM [8]
but obtained poorer efficiency. The results on both the single-dataset and multi-
dataset training are displayed in Tab. 2a and Tab. 3 top. We can see that, in
both cases, the usage of the Hubert Encoder [19] for audio features extraction
leads to better results.

Temporal consistency. In our investigation, as proven by [19,29,40], we found
that supplementing pre-trained audio encoders with additional temporal consis-
tency mechanisms such as Bidirectional-LSTM, Bidirectional-GRU, or an autore-
gressive Transformer Decoder (TD) significantly enhances model performance,
as illustrated in Tab. 2b and in Tab. 3 middle. The BiLSTM model architecture is
detailed in Sec. 3, while the BiGRU model mirrors the BiLSTM architecture but
substitutes BiLSTM with BiGRU. Details about the Transformer Decoder can be
found in the supplementary material. From the findings presented in Tab. 2b and
in Tab. 3 middle, we observe that employing a multilayer Bidirectional-LSTM in
the audio stream processing of ScanTalk yields the most favorable performance
across both single-dataset training and multi-dataset training scenarios.

Loss function. Previous research has extensively explored optimal objective
functions for enhancing and refining the learning process. Inspired by [29,30,40],
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we experimented with Mean Square Error (LMSE), Masked (Lmask), and Ve-
locity (Lvel) Loss. The former is a simple L2 loss, the second employs Mean
Square Error focused on lip vertices, while the latter aims to minimize differences
between consecutive frames. While these loss functions have demonstrated effi-
cacy in single-dataset training, as evidenced by [29,30,40], our findings, detailed
in Tab. 3 bottom, indicate that employing a straightforward L2, on multi-dataset
training, enhances the model’s capacity to generate realistic talking heads. We at-
tribute this to significant geometric variations observed across different datasets.

Table 2: ScanTalk (ST) single-dataset ablation studies. Results obtained with a model
trained just on VOCAset.

(a) Audio Encoder Ablation.

LVE ↓ MVE ↓ FDD ↓

ST w WavLM 3.674 0.937 2.413
ST w Wav2Vec2 3.309 0.860 2.244
ScanTalk 3.012 0.861 2.400

(b) Temporal consistency ablation.

LVE ↓ MVE ↓ FDD ↓

ST w/o 3.361 0.870 2.365
ST w TD 3.291 0.859 2.406
ST w BiGRU 3.036 0.835 2.358
ScanTalk 3.012 0.861 2.400

Table 3: ScanTalk (ST) multi-dataset ablation studies. Top: ST with different audio
encoders. Middle: ST using different audio stream processing. Bottom: ST with dif-
ferent Loss function. The last row is the proposed ScanTalk

VOCAset BIWI6 Multiface

LVE ↓ MVE ↓ FDD ↓ LVE ↓ MVE ↓ FDD ↓ LVE ↓ MVE ↓ FDD ↓

ST w Wav2Vec2 7.127 1.241 2.349 4.439 2.276 41.374 3.198 2.329 33.671
ST w WavLM 6.773 1.004 2.220 4.333 2.162 31.922 2.907 2.004 8.500

ST w TD 6.512 0.995 1.858 4.827 2.168 36.789 2.136 1.725 35.044
ST w BiGRU 6.584 0.994 2.054 4.421 2.103 41.456 2.534 1.987 34.098

ST+Lmask + Lvel 7.031 1.092 1.473 4.755 2.227 39.458 2.547 1.898 15.973
ST+Lmask 7.451 1.084 0.859 4.748 2.199 36.939 2.888 1.891 32.501
ST+Lvel 6.740 0.998 1.899 4.509 2.180 33.614 2.103 1.775 31.599

ScanTalk 6.375 0.987 2.101 4.044 2.057 40.051 2.435 1.678 32.202

4.6 User study

To further evaluate our solution, we performed a study where human feedback is
involved. This evaluation is conducted with two user-based studies involving 25
participants; (i) For the first study, in alignment with prior research [15,19,30,34,
38,45], we designed an A/B test to compare ScanTalk with other state-of-the-art
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models within a registered setting on both lip-syncing and naturalness criteria
(Test 1); (ii) In the second test, we assessed the credibility of scan animations
by asking participants to rate the animation quality of ten scans sourced from
the COMA dataset [33], using a scale ranging from 1 to 10 (Test 2).

The outcomes of Test 1 are depicted in the table on the left of Fig. 6. No-
tably, sequences produced using ScanTalk demonstrate levels of both naturalness
and lip-syncing that are comparable to state-of-the-art methods. Specifically, our
approach is preferred when compared with FaceFormer, CodeTalker, and FaceD-
iffuser on VOCAset. However, SelfTalk and the ground truth are preferred over
ScanTalk. Nevertheless, the percentage of users favoring ScanTalk remains non-
negligible, underscoring the efficacy of our approach in generating 3D talking
heads with good realism and lip-syncing fidelity.

Results of Test 2 are reported on the right of Fig. 6. These ratings are closely
linked to both the scan quality and the fidelity of the mouth representation.
Despite the scan quality not being optimal, as depicted in Fig. 6, our results
indicate that we can achieve a good level of realism in the animated scans.

Comparison Naturalness (%) Lip-sync (%)

ST vs. FaceFormer 82.67 80.67
ST vs. CodeTalker 57.33 56.00
ST vs. FaceDiffuser 90.67 94.00
ST vs. SelfTalk 44.00 43.33
ST vs. GT 44.00 42.00

Fig. 6: The table on the left shows results of Test 1, ScanTalk (ST) vs. other methods
and the ground truth (GT) on samples from the test set of VOCAset. The values denote
the percentages of users who favored ScanTalk animations over others. The chart on
the right shows results of Test 2 reported as a violin plot for the animation of scans
from COMA [33]. The subject median rating is displayed as a black dot on each violin.

5 Conclusions

This paper introduces ScanTalk, a novel framework for speech-driven 3D facial
animation. Unlike existing methods, ScanTalk possesses the unique capability
to animate any 3D face, regardless of its topology, even if it differs from the
ones on which it was trained. ScanTalk extends the applicability of deep speech-
driven 3D facial animations by addressing the challenges of topology robustness.
Additionally, our model demonstrates comparable quantitative and qualitative
results with other state-of-the-art methods across three distinct datasets.
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