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Spectral clustering is a theoretically and practically well-studied method to partition a graph into k& communities [1].
It is based on a spectral decomposition of the (normalized) Laplacian of a graph. The main steps are the computation of
the Laplacian, the projection on the k-dimensional eigenspace relative to the k& smallest eigenvalues and the clustering,
usually a k-means. However, for large graphs, the computation of some steps may be prohibitive and reduction techniques
are necessary. Thus, graph coarsening consists in the reduction of the size of a graph by aggregation of some nodes.
While structured graph coarsening for spectral clustering has been well studied [2], unstructured graph coarsening is only
at its beginnings [3].

Let us consider a graph with n nodes and m edges. Standard spectral clustering requires O(m) time and memory to
compute the Laplacian matrix, O(kn?) time and O(m) memory to compute the spectral decomposition of the k smallest
eigenvalues and O(kn) average time and O(n) space to compute the clustering. The overall memory complexity is low
and is, usually, not an issue to compute spectral clustering. Here, we focus on reducing the time complexity of the
algorithm. Thanks to structured coarsening or random hashing of the nodes, a technique of random unstructured graph
coarsening, the number of nodes of the graph is reduced to ny < n. But, this reduction introduces uncertainty in the
graph that is lifted by using several different reductions of the same graph. The choice technique is based on the size of
the graph. Random hashing is used for very large graphs since its computation does not depend on the number of nodes
or edges. Structured coarsening is used for smaller graphs.

Thus, we propose, first, an acceleration of the current method for structured coarsening and, second, a framework to
compute the spectral clustering of a graph using any graph coarsening (see Fig.1). The first step consists in computing,
in parallel, several coarsened versions of the input graph. Then, every small graph will be partitioned using standard
spectral clustering. Finally, we use a majority vote to uncover the partition of the input graph. The main advantage of
our method is that the complexity of the spectral decomposition is lowered from O(kn?) to O(kn?). Results show that
we accelerate the computation of structured coarsening and that the framework improves the clustering performances.
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Figure 1: Left to right. A static graph. Several random hash functions are applied to create hashed graphs. Their
adjacency matrices A; can be extracted and used to compute their Laplacian. Then, a 2d eigen-projection is performed
and a k-means too. Finally, the different partitions are aggregated to uncover the communities of the original graph. In
the case of structured coarsening, the hashing functions are replaced by their structured equivalents.



