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Abstract

We consider the self-attention model—an interacting particle system on

the unit sphere, which serves as a toy model for Transformers, the deep

neural network architecture behind the recent successes of large language

models. We prove the appearance of dynamic metastability conjectured in

[GLPR23]—although particles collapse to a single cluster in infinite time,

they remain trapped near a configuration of several clusters for an expo-

nentially long period of time. By leveraging a gradient flow interpretation

of the system, we also connect our result to an overarching framework of

slow motion of gradient flows proposed by Otto and Reznikoff [OR07] in

the context of coarsening and the Allen-Cahn equation. We finally probe

the dynamics beyond the exponentially long period of metastability, and

illustrate that, under an appropriate time-rescaling, the energy reaches its

global maximum in finite time and has a staircase profile, with trajectories

manifesting saddle-to-saddle-like behavior, reminiscent of recent works in

the analysis of training dynamics via gradient descent for two-layer neural

networks.

Keywords. Transformers, slow motion, metastability, gradient flows, in-

teracting particle systems
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1 Introduction

Introduced in 2017 with the seminal paper [VSP
+
17], Transformers are the neu-

ral network architectures behind the recent successes of large language models.

Their impressive results are in part due to the way they process data: inputs are

length-𝑛 sequences of 𝑑-dimensional vectors called tokens (representing words,

or patches of an image, for example), which are processed over several layers of

parametrized nonlinearities. Unlike conventional neural networks, all tokens are

coupled and mixed at every layer via the so-called self-attention mechanism.

We make this discussion more transparent by following the mathematical

framework set out in [GLPR23]—itself based on and inspired by [SABP22, LLH
+
19]—

viewing layers as a continuous time variable 𝑡, and tokens as particles, we consider

2



the toy model

𝑥̇𝑖(𝑡) = P⊥
𝑥𝑖(𝑡)

𝑛∑︁
𝑗=1

𝑒𝛽⟨𝑥𝑖(𝑡),𝑥𝑗(𝑡)⟩

𝑛∑︁
𝑘=1

𝑒𝛽⟨𝑥𝑖(𝑡),𝑥𝑘(𝑡)⟩
𝑥𝑗(𝑡) for 𝑡 ⩾ 0, (SA)

for 𝑖 ∈ {1, . . . , 𝑛}; here P⊥
𝑥 := 𝐼𝑑 −𝑥𝑥⊤

ensures that the particles 𝑥𝑖(𝑡) evolve on
the unit sphere S𝑑−1

. We dub (SA) the self-attention model: it has a single parame-

ter 𝛽 ⩾ 0, designating an inverse temperature, is derived from Transformers, and

exhibits a remarkably similar qualitative behavior, as touched upon in [GLPR23].

To analyze the dynamics and the long-time behavior of (SA)—referred as sig-
nal propagation in themachine learning literature [NAB

+
22, HMZ

+
23, CNQG24]—

one naturally looks for a Lyapunov function. This endeavor is made simpler upon

observing that the partition function

Z𝛽,𝑖 :=
𝑛∑︁

𝑘=1
𝑒𝛽⟨𝑥𝑖,𝑥𝑘⟩

satisfies 𝑒𝛽 ⩽ Z𝛽,𝑖 ⩽ 𝑛𝑒𝛽
. Whereupon, one can, to begin with, consider the

unnormalized self-attention model

𝑥̇𝑖(𝑡) = 𝑛−1P⊥
𝑥𝑖(𝑡)

𝑛∑︁
𝑗=1

𝑒𝛽(⟨𝑥𝑖(𝑡),𝑥𝑗(𝑡)⟩−1)𝑥𝑗(𝑡) for 𝑡 ⩾ 0, (USA)

which is the (time-reversed) gradient flow for the interaction energy

E𝛽(𝑥1, . . . , 𝑥𝑛) := 1
2𝛽𝑒𝛽𝑛2

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑒𝛽⟨𝑥𝑖,𝑥𝑗⟩. (1.1)

Namely, 𝑋(𝑡) = (𝑥1(𝑡), . . . , 𝑥𝑛(𝑡)) satisfies

𝑋̇(𝑡) = ∇E𝛽(𝑋(𝑡)) for 𝑡 ⩾ 0.

This observation impels one to also view (SA) as a (reverse-time) gradient flow for

E𝛽 , but one in which the gradient is computed with respect to a different metric,

obtained by weighting the canonical metric on T𝑋(S𝑑−1)𝑛
by Z𝛽,𝑖, as done in

[GLPR23]. Consequently E𝛽 increases along trajectories of (SA) and (USA).

Global maxima of E𝛽 are configurations (𝑥1, . . . , 𝑥𝑛) ∈ (S𝑑−1)𝑛
satisfying

𝑥1 = . . . = 𝑥𝑛, which we call clusters. With this at hand, using established

tools from dynamical systems combined with an analysis of the landscape of E𝛽 ,

the authors in [GLPR23, MTG17] and the subsequent improvement in [CRMB24]

conclude that for almost every initial configuration, and for 𝛽 ⩾ 0 when 𝑑 ⩾ 3,
or 𝛽 ⩽ 1 ∨ 𝛽 ≳ 𝑛2

when 𝑑 = 2, the unique solution to (SA) or (USA) con-

verges to some cluster as 𝑡 → +∞. This behavior has in fact been observed in

trained Transformermodels, and is referred to as token uniformity, over-smoothing
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[CZC
+
22, RZZD23, GWDW23, WAWJ24, WAW

+
24, DBK24, SWJS24], or rank-

collapse [DCL21, FZH+
22, NAB

+
22, JDB23, ZMZ

+
23, ZLL

+
23, NLL

+
24, BHK24,

CNQG24].

One can then ask whether for almost every initial configuration, the above

convergence holds with some rate. The answer is affirmative—and the rate is

in fact exponential—when the initial configuration lies in an open hemisphere

[GLPR23, Lemma 6.4]. The latter is, generically, is a high-dimensional property

(𝑑 ≫ 𝑛), and the decay constant is itself exponentially small in 𝛽 ≫ 1. Prompted

by empirical evidence and synthetic simulations, the authors in [GLPR23, Prob-

lem 1] posit that the dynamics instead manifest metastability: particles quickly
approach a few clusters, stay in the vicinity of these clusters for a very long pe-

riod of time, before eventually coalescing to a single cluster in infinite time. Since

the appearance of a single cluster in long time is interpreted as a negative prop-

erty by practitioners in the empirical literature cited above, alluding to a lack of

expressivity, we can view metastability as a desideratum. The goal of this paper is

to describe and prove the appearance of the metastability phenomenon for both

(SA) and (USA).

1.1 Main result

Recall that 𝑓(𝑥) = Ω(𝑔(𝑥)) whenever lim inf𝑥→∞ 𝑓(𝑥)/𝑔(𝑥) > 0. We work in

the following setting of initial configurations.

Definition 1.1 ((𝛽, 𝜀)-separated configurations). Suppose 𝑑, 𝑛 ⩾ 2, 𝛽 > 1 and
𝜀 ∈ (0, 1

16). We call (𝑥𝑖)𝑛
𝑖=1 ∈ (S𝑑−1)𝑛 a (𝛽, 𝜀)-separated configuration if there

exist 𝑘 ⩽ 𝑛 points 𝑤1, . . . , 𝑤𝑘 ∈ S𝑑−1 such that

1. For all 𝑖 ∈ {1, . . . , 𝑛},

𝑥𝑖(0) ∈
𝑘⋃︁

𝑞=1
S𝑞(𝜀)

where S𝑞(𝜀) is the spherical cap centered at 𝑤𝑞 of radius (or “height”) 1 − 𝜀:

S𝑞(𝜀) :=
{︁

𝑥 ∈ S𝑑−1 : ⟨𝑥, 𝑤𝑞⟩ ⩾ 1 − 𝜀
}︁

. (1.2)

2. Furthermore,

𝛾(𝛽) := 1 − 𝛼 − 8𝜀 − 1
𝛽

log
(︃

2𝑛2

𝜀

)︃
> 0 and 𝛾(𝛽) = Ω(1) (1.3)

with
𝛼 := max

(𝑥,𝑦)∈S𝑖(2𝜀)×S𝑗(2𝜀)
𝑖 ̸=𝑗∈{1,...,𝑘}

⟨𝑥, 𝑦⟩. (1.4)
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Condition (1.3) is particularly indicative in the regime where 𝑑, 𝑛 ⩾ 2 are

fixed and in the low temperature limit 𝛽 → +∞. In this regime, which is of

interest due to the motivating discussion above, we essentially require 𝜀 to be

small in comparison to 1 − 𝛼. We provide an illustration of such a configuration

in Figure 1.

We now state our main result.

Theorem 1.2. Suppose 𝑑, 𝑛 ⩾ 2 and 𝛽 > 1. Consider (𝑥𝑖(0))𝑛
𝑖=1 ∈ (S𝑑−1)𝑛 which

is (𝛽, 𝜀)-separated for some 𝜀 = 𝜀(𝛽) ∈ (0, 1
16). Let (𝑥𝑖(·))𝑛

𝑖=1 ∈ C0(R⩾0; (S𝑑−1)𝑛)
be the unique solution to the corresponding Cauchy problem for (SA) or (USA). Take
any 𝜆 = 𝜆(𝛽) such that

0 < 𝜆 < 1 − 𝛼 − 𝑂𝛽,𝑛

(︂ 1
𝛽

)︂
(1.5)

(see Remark 1.3 for the precise upper bound) and

𝜆(𝛽) = Ω(1), (1.6)

where 𝛾 = 𝛾(𝛽) > 0 and 𝛼 = 𝛼(𝛽) ∈ (−1, 1) are defined in (1.3) and (1.4)

respectively. Then there exist 𝑇2 > 𝑇1 > 0 with

𝑇1 ⩽ 2𝑛𝑒8𝜀𝛽 + 𝑒𝑛𝜆
𝛽2

𝛽 − 1 and 𝑇2 ⩾
𝜀

𝑛
𝑒(1−𝛼)𝛽,

such that

1. If 𝑥𝑖(0) ∈ S𝑞(𝜀), then 𝑥𝑖(𝑡) ∈ S𝑞(2𝜀) for all 𝑡 ∈ [0, 𝑇2];

2. For all 𝑞 ∈ {1, . . . , 𝑘},

max
𝑥𝑖(𝑡),𝑥𝑗(𝑡)∈S𝑞(2𝜀)

‖𝑥𝑖(𝑡) − 𝑥𝑗(𝑡)‖2 ⩽ 2𝑒−𝜆𝛽
(1.7)

for all 𝑡 ∈ [𝑇1, 𝑇2].

Since 1 − 𝛼 > 0 and 1 − 𝛼 = Ω(1) by virtue of (1.3), the time 𝑇2 which the

particles take to escape from the caps S𝑞(2𝜀) is exponentially long. Furthermore

since 𝜆 = Ω(1), after time 𝑇1 all particles within a cap S𝑞(2𝜀) are exponentially
close to each other. This is precisely the dynamic metastability phenomenon al-

luded to in the introductory remarks: all particles stay in the vicinity of 𝑘 points

for an exponentially long period of time. See Figure 2 for a simulation.

Before delving into a more extensive discussion, we offer some preliminary

remarks.

Remark 1.3 (On (1.5)). The upper bound we require in (1.5) is precisely:

𝜆 < min

⎧⎨⎩𝑒

(︁
1−𝛼− 1

𝛽
log (𝛽−1)𝜀

𝛽2𝑛2𝑒

)︁
𝛽
(1 − 𝑒−𝛾𝛽), 1 − 𝛼 −

log
(︁

2𝑛2

1−𝑒−𝜆*𝛽

)︁
𝛽

− 𝑒−𝜆*𝛽

⎫⎬⎭
(1.8)
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8ε

1− α

Figure 1: An illustration of a (𝛽, 𝜀)-separated configuration on the circle S1
. To clearly

visualize distances, we not only show the spherical caps S𝑗(𝜀), but also their convex hull
within the unit disk. The case of interest in our framework is that in which caps have an

opening 𝜀 that is much smaller than the distance 1 − 𝛼 between them.

where 𝜆* = 𝛽−1 log(1/8𝜀) > 0. We use the first upper bound to ensure 𝑇2 > 𝑇1,
and the second in a “propagation of smallness” argument—see (2.11) in the proof. By
straightforward numerical computations, using (1.3) and 𝜀 ∈ (0, 1

16) one finds that
the second term in the upper bound in (1.8) is greater than 𝜆* (a useful lower bound
that we use in (2.8)). Moreover, since the upper bound in (1.8) is—again by virtue of
(1.3)—of order 1 − 𝛼 asymptotically as 𝛽 → +∞, 𝜆 can always be chosen so that
(1.6) holds as well.

Remark 1.4 (Ω(1)). Recall the Bachmann-Landau notation: 𝑓(𝑥) = ω(𝑔(𝑥))
whenever lim𝑥→+∞ 𝑓(𝑥)/𝑔(𝑥) = +∞. We chose to impose 𝛾 = Ω(1) in (1.3) and
𝜆 = Ω(1) in (1.6) solely to ensure that, in Theorem 1.2, the escape time 𝑇2 is expo-
nentially large, and the smallness rate in (1.7) is exponentially small as functions of
𝛽. One can replace Ω(1) withω(𝛽−1) for both, and provided one doesn’t choose an
initial configuration that is asymptotically reduced to a point—e.g., 𝛾 ∼ log(𝛽)/𝛽
or something similar—both the escape time and the smallness rate remain of expo-
nential order.

Remark 1.5 (Low temperature). One could equivalently rephrase Definition 1.1
and Theorem 1.2 so that, instead of having “well-separated” initial configurations
and an arbitrary 𝛽, one rather takes configurations that solely satisfy 1−𝛼−8𝜀 > 0,
and then takes 𝛽 sufficiently large so that 𝛾 defined in (1.3) is positive, and adjusts
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𝜆 appropriately.

Remark 1.6 (Different heights). In Definition 1.1, all spherical caps are defined
using the same height 𝜀. The proof can however be adapted to employ different
heights 𝜀1, . . . , 𝜀𝑘 per spherical cap without much difficulty. This modified proof
yields the same result as discussed in the first step (see 6.1) of the proof of Theorem 6.4
later on. For the sake of simplicity we choose to present the result in less generality.

Remark 1.7 (Safety caps). In Theorem 1.2 the time 𝑇2 that up to which all particles
remain in the safety capsS𝑞(2𝜀). It is possible, at the cost of additional technicalities,
to reduce the height parameter 2𝜀 to 𝜀+ 𝛿 with 0 < 𝛿 ≪ 𝜀, up to changing to a time
𝑇 *

2 which is smaller than 𝑇2 and modifying the constant 𝜆. Once again, we choose
to present our result in a less general form for the sake of simplicity.

Remark 1.8 (Time of collapse). The time 𝑇1 beyond which the particles within
caps remain exponentially close to each-other can scale exponentially with 𝛽 when 𝜀
is not of order at least 𝛽−1. We believe that this estimate is sub-optimal due to coarse
bounds in Step 2 of the proof in §2 (see Remark 2.3 as well), and could be improved
under further assumptions on the initial distribution of particles inside each spherical
cap (for instance, equidistributed within each cap). We leave this open.

t = 0.0 t = 9.0

t = 100.0 t = 356.0

Figure 2: A stylized illustration of Theorem 1.2: here 𝑑 = 2, 𝑛 = 5 and 𝛽 = 4, initial
points are distributed uniformly at random, and (SA) is solved using a forward Euler

scheme with time step equal to 0.1. Two caps appear and beyond time 𝑇1 ∼ 9 particles

within these caps are essentially merged. The dynamics remains in this metastable state

at least up to time 𝑇2 ∼ 356, a point beyond which the two merged rightmost particles

exit the cap, S1(2𝜀) say, and Theorem 1.2 is no longer indicative. Continued in Figure 3.
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1.2 Discussion and outline

We further discuss the particular framework of Theorem 1.2 as well as extensions

thereof, whilst outlining the remainder of the paper.

1.2.1 An energetic reinterpretation (§3)

The proof of Theorem 1.2, which can be found in §2, does not make use of the

gradient flow interpretation of (SA) nor (USA), as we rather resort to ODE argu-

ments and a fine analysis of the attention nonlinearity. One can however reinter-

pret Theorem 1.2 almost entirely in terms of the energy E𝛽 by following a general

framework introduced by Otto and Reznikoff in [OR07]. To put it briefly: for a

gradient flow (descent, say; ascent follows thereupon) of some smooth function E
on an abstract manifold ℳ, if there is a subset 𝒩 ⊂ ℳ on which ∇E is of magni-

tude 𝛿 ≪ 1, and in whose vicinity E satisfies a Polyak-Łojasiewicz-like inequality
(see (3.2)), then trajectories are quickly drawn to 𝒩 and remain there for time at

least 𝛿−1
. We present the framework of Otto and Reznikoff in §3.1, and prove that

our energy E𝛽 fits within this framework in §3.2. Finally, in §3.3, we point out

that outside of the metastable states, the gradient of the energy is accelerating.

1.2.2 On (𝛽, 𝜀)-separated configurations (§4)

It is also natural to inquire about the ubiquitousness of (𝛽, 𝜀)-separated configu-

rations per Definition 1.1. In Proposition 4.2 in §4.1, we prove that random points

drawn from an appropriate Gaussian mixture, projected onto S𝑑−1
, satisfy this

assumption with high probability. We cover points drawn from the uniform dis-

tribution on S𝑑−1
in §4.2. When on the circle (𝑑 = 2) with 𝑛 ≫ 1, this condition

is rarely true, yet numerical experiments presented in [GLPR23] still indicate the

appearance of metastability. We stipulate that the sharp assumption on the initial

condition should be related to sufficiently large levels of the energy E𝛽—see §4.3.

1.2.3 The mean field regime (§5)

For the sake of generality we extend Theorem 1.2 to themean-field limit 𝑛 → +∞
in §5. Specifically, for an initial measure supported in the union of 𝑘 spherical caps

(akin to Definition 1.1), the corresponding solution to the continuity equation for

which (SA) or (USA) are the projected characteristics, also displays metastability.

1.2.4 Beyond the escape time (§6)

Finally, one may wonder if something can be said beyond the exit time 𝑇2 in

Theorem 1.2. In Figure 3we illustrate the continuation of Figure 2, which indicates

that all particles eventually coalesce to a single cluster. The issue we encountered

in extending our proof of Theorem 1.2 to accommodate further escape times lies

in propagating the (𝛽, 𝜀)-separateness assumption.

8



t = 356.0 t = 362.0

t = 364.0 t = 365.0

Figure 3: Continuing upon Figure 2, we see that particles keep converging until they

meet at a cluster, which is the global maximum of E𝛽 . We recall that in this setup

(𝑑 = 2 and 𝛽 ̸≳ 𝑛2
, nor are initial particles in some hemisphere), there is no proof

of convergence to a cluster as of yet. A movie of the full evolution can be found at

https://github.com/HugoKoubbi/2024-transformers-dotm/blob/main/video[tape]/1.gif.

Contrasting Figure 3 to 2 one sees different time-scales: once the two clusters

of particles are “sufficiently close”, they take little time (compared to the time

spent in the spherical caps) to collapse to a single cluster. Leveraging the gradient

flow interpretation: the energy stays at a constant level over a long time-scale,

before accelerating very quickly over a shorter time-scale, resulting in a jump to

another constant level. In the presence of multiple initial clusters, one expects

multiple jumps.

To formalize this heuristic, in §6we study the low-temperature limit𝛽 → +∞
with 𝑑, 𝑛 ⩾ 2 fixed (𝑑 = 2 in our considerations), and seek to find a time-rescaling

under which the energy E𝛽 reaches its global maximum in finite time. To this end

we need to slightly modify the dynamics: we clump particles that are within a

critical window of size roughly 𝛽−1
, and consider the dynamics associated with

a single weighted particle instead of closely spaced particles. Such ideas are com-

monplace in renormalization group theory in statistical physics [Car96, Chapter

3], where systems are simplified by integrating out short-distance degrees of free-

dom, effectively rescaling the problem to focus on the behavior at larger scales
1
. In

this regard, in Theorem 6.4, for particularly well-prepared initial configurations,

we construct a time-rescaling along which the energy has a staircase profile as

𝛽 → +∞, and reaches its global maximum in finite time. See Figure 4 for an

illustration.

1

We thank Bruno Loureiro for pointing out this link.
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Figure 4: Theorem 6.4 entails that the energy of a trajectory along the time-scale de-

fined in (6.1) converges, uniformly in time, as 𝛽 → +∞, to a piecewise constant-in time

function which equals 1 (designating the maximal value of E𝛽) beyond some finite time

𝑇𝑘 > 0. Plateaux indicate metastable zones, and jumps in the energy level indicate rap-

prochement of nearby clusters.

Upon seeing Figure 4 one can also draw a connection to several works re-

garding the training dynamics of neural networks, in which a similar staircase

profile for the loss function is observed. Therein, this behavior goes under the

names incremental learning or saddle-to-saddle dynamics. The regime of incre-

mental learning has been analyzed in the training dynamics of linear neural net-

works [GBLJ19, JGŞ
+
21], diagonal neural networks [Ber23, GSSD19, PF23], more

general neural networks [BPVF22, ABBA
+
24], and also in tensor decomposition

[RMC21, JCD23]. An excellent reference for further results and discussions is the

thesis [Pes24].

1.3 Related work

Self-attention dynamics The particle system formulation of Transformers as

in (SA) is set out in [SABP22, LLH
+
19], without using layer normalization so that

the particles evolve on R𝑑
. The resulting system is related to many other variants

studied in collective behavior—see [Tad23] and the references therein. As amatter

of fact, (SA) is itself a generalization of the celebrated Kuramoto model [Kur75].

In [SABP22] a variant of (SA) in which the interaction terms yield a bi-stochastic
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matrix at every time 𝑡 instead of solely a stochastic one is additionally introduced;
this model is further delved-into in [AHMP24]. The particle system formulation

is extended to include masked self-attention in [CAP24]—this is relevant for de-
coder Transformer models, in contrast to encoder models which largely underpin

our motivation. Considering the model on R𝑑
, the authors in [GLPR24] prove

clustering in long time, in the presence of various other parameters (other than

just 𝛽), under an appropriate time-rescaling which renders the equation rather

comparable to that on S𝑑−1
. These results are first extended in [KBH24], where

stability of clustering with respect to perturbations of the initial conditions and of

the parameters is shown, and then in [AFZ24], where the zero temperature model

is analyzed in discrete time.

The interaction energy The study of minima (or maxima) of interaction en-

ergies such as (1.1) is a classical question not only in physics but also in combi-

natorics, particularly in relation to sphere packing problems. Indeed, for a wide

array of monotonic potentials 𝑓 : [−1, 1] → R⩾0, encompassing 𝑠 ↦→ 𝑒𝛽𝑠
which

yields (1.1), the minima of E(𝑋) =
∑︀∑︀

𝑓(⟨𝑥𝑖, 𝑥𝑗⟩) are optimal configurations

on S𝑑−1
[CK07]. Versions thereof on R𝑑

with radial potentials are also canonical

and include the Gaussian core model [Sti76, CdCI18], Coulomb-Riesz potentials

[SK97, PS20], and so on.

With regard to the particular example of (1.1), [MTG17, CRMB24] prove that

E𝛽 has no local maxima for 𝛽 ⩾ 0 and 𝑑 ⩾ 3, improving upon [GLPR23], and

also improve 𝛽 ≲ 1
𝑛 to 𝛽 ⩽ 1 when 𝑑 = 2. See [MB24] for related work in this

regard. In the context of the related Kuramoto model, we also refer the reader to

[ABK
+
22, LXB19] for further results on benign landscapes, where the energy con-

tains additional multiplicative coefficients stemming from the adjacency matrix

of various random graphs and/or expanders. These are obtained as semidefinite

relaxations of diverse combinatorial optimization problems.

Slow motion of gradient flows The starting point of our study is [OR07],

which, as alluded to in what precedes, presents an abstract framework for study-

ing slow motion of gradient flows. The application in question is the Allen-Cahn

equation in one space dimension

𝜕𝑡𝑢 − 𝜀2𝜕𝑥𝑥𝑢 = 𝑢(1 − 𝑢2),

which is the 𝐿2
-gradient flow of the scalar Ginzburg-Landau energy

𝑢 ↦→ 𝜀2

2

∫︁
(𝜕𝑥𝑢)2 d𝑥 + 1

4

∫︁
(𝑢2 − 1)2 d𝑥.

The dynamics thereof has been a major area of research over the past forty years

[CP89, FH89, Peg07], and we only discuss it briefly for completeness. The limit

𝑢∞ = lim𝑡→+∞ 𝑢(𝑡) exists and satisfies

−𝜀2𝜕𝑥𝑥𝑢 + 𝑢(𝑢2 − 1) = 0. (1.9)
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There are exactly two stable equilibrium states: 𝑢 ≡ 1 and 𝑢 ≡ −1. When

𝜀 > 0, 𝑢 approaches 1 where 𝑢 > 0 initially and −1 where 𝑢 < 0 initially.

Walls form between these domains, at positions corresponding roughly to zeros

in the initial data. A domain wall has characteristic width of order 𝜀 and can be

described explicitly as the solution of an ODE remeniscent to (1.9). The domain

structure one then expects to develop consists of arbitrarily placed domain walls

of characteristic width 𝜀, separating domains in which 𝑢 is exponentially close

to the stable states ±1. This is known as coarsening. As the domain walls move

extremely slowly, this behavior is referred to as dynamic metastability.

Stochastic dynamics Metastability is also extensively studied in the literature

on the physics of disordered systems. Contrary to our setting, in disordered sys-

tems the energy landscape E may have plenty of local minima. The question of

interest is to qualitatively describe the Langevin dynamics

d𝑋𝑡 = −∇E(𝑋𝑡) d𝑡 +
√

2 d𝐵𝑡

where (𝐵𝑡)𝑡⩾0 denotes the standard Brownian motion. The mathematically rig-

orous analysis of metastability for such dynamics dates back to the work of Frei-

dlin and Wentzell in the early 1970s [FW98] (see [BDH16] for more recent devel-

opments), and is based on large deviation theory on path-space. On short time

scales, trajectories of the system follow those of the system without stochasticity

and thus converge toward one of the attractors. On much longer time scales, the

stochastic perturbation allows and facilitates the system to perform transitions

between stable attractors. Although metastability is inherently dynamic, there

are methods based on a study of the energy landscape and the critical points re-

lying on replica theory—see [RF22] for a recent treatise.
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2 A direct proof

Wefirst provide anODE-based proof of Theorem 1.2 which uses solely the specific

structure of the equation and does not rely on any abstract arguments.
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Proof of Theorem 1.2. We focus on (SA), but the arguments are identical for (USA).

Set

𝑎𝑖𝑗(𝑡) = 𝑒𝛽⟨𝑥𝑖(𝑡),𝑥𝑗(𝑡)⟩

𝑛∑︁
𝑘=1

𝑒𝛽⟨𝑥𝑖(𝑡),𝑥𝑘(𝑡)⟩
.

In the following, we drop the dependence on 𝛽 for 𝛼 and 𝜀 for the sake of read-

ability. For ease of reading, we also split the proof in several steps.

Step 1. Lower-bounding the escape time

Naturally,

𝑇2 = 𝑇esc := inf

⎧⎨⎩𝑡 ⩾ 0: ∃𝑖 ∈ {1, . . . , 𝑛} such that 𝑥𝑖(𝑡) /∈
𝑘⋃︁

𝑞=1
S𝑞(2𝜀)

⎫⎬⎭ .

For 𝑞 ∈ {1, . . . , 𝑘} we also define

𝑇esc(𝑞) := inf{𝑡 ⩾ 0: 𝑥𝑖(0) ∈ S𝑞(𝜀) but 𝑥𝑖(𝑡) /∈ S𝑞(2𝜀)}.

Observe that

𝑇esc = min
𝑞∈{1,...,𝑘}

𝑇esc(𝑞),

whence we can localize our analysis to a single cap to begin with. Take an arbi-

trary 𝑞 ∈ {1, . . . , 𝑘} and consider

𝜂𝑞(𝑡) := min
𝑥𝑖(𝑡)∈S𝑞(2𝜀)

⟨𝑥𝑖(𝑡), 𝑤𝑞⟩.

Setting

𝑖(𝑡) ∈ arg min
𝑖 : 𝑥𝑖(𝑡)∈S𝑞(2𝜀)

⟨𝑥𝑖(𝑡), 𝑤𝑞⟩,

for 𝑡 ∈ [0, 𝑇esc] we compute
2

𝜂̇𝑞(𝑡) =
∑︁

𝑗 : 𝑥𝑗(𝑡)∈S𝑞(2𝜀)
𝑎𝑖(𝑡)𝑗(𝑡)

⟨
P⊥

𝑥𝑖(𝑡)(𝑡)(𝑥𝑗(𝑡)), 𝑤𝑞

⟩
+

∑︁
𝑗 : 𝑥𝑗(𝑡)/∈S𝑞(2𝜀)

𝑎𝑖(𝑡)𝑗(𝑡)
⟨
P⊥

𝑥𝑖(𝑡)(𝑡)(𝑥𝑗(𝑡)), 𝑤𝑞

⟩
.

On one hand, we have⃒⃒⃒⃒
⃒⃒ ∑︁
𝑗 : 𝑥𝑗(𝑡)/∈S2𝑞(𝜀)

𝑎𝑖(𝑡)𝑗
⟨
P⊥

𝑥𝑖(𝑡)(𝑡)(𝑥𝑗(𝑡)), 𝑤𝑞

⟩⃒⃒⃒⃒⃒⃒ ⩽ 𝑛𝑒−(1−𝛼)𝛽, (2.1)

2

To compute this derivative, we first fix 𝑡0, compute the derivative of ⟨𝑥𝑖0(𝑡)(𝑡), 𝑤𝑞⟩, and eval-

uate at 𝑡 = 𝑡0.
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and by plugging (2.1) in the previous identity, we find

𝜂̇𝑞(𝑡) ⩾
∑︁

𝑗 : 𝑥𝑗(𝑡)∈S𝑞(2𝜀)
𝑎𝑖(𝑡)𝑗(𝑡)

⟨
P⊥

𝑥𝑖(𝑡)(𝑡)(𝑥𝑗(𝑡)), 𝑤𝑞

⟩
− 𝑛𝑒−(1−𝛼)𝛽. (2.2)

By definition of 𝑖(𝑡), for all indices 𝑗 such that 𝑥𝑗(𝑡) ∈ S𝑞(2𝜀) we have

⟨𝑥𝑗(𝑡), 𝑤𝑞⟩ ⩾ ⟨𝑥𝑖(𝑡)(𝑡), 𝑤𝑞⟩, (2.3)

so by expanding ⟨P⊥
𝑥𝑖(𝑡)(𝑡)(𝑥𝑗(𝑡)), 𝑤𝑞⟩ we see that the sum in (2.2) is nonnegative.

Going back to (2.2) we end up with

𝜂̇𝑞(𝑡) ⩾ −𝑛𝑒−(1−𝛼)𝛽.

Thence

𝜂𝑞(𝑡) − 𝜂𝑞(0) ⩾ −𝑛𝑡𝑒−(1−𝛼)𝛽,

and so

𝜂𝑞(𝑡) ⩾ 1 − 𝜀 − 𝑛𝑡𝑒−(1−𝛼)𝛽.

Consequently, as long as 𝑡 ⩽ 𝜀
𝑛𝑒(1−𝛼)𝛽

we have 𝜂𝑞(𝑡) ⩾ 1 − 2𝜀, and so

𝑇esc(𝑞) ⩾ 𝜀

𝑛
𝑒(1−𝛼)𝛽.

Step 2. Monotonicity within caps

We now show that beyond time 𝑇1 ∈ (0, 𝑇esc), all particles within a cap will

remain exponentially close. To this end, for 𝑞 ∈ {1, . . . , 𝑘} and 𝑡 ∈ [0, 𝑇esc] we
consider

𝜌𝑞(𝑡) := min
𝑥𝑖(𝑡),𝑥𝑗(𝑡)∈S𝑞(2𝜀)

⟨𝑥𝑖(𝑡), 𝑥𝑗(𝑡)⟩.

(Note that

1
2 max

𝑥𝑖(𝑡),𝑥𝑗(𝑡)∈S𝑞(2𝜀)
‖𝑥𝑖(𝑡) − 𝑥𝑗(𝑡)‖2 = 1 − 𝜌𝑞(𝑡)

for reference.) We also consider 𝑖(𝑡), 𝑗(𝑡) (both depending on 𝑞) such that

(𝑖(𝑡), 𝑗(𝑡)) ∈ arg min
(𝑖,𝑗)∈{1,...,𝑛}2

𝑥𝑖(𝑡)̸=𝑥𝑗(𝑡)∈S𝑞(𝜀)

⟨𝑥𝑖(𝑡), 𝑥𝑗(𝑡)⟩.

We compute as before

𝜌𝑞(𝑡) =
𝑛∑︁

𝑘=1
𝑎𝑖(𝑡)𝑘

⟨
P⊥

𝑥𝑖(𝑡)(𝑡)(𝑥𝑘(𝑡)), 𝑥𝑗(𝑡)(𝑡)
⟩
+

𝑛∑︁
𝑘=1

𝑎𝑗(𝑡),𝑘
⟨
P⊥

𝑥𝑗(𝑡)(𝑡)(𝑥𝑘(𝑡)), 𝑥𝑖(𝑡)(𝑡)
⟩

.
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Bounding any of the two sums in the above identity is clearly the same, so we

focus on a single one, the first one say. As in the first step, we split the sum into

particles lying in the cap S𝑞(2𝜀) and those in the complement; we first see that∑︁
𝑘 : 𝑥𝑘(𝑡)∈S𝑞(2𝜀)

𝑎𝑖(𝑡)𝑘
(︁⟨

𝑥𝑘(𝑡), 𝑥𝑗(𝑡)(𝑡)
⟩

−
⟨
𝑥𝑘(𝑡), 𝑥𝑖(𝑡)(𝑡)

⟩⟨
𝑥𝑖(𝑡)(𝑡), 𝑥𝑗(𝑡)(𝑡)

⟩)︁
⩾

∑︁
𝑘 : 𝑥𝑘(𝑡)∈S𝑞(2𝜀)

𝑎𝑖(𝑡)𝑘
⟨
𝑥𝑖(𝑡)(𝑡), 𝑥𝑗(𝑡)(𝑡)

⟩ (︁
1 −

⟨
𝑥𝑘, 𝑥𝑖(𝑡)(𝑡)

⟩)︁
(2.4)

where we used ⟨𝑥𝑘(𝑡), 𝑥𝑗(𝑡)(𝑡)⟩ ⩾ ⟨𝑥𝑖(𝑡)(𝑡), 𝑥𝑗(𝑡)(𝑡)⟩. Since 𝑎𝑖𝑗(𝑡) ⩾ 1
𝑛𝑒𝛽(𝜌𝑞(𝑡)−1)

,

we also find ∑︁
𝑘 : 𝑥𝑘(𝑡)∈S𝑞(2𝜀)

𝑎𝑖(𝑡)𝑘
⟨
𝑥𝑖(𝑡)(𝑡), 𝑥𝑗(𝑡)(𝑡)

⟩ (︁
1 −

⟨
𝑥𝑘, 𝑥𝑖(𝑡)(𝑡)

⟩)︁
⩾

1
𝑛

𝜌𝑞(𝑡)(1 − 𝜌𝑞(𝑡))𝑒𝛽(𝜌𝑞(𝑡)−1), (2.5)

where we only keep the 𝑗(𝑡)-th term in the sum above. On the other hand, we

also have ⃒⃒⃒⃒
⃒⃒ ∑︁
𝑘 : 𝑥𝑘(𝑡)/∈S𝑞(2𝜀)

𝑎𝑖(𝑡)𝑘
⟨
P⊥

𝑥𝑖(𝑡)(𝑡)(𝑥𝑘(𝑡)), 𝑥𝑖(𝑡)(𝑡)
⟩⃒⃒⃒⃒⃒⃒ ⩽ 𝑛𝑒−(1−𝛼)𝛽. (2.6)

All in all, combining (2.4), (2.5), and (2.6), we deduce

𝜌𝑞(𝑡) ⩾ 2
𝑛

𝜌𝑞(𝑡)(1 − 𝜌𝑞(𝑡))𝑒𝛽(𝜌𝑞(𝑡)−1) − 2𝑛𝑒−(1−𝛼)𝛽. (2.7)

Step 3. The collapse time

Fix 𝜆 > 0 as in the statement, and assume furthermore that

𝜆 >
1
𝛽

log
(︂ 1

8𝜀

)︂
. (2.8)

Assuming (2.8) is without loss of generality, since if (1.7) holds for such 𝜆, it also
holds for all smaller, positive 𝜆. (See also Remark 1.3.) We wish to use (2.7) to find

a time beyond which 1 − 𝜌𝑞(𝑡) is exponentially small. To this end, consider

𝑇*(𝑞) := inf
{︁

𝑡 ∈ [0, 𝑇esc] : 𝜌𝑞(𝑡)(1 − 𝜌𝑞(𝑡))𝑒𝛽(1−𝜌𝑞(𝑡)) ⩽ 2𝑛2𝑒−(1−𝛼)𝛽
}︁

,

with inf ∅ = +∞. We show that max
𝑞∈{1,...,𝑘}

𝑇*(𝑞) ⩽ 𝑇esc. Suppose 𝑇*(𝑞) > 𝑇esc.

Then

𝜌̇𝑞(𝑡) ⩾ 1
𝑛

𝜌𝑞(𝑡)(1 − 𝜌𝑞(𝑡))𝑒𝛽(𝜌𝑞(𝑡)−1)
(2.9)

for all 𝑡 ∈ [0, 𝑇esc]. In particular, 𝑡 ↦→ 𝜌𝑞(𝑡) is increasing, and recall that it is

bounded from above by 1. The following lemma is of crucial use.
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Lemma 2.1 (Until collapse). Suppose 𝛽 > 1 and 𝑐 > 0. For 𝑢0 ∈ (0, 1] consider
𝑢 ∈ C0(R⩾0; [0, 1]) the unique solution to the Cauchy problem{︃

𝑢̇(𝑡) = 𝑢(𝑡)(1 − 𝑢(𝑡))𝑒𝛽(𝑢(𝑡)−1) for 𝑡 ⩾ 0
𝑢(0) = 𝑢0.

Then,

inf
{︁

𝑡 ⩾ 0: 1 − 𝑢(𝑡) ⩽ 𝑒−𝑐𝛽
}︁
⩽

𝑒𝛽(1−𝑢0)

𝑢0
+ 𝛽2 · 𝑐 · 𝑒

𝛽 − 1 .

We postpone the elementary proof to Appendix A.1.1. We combine (2.9) and

the comparison principle for scalar ODEs along with Lemma 2.1 with 𝑢0 = 𝜌𝑞(0):
we have 𝜌𝑞(𝑡𝑛) ⩾ 𝑢(𝑡), thence

inf
{︁

𝑡 ⩾ 0: 1 − 𝜌𝑞(𝑡𝑛) ⩽ 𝑒−𝜆𝛽
}︁

∧ 𝑇esc ⩽ inf
{︁

𝑡 ⩾ 0: 1 − 𝑢(𝑡) ⩽ 𝑒−𝜆𝛽
}︁

∧ 𝑇esc.

So

𝑇1(𝑞) := inf
{︁

𝑡 ⩾ 0: 1 − 𝜌𝑞(𝑡) ⩽ 𝑒−𝜆𝛽
}︁

∧ 𝑇esc ⩽
𝑛𝑒𝛽(1−𝜌𝑞(0))

𝜌𝑞(0) + 𝑛 · 𝛽2 · 𝜆 · 𝑒

𝛽 − 1

⩽ 2𝑛𝑒8𝜀𝛽 + 𝑛 · 𝛽2 · 𝜆 · 𝑒

𝛽 − 1

where we used 𝜌𝑞(0) ⩾ 1 − 8𝜀 > 1
2 . The upper bound above is independent of

𝑞 and is strictly smaller than
𝜀
𝑛𝑒(1−𝛼)𝛽

because of the first of the upper bounds

in (1.8), which is a contradiction with the lower bound on 𝑇esc deduced in Step 1.

Therefore

𝑇1 := max
𝑞∈{1,...,𝑘}

𝑇1(𝑞) ∧ 𝑇*(𝑞) < 𝑇esc.

Step 4. Within caps, particle stick

The previous step entails

1 − 𝜌𝑞(𝑇1) ⩽ 𝑒−𝜆𝛽. (2.10)

We seek to propagate this smallness for all times up to 𝑇2. This follows from the

following lemma.

Lemma 2.2 (Propagation). Fix 𝛽 > 1, and consider 𝛿 ∈ (0, 1) and 𝛼 ∈ (−1, 1)
such that

1
𝑛

𝛿(1 − 𝛿)𝑒−𝛿𝛽 > 𝑛𝑒−(1−𝛼)𝛽. (2.11)

Suppose (𝑥𝑖(0))𝑛
𝑖=1 ∈ (S𝑑−1)𝑛 is such that

⟨𝑥𝑖(0), 𝑥𝑗(0)⟩ ⩾ 1 − 𝛿
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for some 𝐼 ⊂ {1, . . . , 𝑛} and for all (𝑖, 𝑗) ∈ 𝐼2. Let (𝑥𝑖(·))𝑛
𝑖=1 ∈ C0(R⩾0; (S𝑑−1)𝑛)

be the unique solution to the corresponding Cauchy problem for (SA) or (USA), and
suppose that for all 𝑖 ∈ 𝐼 and 𝑘 ∈ 𝐼𝑐,

⟨𝑥𝑖(𝑡), 𝑥𝑘(𝑡)⟩ ⩽ 𝛼 for all 𝑡 ∈ [0, 𝑇 ],

Then for all (𝑖, 𝑗) ∈ 𝐼2,

⟨𝑥𝑖(𝑡), 𝑥𝑗(𝑡)⟩ ⩾ 1 − 𝛿 for all 𝑡 ∈ [0, 𝑇 ].

We postpone the proof to Appendix A.1.2. We apply Lemma 2.2 to 𝜌𝑞(𝑡) with
𝛿 = 𝑒−𝜆𝛽

, starting from time 𝑇1 instead of 0—all conditions in the statement being

satisfied by virtue of the second of the upper bounds in (1.8) and (2.8) (for (2.11)),

(2.10) and the definition of 𝑇2 respectively—to deduce that

1 − 𝜌𝑞(𝑡) ⩽ 𝑒−𝜆𝛽
for all 𝑡 ∈ [𝑇1, 𝑇2].

This concludes the proof.

Remark 2.3. We can provide an even more refined picture of the dynamics: within
each cap—the quantity 𝑡 ↦→ 𝜂𝑞(𝑡) is actually increasing up to a certain time. Indeed
in the first step of the proof, for all 𝑡 ⩾ 0 we saw that

𝜂̇𝑞(𝑡) ⩾ 𝜂𝑞(𝑡)
∑︁

𝑗 : 𝑥𝑗(𝑡)∈S𝑞(2𝜀)
𝑎𝑖(𝑡)𝑗(𝑡)

‖𝑥𝑗(𝑡) − 𝑥𝑖(𝑡)(𝑡)‖2

2 − 𝑛𝑒−(1−𝛼)𝛽.

This shows that the variance within a cap S𝑞(2𝜀), defined as

Var𝑞(𝑡) :=
∑︁

𝑗 : 𝑥𝑗(𝑡)∈S𝑞(2𝜀)
𝑎𝑖(𝑡)𝑗(𝑡)

‖𝑥𝑗(𝑡) − 𝑥𝑖(𝑡)(𝑡)‖2

2 ,

controls the rate of convergence within the cap. It is however not straightforward
to show the monotonicity of this variance. Indeed, consider a spherical cap which
contains two sub-caps, which are separated. Then the variance will first increase,
and then decrease, exponentially fast.

3 An energetic reinterpretation

We now provide a rewriting of our metastability result by leveraging the gradi-

ent flow structure, following the framework proposed by Otto and Reznikoff in

[OR07].
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3.1 The Otto-Reznikoff framework

We begin by reviewing the framework and result proposed in [OR07]. Consider

an abstract gradient flow
3
evolving on a manifold ℳ ⊂ R𝑑

{︃
𝑢̇(𝑡) = −∇E(𝑢(𝑡)) for 𝑡 ⩾ 0
𝑢(0) = 𝑢0

(3.1)

for a given 𝑢0 ∈ ℳ. Infinite-dimensional versions can also be considered—we

keep the presentation formal, as done in [OR07]. Here E : ℳ → R⩾0 is assumed

smooth, but more importantly, we assume that there exists 𝒩 ⊂ ℳ such that

(H1) For every 𝑢 ∈ ℳ there exists 𝑣 ∈ 𝒩 such that

1
2‖𝑢 − 𝑣‖2 ⩽ E(𝑢) − E(𝑣) ⩽ 1

2‖∇E(𝑢)‖2; (3.2)

(H2) There exists some constant 𝛿 > 0 such that for all 𝑣1, 𝑣2 ∈ 𝒩 ,

|E(𝑣1) − E(𝑣2)| ⩽ 𝛿‖𝑣1 − 𝑣2‖.

The upper bound of the energy discrepancy in (H1) is reminiscent of a Polyak-
Łojasiewicz (PL) inequality ([BDL07, KNS16]) in the vicinity of the slow manifold

𝒩 . This makes 𝒩 attractive for points 𝑢 ∈ ℳ ∖ 𝒩 . On the other hand, should

𝛿 ≪ 1, (H2) entails that, along𝒩 , the landscape is essentially flat since the energy

gradient is of order 𝛿. Hence, the flow ought to remain trapped in𝒩 . Themanifold

𝒩 is determined by the above hypotheses and, because of (H2), is referred to as

the slow manifold.
The following result is then shown in [OR07]—we repeat the statement ver-

batim.

Theorem 3.1 ([OR07, Theorem 1.1]). Suppose that (H1)–(H2) hold, and let 𝑣 be
such that 𝑣(𝑡) and 𝑢(𝑡) satisfy (3.2). Then the solution of (3.1) is drawn into a 𝛿-
neighborhood of 𝒩 with an exponential rate close to 1; that is, for any 𝜀 ∈ (0, 1),
there exists a finite constant 𝐶𝜀 > 0 such that

‖𝑢(𝑡)−𝑣(𝑡)‖+
√︁

E(𝑢(𝑡)) − E(𝑣(𝑡)) ⩽ 𝑒−(1−𝜀)𝑡
√︁

E(𝑢(0)) − E(𝑣(0))+𝐶𝜀𝛿. (3.3)

Moreover, we have for any 0 < 𝑠 < 𝑡 that

‖𝑢(𝑡) − 𝑢(𝑠)‖ ⩽
√︁

E(𝑢(𝑠)) − E(𝑣(𝑠)) + 𝛿(𝑡 − 𝑠 + 1). (3.4)

3

To stay faithful to [OR07] we review the framework in the case of gradient descent, but all

results apply for gradient ascent under appropriate sign changes.
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As the statement of Theorem 3.1 appears
4
different from Theorem 1.2, we

reformulate the concrete conclusion as in [OR07, Remark 1] before proceeding.

Suppose 𝛿 ≪ 1 and set 𝜀 = 1
2 in Theorem 3.1. For short times, if the initial energy

gap is of order 1, then the first term in the upper bound is dominant in (3.3). After

time

𝑡1 ∼ log
(︂E(𝑢(0)) − E(𝑣(0))

𝛿2

)︂
,

one sees that the energy gap in (3.3) is reduced to order 𝛿:√︁
E(𝑢(𝑡1)) − E(𝑣(𝑡1)) ≲ 𝛿. (3.5)

Furthermore, after this initial layer 𝑡1 comes the “slow motion phase”, which lasts

for a time of order 𝛿−1
; setting 𝑠 = 𝑡1 in (3.4),

‖𝑢(𝑡) − 𝑢(𝑡1)‖ ≲
√︁

E(𝑢(𝑡1)) − E(𝑣(𝑡1)) + 𝛿(𝑡 − 𝑡1 + 1) ≲ 𝛿 + 𝛿(𝑡 − 𝑡1)

from (3.5). This is precisely like Theorem 1.2 with 𝛿 ∼ 𝑒−𝜆𝛽
, which we confirm

in Corollary 3.6.

3.2 Application to the self-attention model

N

Slow Phase

Fast Phase

Figure 5: An illustration of the landscape of E𝛽 . The slow manifold 𝒩 is an almost-flat

zone, thus one where the gradient flow moves very little, and is surrounded by zones

where E𝛽 satisfies a PL inequality.

We wish to apply Theorem 3.1 to (USA) and (SA). This requires checking the

concave analogue of (H1), as well as (H2), for the interaction energy E𝛽 defined

4

One can, however, refer to [OR07, Theorem 1.2], concerning the application to the Allen-Cahn

equation, where the statement is almost identical to that of our main result.
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in (1.1). This in turn requires determining the slow manifold 𝒩 . A first guess

could be be to consider 𝒩 as the set consisting of configurations with isolated

points, or clustered in isolated points, which we can define as

𝒩𝛽 :=
{︂

(𝑥1, . . . , 𝑥𝑛) ∈ (S𝑑−1)𝑛 : max
1⩽𝑖,𝑗⩽𝑛

‖𝑥𝑖 − 𝑥𝑗‖𝑒− 𝛽
2 ‖𝑥𝑖−𝑥𝑗‖2

⩽ 2𝛿𝛽

}︂
;

here 0 < 𝛿𝛽 ≪ 1 is fixed and to be determined later on. There is two cases in

which the left-hand side term in the above definition is be small: either ‖𝑥𝑖 − 𝑥𝑗‖
is small, or ‖𝑥𝑖 − 𝑥𝑗‖ is big, since then the exponential part renders the entire

term small. The important observation is that for (𝑥1, . . . , 𝑥𝑛) ∈ 𝒩𝛽 , (H2) holds:

‖∇E𝛽(𝑥1, . . . , 𝑥𝑛)‖ ⩽ 𝛿𝛽.

We are therefore left with checking the concave analogue of (H1). PL inequal-

ities are often proven globally by using concavity of the function in question,

namely by controlling the spectrum of the Hessian. But it is known that on any

compact connected Riemannian manifold, all geodesically concave functions are

constant. Alternative to this stationary proof is a dynamic version which relies

on evaluating the Hessian along trajectories, in the spirit of Bakry-Émery calcu-

lus ([BE85], and also [Vil21, Chapter 9], [OV00]). This is the main clue in our

proof—we can adapt this strategy, allowing us to localize near 𝒩 .

Lemma 3.2. Let E : ℳ → R⩾0 be smooth, and let 𝒩 ⊂ ℳ. Fix 𝑢 ∈ ℳ and
consider {︃

𝑋̇(𝑡) = ∇E(𝑋(𝑡)) for 𝑡 ⩾ 0
𝑋(0) = 𝑢.

Suppose that there exist 𝑣 ∈ 𝒩 and 𝑇 > 0 such that

𝑋(𝑇 ) = 𝑣,

and a numerical constant 𝑐 > 0 such that

⟨∇E(𝑋(𝑡)), Hess E(𝑋(𝑡))∇E(𝑋(𝑡))⟩ ⩽ −𝑐‖∇E(𝑋(𝑡))‖2
(3.6)

for all 𝑡 ∈ [0, 𝑇 ]. Then,

E(𝑣) − E(𝑢) ⩽ 1
2𝑐

‖∇E(𝑢)‖2.

The proof is elementary.

Proof of Lemma 3.2. We compute

d
d𝑡

‖∇E(𝑋(𝑡))‖2 = 2⟨∇E(𝑋(𝑡)), Hess E(𝑋(𝑡))∇E(𝑋(𝑡))⟩

⩽ −2𝑐‖∇E(𝑋(𝑡))‖2.
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by using (3.6). By virtue of the Grönwall lemma we find

‖∇E(𝑋(𝑡))‖2 ⩽ 𝑒−2𝑐𝑡‖∇E(𝑋(0))‖2.

We integrate to find

E(𝑋(𝑡)) − E(𝑋(0)) =
∫︁ 𝑡

0
‖∇E(𝑋(𝑠))‖2 d𝑠

⩽
∫︁ 𝑡

0
𝑒−2𝑐𝑠 d𝑠‖∇E(𝑋(0))‖2

⩽
1
2𝑐

‖∇E(𝑋(0))‖2.

Since 𝑋(𝑇 ) = 𝑣,

E(𝑣) − E(𝑢) ⩽ 1
2𝑐

‖∇E(𝑢)‖2.

Thus, provided a curated definition of the slow manifold 𝒩𝛽 , we are reduced

to showing (3.6). To this end, it is necessary to have a tractable form of the Hes-

sian of E𝛽 . We focus on the case of the circle S1
to carry out the computations,

but we believe the general idea should extend to the higher-dimensional case.

Additionally, we primarily focus on (USA)—the extension to (SA) is discussed in

Remark 3.7. We can reparametrize the problem to work with angles on the torus

T = R/2𝜋Z: for 𝜃𝑖(𝑡) = arccos⟨𝑥𝑖(𝑡), 𝑒1⟩, (USA) equivalently rewrites as

Θ̇(𝑡) = ∇E𝛽(Θ(𝑡)) (3.7)

with

E𝛽(𝜃1, . . . , 𝜃𝑛) = 1
2𝛽𝑒𝛽𝑛2

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑒𝛽 cos(𝜃𝑖−𝜃𝑗).

In other words,

𝜃𝑖(𝑡) =
𝑛∑︁

𝑗=1
𝑒𝛽(cos(𝜃𝑗(𝑡)−𝜃𝑖(𝑡))−1) sin(𝜃𝑗(𝑡) − 𝜃𝑖(𝑡)) for 𝑡 ⩾ 0.

We now reformulate Definition 1.1 in this setting.

Definition 3.3. Suppose 𝛽 > 1 and 𝜏 ∈ (0, 1
16). We call (𝜃1, . . . , 𝜃𝑛) ∈ T𝑛 a

(𝛽, 𝜏)-separated configuration if there exist 𝑘 ⩽ 𝑛 points 𝜔1, . . . , 𝜔𝑘 ∈ T such
that

1. For all 𝑖 ∈ {1, . . . , 𝑛},
𝜃𝑖 ∈

⋃︁
𝑞∈{1,...,𝑘}

S𝑞(𝜏)

where
S𝑞(𝜏) := {𝜃 ∈ T : cos(𝜃 − 𝜔𝑞) ⩾ 1 − 𝜏} . (3.8)
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2. Furthermore,

𝛾 := 1 − 𝛼 − 8𝜏 − 1
𝛽

log
(︃

2𝑛2

𝜏

)︃
> 0 and 𝛾(𝛽) = Ω(1), (3.9)

where
𝛼(𝜏) := max

(𝜃,𝜑)∈S𝑞(2𝜏)×S𝑝(2𝜏)
𝑞 ̸=𝑝∈{1,...,𝑘}

cos(𝜃 − 𝜑).

Lemma 3.4 (PL inequality). Suppose 𝛽 > 1 and 𝑛 ⩾ 2. Consider a configuration
Θ := (𝜃1(0), . . . , 𝜃𝑛(0)) ∈ T𝑛 which is (𝛽, 𝜏)-separated for some 𝜏 = 𝜏(𝛽) > 0
which is such that for all 𝑞 ∈ {1, . . . , 𝑘}, and for all (𝑢, 𝑣) ∈ S𝑞(2𝜏), we have

|𝑢 − 𝑣| ⩽ 1
8

√︃
1 − 𝛿

𝛽 + 1
2

, (3.10)

for some 8(1 + 𝛽)𝑒−(1−𝛼)𝛽𝑒− 1
2 < 𝛿 < 1. Take any 𝜆 > 0 as in (1.5)–(1.6), and

consider

𝒩𝛽 :=
{︃

(𝜃1, . . . , 𝜃𝑛) ∈ T𝑛 : max
𝑞∈{1,...,𝑘}

max
𝜃𝑖,𝜃𝑗∈S𝑞(2𝜏)

|𝜃𝑖 − 𝜃𝑗 | ⩽ 𝑒− 𝜆
2 𝛽

}︃
,

Then there exist 𝑈 ∈ 𝒩𝛽 and 𝜅(𝛽, 𝑛) > 0 such that

E𝛽(𝑈) − E𝛽(Θ) ⩽ 1
2𝜅(𝛽, 𝑛)‖∇E𝛽(Θ)‖2.

Proof of Lemma 3.4. Consider{︃
Θ̇(𝑡) = ∇E𝛽(Θ(𝑡)) for 𝑡 ⩾ 0,

Θ(0) = Θ.

From (1.7) in Theorem 1.2, we gather that there exists a time 𝑇 > 0 such that

Θ(𝑇 ) ∈ 𝒩𝛽, and Θ(𝑡) ∈ T𝑛 ∖ 𝒩𝛽 for all 𝑡 ∈ [0, 𝑇 ).

We now seek to check (3.6). For any 𝑖, 𝑗 ∈ {1, . . . , 𝑛} one has

𝜕𝜃𝑖
E𝛽(𝜃1, . . . , 𝜃𝑛) = − 1

𝑛2

𝑛∑︁
𝑚=1

sin(𝜃𝑖 − 𝜃𝑚)𝑒𝛽(cos(𝜃𝑖−𝜃𝑚)−1),

and

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(𝜃1, . . . , 𝜃𝑛) = 1
𝑛2 ·

⎧⎪⎨⎪⎩
𝑔(𝜃𝑖 − 𝜃𝑗) 𝑖 ̸= 𝑗

−
∑︁

𝑚∈{1,...,𝑛}∖{𝑖}
𝑔(𝜃𝑖 − 𝜃𝑚) 𝑖 = 𝑗 ,
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where we set 𝑔(𝑥) := (cos(𝑥) − 𝛽 sin2(𝑥))𝑒𝛽(cos(𝑥)−1)
. One can observe that

the Hessian has the structure of a Laplacian matrix. Let 𝑣 ∈ R𝑛
; by standard

computations for such matrices, we find

⟨Hess E𝛽(Θ)𝑣, 𝑣⟩ =
𝑛∑︁

𝑖=1

∑︁
𝑗∈{1,...,𝑛}∖{𝑖}

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ)𝑣𝑖𝑣𝑗

= −1
2

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ)(𝑣𝑖 − 𝑣𝑗)2.

For the sake of concise notation, we henceforth denote

H(𝑡) := ⟨Hess E𝛽(Θ(𝑡))∇E𝛽(Θ(𝑡)), ∇E𝛽(Θ(𝑡))⟩ .

We apply the above computations with 𝑣 = ∇E𝛽(Θ(𝑡)) to find

H(𝑡) = −1
2

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
(︁
𝜕𝜃𝑖

E𝛽(Θ(𝑡)) − 𝜕𝜃𝑗
E𝛽(Θ(𝑡))

)︁2
.

Recall that we seek to upper bound H(𝑡) by −‖∇E𝛽(Θ)‖2
. Let 𝑞 ∈ {1, . . . , 𝑘}

and 𝑖 ∈ {1, . . . , 𝑛}. By arguing as in (2.1), if 𝜃𝑖(𝑡) ∈ S𝑞(2𝜏) and 𝜃𝑗(𝑡) /∈ S𝑞(2𝜏),
we have ⃒⃒⃒

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
⃒⃒⃒
⩽

(1 + 𝛽)
𝑛2 𝑒−(1−𝛼)𝛽.

Thus

𝑛∑︁
𝑗=1

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
(︁
𝜕𝜃𝑖

E𝛽(Θ(𝑡)) − 𝜕𝜃𝑗
E𝛽(Θ(𝑡))

)︁2

⩾
∑︁

𝑗 : 𝜃𝑗(𝑡)∈S𝑞(2𝜏)
𝜕𝜃𝑖

𝜕𝜃𝑗
E𝛽(Θ(𝑡))

(︁
𝜕𝜃𝑖

E𝛽(Θ(𝑡)) − 𝜕𝜃𝑗
E𝛽(Θ(𝑡))

)︁2

− 4(1 + 𝛽)
𝑛

𝑒−(1−𝛼)𝛽 max
𝑗∈{1,...,𝑛}

(︁
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
)︁2

. (3.11)

Since 𝑞 is fixed, for simplicity we relabel the 1 ⩽ 𝑟 < 𝑛 particles inS𝑞(2𝜏) in such
a way that 𝜃1(𝑡) < . . . < 𝜃𝑟(𝑡). First observe that over {𝑗 : 𝜃𝑗(𝑡) ∈ S𝑞(2𝜏)} ∖ {𝑖},
by virtue of the definition of 𝑔,

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ(𝑡)) ⩾ 1
𝑛2

(︂
1 −

(︂
𝛽 + 1

2

)︂
|𝜃𝑖 − 𝜃𝑗 |2

)︂
𝑒−

𝛽|𝜃𝑗 −𝜃𝑖|2

2

⩾
𝛿

𝑛2 𝑒
− 𝛽

2𝛽+1 (1−𝛿)

⩾
𝛿𝑒− 1

2

𝑛2 , (3.12)

where we used sin(𝑥) ⩽ 𝑥, as well as cos(𝑥) ⩾ 1 − 𝑥2

2 when |𝑥| ⩽ 1 for the

first inequality, and (3.10) for the second. In view of (3.11), we are left with lower
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bounding the discrepancy between components of the gradient. SinceΘ(𝑡) /∈ 𝒩𝛽

for 𝑡 ∈ [0, 𝑇 ), there necessarily exists some 𝑞 ∈ {1, . . . , 𝑘} such that

max
𝜃𝑎(𝑡),𝜃𝑏(𝑡)∈S𝑞(2𝜏)

|𝜃𝑎(𝑡) − 𝜃𝑏(𝑡)| ⩾ 𝑒− 𝜆
2 𝛽. (3.13)

With this at hand, let 𝑞 ∈ {1, . . . , 𝑘} be any index for which the corresponding

cap satisfies (3.13). We see that

𝜕𝜃1E𝛽(Θ(𝑡)) ⩾ 1
𝑛2

𝑟∑︁
𝑗=1

sin(𝜃𝑗(𝑡) − 𝜃1(𝑡))𝑒𝛽(cos(𝜃𝑗(𝑡)−𝜃1(𝑡))−1) − 1
𝑛

𝑒−(1−𝛼)𝛽

⩾
1
𝑛2 sin(𝜃𝑟(𝑡) − 𝜃1(𝑡))𝑒𝛽(cos(𝜃𝑟(𝑡)−𝜃1(𝑡))−1) − 1

𝑛
𝑒−(1−𝛼)𝛽 > 0,

and similarly

𝜕𝜃𝑟 E𝛽(Θ(𝑡)) ⩽
𝑟∑︁

𝑗=1
sin(𝜃𝑗(𝑡) − 𝜃𝑟(𝑡))𝑒𝛽(cos(𝜃𝑗(𝑡)−𝜃𝑟(𝑡))−1) + 1

𝑛
𝑒−(1−𝛼)𝛽

⩽ − 1
𝑛2 sin(𝜃𝑟(𝑡) − 𝜃1(𝑡))𝑒𝛽(cos(𝜃𝑟(𝑡)−𝜃1(𝑡))−1) + 1

𝑛
𝑒−(1−𝛼)𝛽 < 0,

both by virtue of (3.13) and the choice of 𝜆. We use the following inequality, the

proof of which we postpone to after the present one due to its technical nature.

Claim 1. We have

max
ℓ∈{1,...,𝑟}

|𝜕𝜃ℓ
E𝛽(Θ(𝑡))| ⩽ 𝑒

2 max {|𝜕𝜃1E𝛽(Θ(𝑡))| , |𝜕𝜃𝑟 E𝛽(Θ(𝑡))|} . (3.14)

Nowobserve first of all that the coordinate 𝑗 forwhich (𝜕𝜃𝑗
E(Θ(𝑡)))2

is largest

must correspond to a particle 𝜃𝑗(𝑡) lying in a spherical cap S𝑞(2𝜏) satisfying

(3.13). Using this information, by virtue of (3.12), and since 𝜕𝜃𝑟 E𝛽(Θ(𝑡)) and

𝜕𝜃1E𝛽(Θ(𝑡)) are of opposite signs and thus

(𝜕𝜃𝑟 E𝛽(Θ(𝑡)) − 𝜕𝜃1E𝛽(Θ(𝑡)))2 ⩾ max
{︁

(𝜕𝜃1E𝛽(Θ(𝑡)))2 , (𝜕𝜃𝑟 E𝛽(Θ(𝑡)))2
}︁

,

and taking (3.14) into account, using (3.11) we deduce that

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
(︁
𝜕𝜃𝑖

E𝛽(Θ(𝑡)) − 𝜕𝜃𝑗
E𝛽(Θ(𝑡))

)︁2

⩾ 𝜅(𝛽, 𝑛) max
𝑗∈{1,...,𝑛}

(︁
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
)︁2

,

where

𝜅(𝛽, 𝑛) := 1
𝑛

·
(︃

𝛿𝑒
1
2

2 − 4(1 + 𝛽)𝑒−(1−𝛼)𝛽
)︃

> 0,

because of the assumption on 𝛿 given by (3.10). All in all, we gather that

H(𝑡) ⩽ −𝜅(𝛽, 𝑛)
2 max

𝑗∈{1,...,𝑛}

(︁
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
)︁2

⩽ −𝜅(𝛽, 𝑛)
2𝑛

‖∇E𝛽(Θ(𝑡))‖2.

We can apply Lemma 3.2 to conclude.
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Proof of Claim 1. We omit time dependence for the sake of readability. Without

loss of generality, suppose |𝜕𝜃1E𝛽(Θ)| ⩾ |𝜕𝜃𝑟 E𝛽(Θ)|. Let ℓ ∈ {1, . . . , 𝑟}, and
suppose that 𝜕𝜃ℓ

E𝛽(Θ(𝑡))𝜕𝜃1E𝛽(Θ) > 0, We now compute:

𝑛2
⃒⃒⃒
𝜕𝜃𝑗

E𝛽(Θ)
⃒⃒⃒

= 𝑛2𝜕𝜃𝑗
E𝛽(Θ) ⩽

𝑟∑︁
𝑘=1

sin(𝜃𝑗 − 𝜃𝑘)𝑒𝛽(cos(𝜃𝑗−𝜃𝑘)−1)

+
∑︁

𝑘 : 𝜃𝑘 /∈S𝑞(2𝜏)
sin(𝜃𝑗 − 𝜃𝑘)𝑒𝛽(cos(𝜃𝑗−𝜃𝑘)−1).

We focus on the first term; recalling that 𝜃1 < . . . < 𝜃𝑟 , we end up with

𝑟∑︁
𝑘=1

sin(𝜃𝑗 − 𝜃𝑘)𝑒𝛽(cos(𝜃𝑗−𝜃𝑘)−1)

⩽
𝑗∑︁

𝑘=1
sin(𝜃𝑘 − 𝜃𝑗)𝑒𝛽(cos(𝜃𝑗−𝜃𝑘)−1) +

𝑟∑︁
𝑘=𝑗+1

sin(𝜃𝑘 − 𝜃1)𝑒𝛽(cos(𝜃𝑗−𝜃𝑘)−1)

⩽
𝑗∑︁

𝑘=1
sin(𝜃𝑘 − 𝜃1)𝑒𝛽(cos(𝜃1−𝜃𝑘)−1)

+ 𝑒
𝛽|𝜃𝑗−𝜃1| max

ℓ∈{1,...,𝑟}
sin(𝜃ℓ−𝜃1) 𝑟∑︁

𝑘=𝑗+1
sin(𝜃𝑘 − 𝜃1)𝑒𝛽 cos(𝜃𝑘−𝜃1)

⩽ 𝑒
𝛽|𝜃𝑗−𝜃1| max

ℓ∈{1,...,𝑟}
sin(𝜃ℓ−𝜃1) 𝑟∑︁

𝑘=1
sin(𝜃𝑘 − 𝜃1)𝑒𝛽 cos(𝜃𝑘−𝜃1),

where we used
𝜋
2 > 𝜃𝑘 − 𝜃1 > 𝜃𝑗 − 𝜃1 > 0 and the monotonicity of sin(·) for the

first inequality, whereas we used

𝑗∑︁
𝑘=1

sin(𝜃𝑘 − 𝜃𝑗)𝑒𝛽(cos(𝜃𝑗−𝜃𝑘)−1) ⩽ 0 ⩽
𝑗∑︁

𝑘=1
sin(𝜃𝑘 − 𝜃1)𝑒𝛽(cos(𝜃𝑗−𝜃𝑘)−1)

for the second, and

|cos(𝜃𝑗 − 𝜃𝑘) − cos(𝜃𝑘 − 𝜃1)| ⩽ sin(𝜃𝑘 − 𝜃1)|𝜃𝑗 − 𝜃1|

for the third (which follows by the mean-value theorem). Besides, by definition

of spherical caps we have | sin(𝜃𝑗 − 𝜃𝑖)| ⩽ 𝛽−1/2
, so we can conclude that

max
ℓ∈{1,...,𝑟}

|𝜕𝜃ℓ
E𝛽(Θ(𝑡))| ⩽ 𝑒 max {|𝜕𝜃1E𝛽(Θ(𝑡))| , |𝜕𝜃𝑟 E𝛽(Θ(𝑡))|}−(1+𝛽)𝑒−(1−𝛼)𝛽.

Using the fact that Θ(𝑡) /∈ 𝒩𝛽 , we get

max
ℓ∈{1,...,𝑟}

|𝜕𝜃ℓ
E𝛽(Θ(𝑡))| ⩾ 2𝑒(1 + 𝛽)𝑒−(1−𝛼)𝛽,

whence,

max
ℓ∈{1,...,𝑟}

|𝜕𝜃ℓ
E𝛽(Θ(𝑡))| ⩽ 𝑒

2 max {|𝜕𝜃1E𝛽(Θ(𝑡))| , |𝜕𝜃𝑟 E𝛽(Θ(𝑡))|} .
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We now focus on the lower bound of the energy discrepancy in (3.2). To this

end, we simply adapt [OV00, Proposition 1] to the framework of slow manifolds.

Lemma 3.5. Let E : ℳ → R⩾0 be smooth, and let 𝒩 ⊂ ℳ. Fix 𝑢 ∈ ℳ and
consider {︃

𝑋̇(𝑡) = ∇E(𝑋(𝑡)) for 𝑡 ⩾ 0
𝑋(0) = 𝑢.

Suppose that there exist 𝑣 ∈ 𝒩 , 𝑇 > 0, and 𝑐 > 0 such that

E(𝑣) − E(𝑢) ⩽ 1
2𝑐

‖∇E(𝑢)‖2. (3.15)

Then,
2𝑐‖𝑢 − 𝑣‖2 ⩽ E(𝑣) − E(𝑢).

Proof of Lemma 3.5. Consider

𝜙(𝑡) := ‖𝑢 − 𝑋(𝑡)‖ +
√︀

E(𝑣) − E(𝑋(𝑡)))√
2𝑐

.

We compute

𝜙̇(𝑡) = −
⟨

∇E(𝑋(𝑡)), 𝑢 − 𝑋(𝑡)
‖𝑢 − 𝑋(𝑡)‖

⟩
− ‖∇E(𝑋(𝑡))‖2√︀

2𝑐(E(𝑣) − E(𝑋(𝑡)))

Using (3.15) we get

− ‖∇E(𝑋(𝑡)‖2√︀
2𝑐(E(𝑣) − E(𝑋(𝑡)))

⩽ −‖∇E(𝑋(𝑡)‖,

and Cauchy-Schwarz,⃒⃒⃒⃒⟨
∇E(𝑋(𝑡)), 𝑢 − 𝑋(𝑡)

‖𝑢 − 𝑋(𝑡)‖

⟩⃒⃒⃒⃒
⩽ ‖∇E(𝑋(𝑡))‖.

It follows that 𝜙 is non-increasing, and we conclude the proof by evaluating 𝜙 at

𝑡 = 0 and 𝑡 = 𝑇 .

As a result of Theorem 3.1 and Lemmas 3.2 and 3.5, we conclude the following.

Corollary 3.6. Suppose 𝛽 > 1, and consider a (𝛽, 𝜏)-separated configuration
Θ(0) ∈ T𝑛 for some 𝜏 = 𝜏(𝛽) satisfying the conditions of Definition 3.3 as well
as (3.10). Let 𝒩𝛽 ⊂ T𝑛 be defined as in Lemma 3.4. Then the conclusions of Theo-
rem 3.1 hold for (3.7) with 𝛿 = 𝑒−𝜆𝛽/2, for 𝜆 as in Lemma 3.4.
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Remark 3.7 ((SA)). We demonstrate how the proof of Lemma 3.4 can be adapted to
(SA) when 𝑑 = 2. Written in angles, (SA), for 𝑖 ∈ {1, . . . , 𝑛}, reads

𝜃𝑖(𝑡) =
𝑛∑︁

𝑗=1

𝑒𝛽 cos(𝜃𝑗(𝑡)−𝜃𝑖(𝑡))

𝑛∑︁
𝑘=1

𝑒𝛽 cos(𝜃𝑖(𝑡)−𝜃𝑘(𝑡))
sin(𝜃𝑗(𝑡) − 𝜃𝑖(𝑡)) for 𝑡 ⩾ 0. (3.16)

As implied in the introduction, (SA) is also the gradient flow for E𝛽 , but for a gradient
taken with respect to a different metric g. We do not go into the details here—see
[GLPR23]—all we need to know is that

Θ̇(𝑡) = gradg E𝛽(Θ(𝑡)) for 𝑡 ⩾ 0,

and the 𝑖-th coordinate of gradg E𝛽(Θ(𝑡)) ∈ T𝑛 is precisely the right-hand side in
(3.16). With this in hand, we wish to compute the Hessian—with respect to g—of E𝛽 .
Since T𝑛 a submanifold of R𝑛, we actually have5

HessgE𝛽(Θ)[𝑣] = projΘ
(︂ d

d𝜀
G(Θ + 𝜀𝑣)

⃒⃒⃒⃒
𝜀=0

)︂
at a point Θ ∈ T𝑛 and direction 𝑣 ∈ TΘT𝑛. Here projΘ is the orthogonal projection
onto TΘT𝑛, and G is any smooth vector field with G(Θ) = gradgE𝛽(Θ) forΘ ∈ T𝑛.
Since T𝑛 is locally flat, the tangent space can be identified with R𝑛 itself, and the
orthogonal projection is the idenitity map. Whereupon, we can simply use the trivial
extension to R𝑛 of the right-hand side in (3.16) to compute the Hessian: the 𝑖-th
coordinate of HessgE𝛽(Θ)[𝑣] ∈ T𝑛 reads

(HessgE𝛽(Θ)[𝑣])𝑖 =
𝑛∑︁

𝑗=1
𝑏𝑖𝑗(𝑣𝑖 − 𝑣𝑗), (3.17)

where

𝑏𝑖𝑗 := 𝑎𝑖𝑗

[︃
cos(𝜃𝑖 − 𝜃𝑗) − 𝛽 sin2(𝜃𝑖 − 𝜃𝑗) + 𝛽 sin(𝜃𝑖 − 𝜃𝑗)

𝑛∑︁
𝑘=1

𝑎𝑖𝑘 sin(𝜃𝑖 − 𝜃𝑘)
]︃
,

and 𝑎𝑖𝑗 := 𝑒𝛽 cos(𝜃𝑖−𝜃𝑗)/
∑︀𝑛

ℓ=1 𝑒𝛽 cos(𝜃𝑖−𝜃ℓ). We can identify (3.17) with a 𝑛 × 𝑛
matrix that has a Laplacian structure—denoting it again by HessgE𝛽(Θ) and its
entries by 𝜕𝜃𝑖

𝜕𝜃𝑗
E𝛽(Θ), we have

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ) =

⎧⎪⎨⎪⎩
−𝑏𝑖𝑗 𝑖 ̸= 𝑗∑︁
𝑘 ̸=𝑖

𝑏𝑖𝑘 𝑖 = 𝑗.

Therefore the proof of Lemma 3.4 can be repeated to this case, and one solely needs to
check if 𝜕𝜃𝑖

𝜕𝜃𝑗
E𝛽(Θ) satisfy similar bounds to those by 𝜕𝜃𝑖

𝜕𝜃𝑗
E𝛽(Θ). Because the

first two terms in 𝑏𝑖𝑗 are the same as before, we only have to manage the third term
of this expression, and the previous arguments can be adapted to this case as well.

5

For instance, see [Bou23, Chapter 5] for details.
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3.3 Acceleration of the gradient between metastable states

The dynamics of separated particles is in fact accelerating over time as distances

between particles decrease. Actually when particles are sufficiently separated we

can show a reverse PL inequality.
We first motivate this acceleration in a general framework as before. Suppose

E : ℳ → R⩾0 is smooth, fix 𝑢 ∈ ℳ, and consider{︃
𝑋̇(𝑡) = ∇E(𝑋(𝑡)) for 𝑡 ⩾ 0
𝑋(0) = 𝑢.

Let A⊂ ℳ designate the accelerating manifold: setting

𝑇𝑢 = inf{𝑡 ⩾ 0: 𝑋(𝑡) /∈ A},

suppose, for some 𝑐 > 0 and all 𝑡 ∈ [0, 𝑇𝑢], that

⟨Hess E(𝑋(𝑡))∇E(𝑋(𝑡)), ∇E(𝑋(𝑡))⟩ ⩾ 𝑐‖∇E(𝑋(𝑡))‖2. (3.18)

We say that a reverse PL inequality holds if for all 𝑢 ∈ A, there exist 𝑣 /∈ A and

𝑐 > 0 such that

E(𝑣) − E(𝑢) ⩾ 𝑐‖∇E(𝑣)‖2.

We briefly explain the argument allowing one to establish this inequality. Suppose

that (3.18) holds. Then,

d
d𝑡

‖∇E(𝑋(𝑡))‖2 = 2⟨∇E(𝑋(𝑡)), Hess E(𝑋(𝑡))∇E(𝑋(𝑡))⟩

⩾ 2𝑐‖∇E(𝑋(𝑡))‖2.

Using Grönwall’s lemma, we get the differential inequality

‖∇E(𝑋(𝑡))‖2 ⩾ 𝑒2𝑐𝑡‖∇E(𝑋(0))‖2,

resulting in an acceleration of the gradient
6
. Moreover if 𝑋(𝑡) /∈ A for some

𝑡 < +∞, we then have

E(𝑣) − E(𝑢) ⩾ 𝑐‖∇E(𝑣)‖2.

We can derive a bound of the mould (3.18) for the Hessian of E𝛽 defined in (1.1).

Using the shorthand

H(𝑡) := ⟨∇E𝛽(𝑋(𝑡)), Hess E𝛽(𝑋(𝑡))∇E𝛽(𝑋(𝑡))⟩,
6

One could potentially use such an inequality to answer Problem 2. Indeed, to escape a

metastable state, in which we recall the gradient is exponentially small, one needs the gradient

to start growing exponentially. We believe that this acceleration mechanism is behind the escape

of such metastable states, and thus jumps in the energy level as seen in the staircase profile.
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we recall that

H(𝑡) = −1
2

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
(︁
𝜕𝜃𝑖

E𝛽(Θ(𝑡)) − 𝜕𝜃𝑗
E𝛽(Θ(𝑡))

)︁2
.

For any 𝑖 ∈ {1, . . . , 𝑛} suppose that there exists 𝑗𝑖 ∈ {1, . . . , 𝑛} such that

|𝜃𝑗𝑖(𝑡) − 𝜃𝑖(𝑡)| = min
𝑘∈{1,...,𝑛}∖{𝑖}

|𝜃𝑘 − 𝜃𝑖| and 𝜕𝜃𝑖
E𝛽(Θ(𝑡))𝜕𝜃𝑗𝑖

E𝛽(Θ(𝑡)) < 0.

Suppose that all particles are separated by at least 𝜏(𝛽); then

H(𝑡) = −1
2

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝜕𝜃𝑖
𝜕𝜃𝑗

E𝛽(Θ(𝑡))
(︁
𝜕𝜃𝑖

E𝛽(Θ(𝑡)) − 𝜕𝜃𝑗𝑖
E𝛽(Θ(𝑡))

)︁2

⩾ −1
2

𝑛∑︁
𝑖=1

𝜕𝜃𝑖
𝜕𝜃𝑗𝑖

E𝛽(Θ(𝑡))
(︁
𝜕𝜃𝑖

E𝛽(Θ(𝑡)) − 𝜕𝜃𝑗𝑖
E𝛽(Θ(𝑡))

)︁2

⩾ −L(𝑡)
2 ‖∇E𝛽(Θ(𝑡))‖2.

where

L(𝑡) := max
𝑖∈{1,...,𝑛}

𝜕𝜃𝑖
𝜕𝜃𝑗𝑖

E𝛽(Θ(𝑡)),

and where we used the fact that 𝜕𝜃𝑖
E𝛽(Θ(𝑡))𝜕𝜃𝑗𝑖

E𝛽(Θ(𝑡)) < 0 and that 𝑔(𝑠) is
non-positive and increasing for |𝑠| ⩾ 𝜏(𝛽). Then

d
d𝑡

‖∇E𝛽(Θ(𝑡))‖2 ⩾ −L(𝑡)
2 ‖∇E𝛽(Θ(𝑡))‖2.

By Grönwall’s lemma we deduce

‖∇E𝛽(Θ(𝑡))‖2 ⩾ exp
(︂

−1
2

∫︁ 𝑡

0
L(𝑠) d𝑠

)︂
‖∇E𝛽(Θ(0))‖2.

4 On the initial configuration

Wenow discuss a couple of examples of randomly generated initial configurations

which may or may not fall in the setting of Definition 1.1.

4.1 Projected Gaussian mixtures

The first case of interest are Gaussian mixtures, namely random variables 𝑋 with

a density of the form

𝑓(𝑥) = 1
𝑟
√

2𝜋𝜎2

𝑟∑︁
𝑖=1

𝑒− ‖𝑥−
√

𝑟𝑤𝑖‖2

2𝜎2 𝑥 ∈ R𝑑, (4.1)

where 𝜎 > 0, and 𝑤1, . . . , 𝑤𝑟 ∈ S𝑑−1
with 𝑟 ⩾ 1.
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Definition 4.1. Suppose 𝑑, 𝑛 ⩾ 2, 𝑟 ∈ {1, . . . , 𝑛} and 𝜀 > 0. We say that the con-
figuration (𝑤1, . . . , 𝑤𝑟) ∈ (S𝑑−1)𝑛 is (𝛽, 𝜀)-centered if the corresponding spherical
caps (S1(𝜀), . . . ,S𝑟(𝜀)) satisfy (1.3) in Definition 1.1.

We show the following result.

Proposition 4.2. Suppose 𝛽 > 0, 𝑑, 𝑛 ⩾ 2, 𝑟 ∈ {1, . . . , 𝑛} and 𝜀 > 0. Let
(𝑤1, . . . , 𝑤𝑟) ∈ (S𝑑−1)𝑛 be (𝛽, 𝜀)-centered per Definition 4.1. Let 𝑋1, . . . , 𝑋𝑛 be
i.i.d. random variables following the Gaussian mixture law with density (4.1) and
such that

6𝛿
√

𝑑

1 + 𝛿
√

𝑑
+ 𝛿

√︀
2𝑑 log 𝑛 ⩽ 𝜀,

where 𝛿 := 𝜎√
𝑟
. Then

P
(︂(︂

𝑋1
‖𝑋1‖

, . . . ,
𝑋𝑛

‖𝑋𝑛‖

)︂
is (𝛽, 𝜀)-separated

)︂
⩾ 1 − 2𝑒−𝑑.

Proof of Proposition 4.2. We can write

𝑋 =
𝑟∑︁

𝑘=1
𝜀𝑘𝑍𝑘,

where𝑍1, . . . , 𝑍𝑟 are independent𝒩 (𝑤𝑖, 𝜎𝐼𝑑) randomvariables, whereas 𝜀1, . . . , 𝜀𝑘

are random variables defined as

𝜀𝑖 = 1

⎛⎝𝑖−1∑︁
𝑞=1

𝑝𝑞 ⩽ 𝑈 ⩽
𝑖∑︁

𝑞=1
𝑝𝑞

⎞⎠
for 𝑖 ∈ {1, . . . , 𝑘}, where 𝑈 is a random variable following the uniform distribu-

tion on [0, 1]. We also define (𝑁1, . . . , 𝑁𝑟) ∼ 𝒩 (0, 𝐼𝑑) as

𝑍𝑖 = 𝑤𝑖 + 𝜎𝑁𝑖

for 𝑖 ∈ {1, . . . , 𝑟}. Consider a fixed 𝑖 ∈ {1, . . . , 𝑟}. Conditioned on the event{︁
𝑈 ∈

[︁∑︀𝑖−1
𝑞=1 𝑝𝑞,

∑︀𝑖
𝑞=1 𝑝𝑞

]︁}︁
, we can write 𝑋 as a function of standard Gaussian

variables:

min
1⩽𝑗⩽𝑟

⃦⃦⃦⃦
𝑋

‖𝑋‖
− 𝑤𝑗

⃦⃦⃦⃦2
⩽
⃦⃦⃦⃦

𝑍𝑖

‖𝑍𝑖‖
− 𝑤𝑖

⃦⃦⃦⃦2
= 𝑓(𝑍𝑖).

We can also show that 𝑓 is roughly
1

‖𝑋‖ -Lipschitz:

|𝑓(𝑋) − 𝑓(𝑌 )| =
⃦⃦⃦⃦

𝑋

‖𝑋‖
− 𝑤𝑖

⃦⃦⃦⃦2
−
⃦⃦⃦⃦

𝑌

‖𝑌 ‖
− 𝑤𝑖

⃦⃦⃦⃦2
= 2

⃒⃒⃒⃒⟨
𝑤𝑖,

𝑋

‖𝑋‖
− 𝑌

‖𝑌 ‖

⟩⃒⃒⃒⃒
.

Then

|𝑓(𝑋) − 𝑓(𝑌 )| ⩽ 2
⃦⃦⃦⃦

𝑌

‖𝑌 ‖
− 𝑋

‖𝑋‖

⃦⃦⃦⃦
⩽

‖𝑋 − 𝑌 ‖
min{‖𝑋‖, ‖𝑌 ‖}

.
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Focusing on the event {‖𝑋‖| ⩾ 𝑥′}, by the Gausian concentration inequality

[BLM13, Theorem 5.6] we have

P

⎛⎝𝑓(𝑍𝑖) − E[𝑓(𝑍𝑖)] ⩾ 𝑡, ‖𝑍𝑖‖ ⩾ 𝑥′

⃒⃒⃒⃒
⃒⃒𝑈 ∈

⎡⎣𝑖−1∑︁
𝑞=1

𝜆𝑞,
𝑖∑︁

𝑞=1
𝜆𝑞

⎤⎦⎞⎠ ⩽ 𝑒− (𝑥′·𝑡)2

2𝜎2 .

Whence,

P

⎛⎝ min
1⩽𝑗⩽𝑟

⃦⃦⃦⃦
𝑋

‖𝑋‖
− 𝑤𝑗

⃦⃦⃦⃦2
− E[𝑓(𝑍𝑖)] ⩾ 𝑡, ‖𝑍𝑖‖ ⩾ 𝑥′

⃒⃒⃒⃒
⃒⃒𝑈 ∈

⎡⎣𝑖−1∑︁
𝑞=1

𝜆𝑞,
𝑖∑︁

𝑞=1
𝜆𝑞

⎤⎦⎞⎠
⩽ 𝑒− (𝑥′·𝑡)2

2𝜎2 .

We then have by union bound

P

⎛⎝ min
1⩽𝑗⩽𝑟

⃦⃦⃦⃦
𝑋

‖𝑋‖
− 𝑤𝑗

⃦⃦⃦⃦2
− E[𝑓(𝑍𝑖)] ⩾ 𝑡

⃒⃒⃒⃒
⃒⃒𝑈 ∈

⎡⎣𝑖−1∑︁
𝑞=1

𝜆𝑞,
𝑖∑︁

𝑞=1
𝜆𝑞

⎤⎦⎞⎠
⩽ 𝑒− (𝑥′·𝑡)2

2𝜎2 + P
(︀
‖𝑍𝑖‖ ⩽ 𝑥′)︀ .

We can use the Gaussian concentration inequality (applied to the 1-Lipschitz func-

tion 𝑥 ↦→ ‖𝑥‖ ) to bound the rightmost term, for all 𝑖 ∈ {1, . . . , 𝑛}, as

P
(︁
‖𝑤𝑖 + 𝜎𝑁𝑖‖ ⩽ E[‖𝑤𝑖 + 𝜎𝑁𝑖‖] − 𝑡

)︁
⩽ 𝑒− 𝑡2

2𝜎2 .

Using the triangle inequality,

P
(︁
𝜎‖𝑍𝑖‖ ⩽ −𝜎E[‖𝑁𝑖‖] + ‖𝑤𝑖‖ − 𝑡

)︁
⩽ P (‖𝑍𝑖‖ ⩽ E[‖𝑍𝑖‖] − 𝑡) ,

and we then get

P
(︁
‖𝑍𝑖‖ ⩽

√
𝑟 − 𝜎

√
𝑑 − 𝑡

)︁
⩽ 𝑒− 𝑡2

2𝜎2 .

So,

P
(︀
‖𝑍𝑖‖ ⩽ 𝑥′)︀ ⩽ 𝑒

− 1
2𝛿2

(︁
1−𝛿

√
𝑑− 𝑥′

√
𝑟

)︁2

.

We now bound E[𝑓(𝑍𝑖)]. Note that

1 − 𝑓(𝑍𝑖)
2 =

⟨
𝑍𝑖

‖𝑍𝑖‖
, 𝑤𝑖

⟩
= 1

‖𝑤𝑖 + 𝛿𝑁𝑖‖
+ 2𝛿⟨𝑁𝑖, 𝑤𝑖⟩

‖𝑤𝑖 + 𝛿𝑁𝑖‖
.

We bound the first term from below as

1
‖𝑤𝑖 + 𝛿𝑁𝑖‖

⩾
1

1 + 𝛿‖𝑁𝑖‖
,
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and the second term from above as⃒⃒⃒⃒ 2𝛿⟨𝑁𝑖, 𝑤𝑖⟩
‖𝑤𝑖 + 𝛿𝑁𝑖‖

⃒⃒⃒⃒
⩽

2𝛿‖𝑁𝑖‖
1 + 𝛿‖𝑁𝑖‖

.

Because of convexity of 𝑥 ↦→ 1
1+𝛿𝑥 and of concavity of 𝑥 ↦→ 𝑥

1+𝛿𝑥 , an application

of Jensen’s inequality yields

E
[︂
1 − 𝑓(𝑍𝑖)

2

]︂
⩾

1 − 2𝛿
√

𝑑

1 + 𝛿
√

𝑑
= 1 − 3𝛿

√
𝑑

1 + 𝛿
√

𝑑
.

And, so

E[𝑓(𝑍𝑖)] ⩽
6𝛿

√
𝑑

1 + 𝛿
√

𝑑
.

Combining all the bounds, we end up with

P
(︃

min
1⩽𝑗⩽𝑟

⃦⃦⃦⃦
𝑋

‖𝑋‖
− 𝑤𝑗

⃦⃦⃦⃦2
⩾

6𝛿
√

𝑑

1 + 𝛿
√

𝑑
+ 𝑡

)︃
⩽ 𝑒− (𝑥′·𝑡)2

2𝜎2 + 𝑒
− 1

2𝛿2

(︁
1−𝛿

√
𝑑− 𝑥′

√
𝑟

)︁2

.

We can consider 𝑥′ =
√

𝑟
(︁
1 − 𝛿

√
𝑑 + 𝑡

)︁
to get

P
(︃

min
1⩽𝑗⩽𝑟

⃦⃦⃦⃦
𝑋

‖𝑋‖
− 𝑤𝑗

⃦⃦⃦⃦2
⩾

6𝛿
√

𝑑

1 + 𝛿
√

𝑑
+ 𝑡

)︃
⩽ 𝑒− 𝑡2

2𝛿2 + 𝑒− 1
2𝛿2 (1−𝛿

√
𝑑+𝑡)2

Now, there exist 𝜀𝑖
1, . . . , 𝜀𝑖

𝑟 which follow the law as 𝜀𝑘 above such that for all

𝑖 ∈ {1, . . . , 𝑛}

𝑋𝑖 :=
𝑟∑︁

𝑘=1
𝜀𝑖

𝑘𝑍𝑖
𝑘, (4.2)

where 𝑍𝑖
𝑘 ∼ 𝒩 (𝑤𝑘, 𝜎𝑘), 𝑤𝑘 ∈

√
𝑟S𝑑−1

and 𝜎𝑘 > 0. We consider the random

variable 𝑍 defined as

𝑍 := max
1⩽𝑖⩽𝑛

min
1⩽𝑗⩽𝑟

⃦⃦⃦⃦
𝑋𝑖

‖𝑋𝑖‖
− 𝑤𝑗

⃦⃦⃦⃦2
.

By the union bound we get

P
(︃

𝑍 ⩾
6𝛿

√
𝑑

1 + 𝛿
√

𝑑
+ 𝑡

)︃
⩽ 𝑛

(︂
𝑒− 𝑡2

2𝛿2 + 𝑒− 1
2𝛿2 (1−𝛿

√
𝑑+𝑡)2)︂

.

Because of the fact that 1 − 𝛿
√

𝑑 > 0, we get

P
(︃

𝑍 ⩾
6𝛿

√
𝑑

1 + 𝛿
√

𝑑
+ 𝑡

)︃
⩽ 2𝑛𝑒− 𝑡2

2𝛿2 .
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Taking 𝑡 = 𝛿
√

2𝑑 log 𝑛, we find

P
(︃

𝑍 ⩾
6𝛿

√
𝑑

1 + 𝛿
√

𝑑
+ 𝛿

√︀
2𝑑 log 𝑛

)︃
⩽ 2𝑒−𝑑.

Noticing that we have

{𝑍 ⩽ 𝜀} =
{︂(︂

𝑋1
‖𝑋1‖

, . . . ,
𝑋𝑛

‖𝑋𝑛‖

)︂
is (𝛽, 𝜀)-separated

}︂
,

we obtain the desired result.

4.2 Uniformly distributed points

The second example which we discuss is that of uniformly distributed points.

4.2.1 High dimension

Recall the following consequence of the concentration of measure phenomenon.

Proposition 4.3. Suppose 𝑛 ⩾ 2. Then there exists some 𝑑*(𝑛) > 𝑛 such that
for all 𝑑 ⩾ 𝑑*(𝑛), the following holds. Consider a sequence (𝑥1, . . . , 𝑥𝑛) of 𝑛 i.i.d.
uniformly distributed points on S𝑑−1. Then, with probability at least 1−2𝑛2𝑑−1/64,
there exist (𝑤1, . . . , 𝑤𝑛) ∈ (S𝑑−1)𝑛 which are pairwise orthogonal (⟨𝑤𝑖, 𝑤𝑗⟩ = 𝛿𝑖𝑗),
such that

‖𝑥𝑖 − 𝑤𝑖‖ ⩽

√︃
4 log 𝑑

𝑑
.

Proof. See Step 2 in the proof of Theorem 6.9 in [GLPR23].

The following then holds.

Corollary 4.4. Suppose 𝑛 ⩾ 2. Then there exists some 𝑑*(𝑛) > 𝑛 such that for all
𝑑 ⩾ 𝑑*(𝑛) ∨ 381 and 𝛽 > 0 satisfying

16 log2 𝑑

𝑑2 + 40 log 𝑑

𝑑
+ 1

𝛽
log

(︃
𝑛2𝑑

2 log 𝑑

)︃
< 1, (4.3)

the following holds. Consider a sequence (𝑥1, . . . , 𝑥𝑛) of 𝑛 i.i.d. uniformly dis-
tributed points on S𝑑−1. Then with probability at least 1 − 2𝑛2𝑑−1/64, (𝑥1, . . . , 𝑥𝑛)
is (𝛽, 𝜀)-separated in the sense of Definition 1.1 with 𝜀 = 4 log 𝑑/𝑑.

Proof of Corollary 4.4. Since 𝑑 ⩾ 381 we have 𝜀 < 1
16 . According to Proposi-

tion 4.3, there exist unit vectors 𝑤1, . . . , 𝑤𝑛 such that

𝑥𝑖 ∈
𝑛⋃︁

𝑞=1
S𝑞(𝜀).

For 𝛼(𝜀) defined as in (1.4) we have 𝛼(𝜀) ⩽ 𝜀2 + 2𝜀, and (4.3) is then simply a

rewriting of (1.3).
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Remark 4.5 (Freezing). Corollary 4.4 has as a consequence that particles initialized
uniformly at random when 𝑑 ≫ 𝑛 remain frozen and do not move for exponentially
long times. This is remeniscent to the case of zero temperature (𝛽 = +∞), in which
all configurations are stationary.

4.2.2 Low dimension

We comment on the case 𝑑 < 𝑛 by specializing to the circle (𝑑 = 2). It can be

seen that the probability of having separated configurations decays exponentially

with 𝑛.

Claim 2. Fix 𝛽 > 0 and let (𝑥1, . . . , 𝑥𝑛) be 𝑛 i.i.d uniformly distributed points on
S1. Then, for 𝜀 ∈ (0, 1

16) and 𝑘 ⩽ 𝑛, there exists some 𝑐 ∈ (0, 1) such that

P
(︁
(𝑥1, . . . , 𝑥𝑛) is (𝛽, 𝜀)-separated

)︁
⩽ 𝑐𝑛.

Webriefly explain how to heuristically derive this bound. Using independence

of the random variables, we can first compute the probability that there are 𝑘
points satisfying the (𝛽, 𝜀)-separated hypothesis:

P
(︁
(𝑋1, . . . , 𝑋𝑘) is (𝛽, 𝜀)-separated

)︁
⩽ (1 − 2𝛼 − 8𝜀)𝑟−1 .

We also have that

P
(︃

𝑋𝑘+1, . . . , 𝑋𝑛 ∈
𝑘⋃︁

𝑖=1
[𝑋𝑖 − 𝜀, 𝑋𝑖 + 𝜀]

⃒⃒⃒⃒
⃒ (𝑋1, . . . , 𝑋𝑘) is (𝛽, 𝜀)-separated

)︃
= (2𝑟𝜀)𝑛−𝑟.

Thence

(2𝑟𝜀)𝑛−1 ⩽ P
(︁
(𝑥1, . . . , 𝑥𝑛) is (𝛽, 𝜀)-separated

)︁
⩽ (1 − 𝛼 − 4𝜀)𝑛−1 .

This may be a fundamental limitation of the spherical cap framework, and raises

the question on the sharp assumption needed for the initial configuration to have

metastability when 𝑑 if fixed and 𝑛 ≫ 1.

4.3 A discussion on energy levels

In view of many of the previous considerations, it is natural to look for an as-

sumption on the initial condition, yielding metastability, written solely in terms

of the energy. We posit the following question.

Problem 1. Fix 𝑑, 𝑛 ⩾ 2 and 𝛽 > 0. Let𝑈1, . . . , 𝑈𝑛 be 𝑛 i.i.d random variables fol-
lowing the uniform distribution on S𝑑−1. Can one find 1 > 𝑐2 > 𝑐1 > 0 depending
on 𝛽 such that for all (𝑥1, . . . , 𝑥𝑛) ∈ (S𝑑−1)𝑛 satisfying

𝑐2 ⩾ E𝛽(𝑥1, . . . , 𝑥𝑛) − E
[︀
E𝛽(𝑈1, . . . , 𝑈𝑛)

]︀
⩾ 𝑐1,

metastability, as stated in Theorem 1.2, holds?
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One way to interpret this condition is that any configuration which breaks

the symmetry of uniformly distributed random points will lead to metastability.

On one hand, it is not obvious to see if one can simply truncate the gradient

over different energy levels instead of spherical caps in our proof. On the other

hand, the energetic assumption on the initial configuration is weaker than the one

given in Definition 1.1, as the latter implies

𝑐 − 𝑘𝑒−(1−𝛼)𝛽

𝑛2 ⩾ E𝛽(𝑋1, . . . , 𝑋𝑛) ⩾ 1
𝑛

+ 𝑘𝑒−8𝛽𝜀

𝑛2 = 𝑂(𝑒−8𝛽𝜀).

The converse can then be asked, should one wish to retain the proof of Theo-

rem 1.2 as is—namely, does an energetic assumption as the one above imply quan-

titative clustering of the configuration in the mould of Definition 1.1? One ap-

proach could involve the so-called Stolarsky invariance principle [BDM18, BD19].

5 The mean-field regime

For the sake of generality, we now demonstrate that dynamic metastability also

holds in the mean-field regime. Consider{︃
𝜕𝑡𝜇(𝑡) + div (𝑣[𝜇(𝑡)]𝜇(𝑡)) = 0 on R⩾0 × S𝑑−1

𝜇(0) = 𝜇0 on S𝑑−1,
(5.1)

where −div is the adjoint of the spherical gradient ∇, and

𝑣[𝜇](𝑥) =
∫︁

𝑒𝛽⟨𝑥,𝑥′⟩∫︁
𝑒𝛽⟨𝑥,𝜁⟩𝜇( d𝜁)

P⊥
𝑥 (𝑥′)𝜇( d𝑥′)

for 𝑥 ∈ S𝑑−1
. (All arguments carry through for themean-field analogue of (USA).)

We recall that (5.1) is well-posed in the sense that for any 𝜇0 ∈ P(S𝑑−1) there
exists a unique weak solution 𝜇 ∈ C0(R⩾0;P(S𝑑−1)). Equation (5.1) can also be

seen as themean-field limit for (SA)when𝑛 → +∞, a limit which is fully rigorous

due to classical Dobrushin estimates. We refer the reader to [GLPR24, GLPR23]

for all the details.

We consider the following generalization of Definition 1.1.

Definition 5.1. Let 𝛽 > 1 and 𝜀 ∈ (0, 1
16). We say 𝜇0 ∈ P(S𝑑−1) is a (𝛽, 𝜀)-

separated measure if there exist 𝑘 ⩽ 𝑛 points 𝑤1, . . . , 𝑤𝑘 ∈ S𝑑−1 and measures
𝜈1, . . . , 𝜈𝑘 ∈ P(S𝑑−1) satisfying

supp(𝜈𝑞) ⊂ S𝑞(𝜀),

with S𝑞(𝜀) denoting the spherical caps of Definition 1.1 centered at 𝑤𝑞 , such that

𝜇0 = 1
𝑘

𝑘∑︁
𝑞=1

𝜈𝑞,
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holds, where

𝛾(𝛽) := 1 − 𝛼 − 8𝜀 − 1
𝛽

log
(︃

2𝑘2

𝜀

)︃
> 8𝜀 and 𝛾(𝛽) = Ω(1), (5.2)

with
𝛼 := max

(𝑥,𝑦)∈S𝑖(2𝜀)×S𝑗(2𝜀)
𝑖 ̸=𝑗∈{1,...,𝑘}

⟨𝑥, 𝑦⟩. (5.3)

The following partial generalization of Theorem 1.2 holds.

Theorem 5.2. Let 𝛽 > 1, and let 𝜇0 ∈ P(S𝑑−1) be a (𝛽, 𝜀(𝛽))-separated measure
for some 𝜀(𝛽) ∈ (0, 1

16). Let 𝜇 ∈ C0(R⩾0;P(S𝑑−1)) denote the corresponding
unique solution to (5.1). Then there exist 𝑇2 > 𝑇1 > 0 with

𝑇1 <
𝜀

𝑘
𝑒𝛽(1−𝛼−8𝜀) and 𝑇2 >

𝜀

𝑘
𝑒𝛽(1−𝛼−8𝜀),

such that for any 𝑞 ∈ {1, . . . , 𝑘},

supp
(︂(︁

Φ𝑡
𝑣[𝜇(𝑡)]

)︁
#

𝜈𝑞

)︂
⊂ S𝑞(2𝜀)

for all 𝑡 ∈ [0, 𝑇2], where Φ𝑡
𝑣[𝜇(𝑡)] is the flow map defined in (5.4), as well as

∫︁
S𝑞(2𝜀)

⃦⃦⃦⃦
⃦⃦Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′) − arg min

𝑥∈Φ𝑡
𝑣[𝜇(𝑡)](S𝑞(𝜀))

⟨𝑥, 𝑤𝑞⟩

⃦⃦⃦⃦
⃦⃦

2

𝜇0( d𝑥′) ⩽ 𝑒−𝜆𝛽

for all 𝑡 ∈ [𝑇1, 𝑇2] and for all 0 < 𝜆 < 𝛾, where 𝛾 = 𝛾(𝛽) > 0 is defined in (5.2).

Before proceeding with the proof we make a couple of comments.

Remark 5.3. Theorem 5.2 differs slightly from Theorem 1.2 in that 1). the collapse
time 𝑇1 is of the same order of magnitude as the escape time 𝑇2, and 2). only the
variance of the particles within a cap is exponentially small. Both are due to the fact
that we only study the distance of the particle farthest to the center of the spherical
cap, as in Step 1 of the proof of Theorem 1.2. Since Theorem 5.2 serves only to illus-
trate the generality of the metastability phenomenon, we circumvented a complete
generalization thereof, which only requires additional technicalities.

Remark 5.4 ((Sub-)Gaussian case). One can naturally inquire about generalizing
the above result to measures 𝜈𝑞 which are not exactly supported in S𝑞(𝜀), but have
“most” of their mass inS𝑞(𝜀). A case of interest is the Gaussian mixture law on S𝑑−1

with density

𝜌(𝑥) := 1
𝑘

𝑘∑︁
𝑞=1

1
Z𝑞

𝑒
− ‖𝑥−𝑤𝑞‖2

2𝜎2
𝑞 ,

where Z𝑞 is the normalizing constant. This example eluded our proof due to the
difficulty of lower bounding the partition function Z𝛽,𝜇(𝑡)(𝑥), partly due to possible
interactions with particles outside the cap S𝑞(𝜀). We leave this question open.
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Proof of Theorem 5.2. We recall that since (5.1) is well-posed, given the solution

𝜇 ∈ C0(R⩾0;P(S𝑑−1)), we know that any 𝑥(𝑡) ∈ supp(𝜇(𝑡)) satisfies

𝑥̇(𝑡) = 𝑣[𝜇(𝑡)](𝑥(𝑡)) for 𝑡 ⩾ 0.

We can define the Lipschitz-continuous and invertible mapΦ𝑡
𝑣[𝜇(𝑡)] : 𝑥(0) ↦→ 𝑥(𝑡),

and then

𝜇(𝑡) =
(︁
Φ𝑡

𝑣[𝜇(𝑡)]

)︁
#

𝜇0. (5.4)

With this at hand, the proof is an adaptation of that of Theorem 1.2, mostly by

replacing sums with integrals. We provide some details nonetheless.

Step 1. Lower-bounding the escape time

For 𝑞 ∈ {1, . . . , 𝑘} we define

B𝑞(𝑡) := Φ𝑡
𝑣[𝜇(𝑡)] (S𝑞(𝜀)) .

Just as before,

𝑇esc :=

⎧⎨⎩𝑡 ⩾ 0: ∃𝑞 ∈ {1, . . . , 𝑘} such that B𝑞(𝑡) ̸⊂
𝑘⋃︁

𝑞=1
S𝑞(2𝜀)

⎫⎬⎭ .

For 𝑞 ∈ {1, . . . , 𝑘} we also define

𝑇esc(𝑞) := inf {𝑡 ⩾ 0: B𝑞(𝑡) ̸⊂ S𝑞(2𝜀)} .

Observe that

𝑇esc = min
𝑞∈{1,...,𝑘}

𝑇esc(𝑞).

So let 𝑞 ∈ {1, . . . , 𝑘} be arbitrary. We define

𝜂𝑞(𝑡) := min
𝑥∈B𝑞(𝑡)

⟨𝑥, 𝑤𝑞⟩,

and take

𝑥(𝑡) ∈ arg min
𝑥∈B𝑞(𝑡)

⟨𝑥, 𝑤𝑞⟩.

Set Z𝛽,𝜇(𝑥) :=
∫︀

𝑒𝛽⟨𝑥,𝑥′⟩𝜇( d𝑥′). We compute the derivative of 𝜂𝑞 as

𝜂̇𝑞(𝑡) =
⟨
𝑣[𝜇(𝑡)](𝑥(𝑡)), 𝑤𝑞

⟩
= 1

Z𝛽,𝜇(𝑡)(𝑥(𝑡))

∫︁
𝑒𝛽⟨𝑥′,𝑥(𝑡)⟩

⟨
P⊥

𝑥(𝑡)(𝑥
′), 𝑤𝑞

⟩
𝜇(𝑡, d𝑥′).
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Using |⟨P⊥
𝑥(𝑡)(𝑥′), 𝑤𝑞⟩| ⩽ 1 and the change of variable formula, we find

𝜂̇𝑞(𝑡) ⩾ 1
Z𝛽,𝜇(𝑡)(𝑥(𝑡))

∫︁
S𝑞(2𝜀)

𝑒
𝛽⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩ ⟨P⊥

𝑥(𝑡)

(︁
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
)︁

, 𝑤𝑞

⟩
𝜇0( d𝑥′)

− 1
Z𝛽,𝜇(𝑡)(𝑥(𝑡))

∑︁
𝑟∈{1,...,𝑘}∖{𝑞}

∫︁
S𝑟(2𝜀)

𝑒
𝛽⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩

𝜇0( d𝑥′).

For 𝑡 ∈ [0, 𝑇esc] and 𝑥 ∈ S𝑞(2𝜀) we have

Z𝛽,𝜇(𝑡)(𝑥) ⩾
∫︁
B𝑞(𝑡)

𝑒𝛽⟨𝑥,𝑥′⟩𝜇(𝑡, d𝑥′) ⩾ 𝑒(1−8𝜀)𝛽
∫︁
S𝑞(2𝜀)

𝜇0( d𝑥′) = 1
𝑘

𝑒(1−8𝜀)𝛽,

and also ∑︁
𝑟∈{1,...,𝑘}∖{𝑞}

∫︁
S𝑟(2𝜀)

𝑒𝛽⟨𝑥′,𝑥⟩𝜇(𝑡, d𝑥′) ⩽ 𝑒𝛼𝛽.

Using these two inequalities, we get

𝜂̇𝑞(𝑡) ⩾ 1
Z𝛽,𝜇(𝑡)(𝑥(𝑡))

∫︁
S𝑞(2𝜀)

𝑒
𝛽⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩ ⟨P⊥

𝑥(𝑡)

(︁
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
)︁

, 𝑤𝑞

⟩
𝜇0( d𝑥′)

− 𝑘𝑒−(1−𝛼−8𝜀)𝛽.

Now as in Step 1 of the proof of Theorem 1.2, since 𝑥(𝑡) ∈ arg min
𝑥∈B𝑞(𝑡)

⟨𝑥, 𝑤𝑞⟩, we

have ⟨
P⊥

𝑥(𝑡)

(︁
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
)︁

, 𝑤𝑞

⟩
⩾ 0

for all 𝑥′ ∈ S𝑞(2𝜀). Thus

𝜂̇𝑞(𝑡) ⩾ −𝑘𝑒−(1−𝛼−8𝜀)𝛽.

The same argument as in Step 1 of the proof of Theorem 1.2 then yields

𝑇esc ⩾
𝜀

𝑘
𝑒(1−𝛼−8𝜀)𝛽.

Step 2. The variance is decreasing

Let 𝑡 ∈ [0, 𝑇esc]. From the previous step,

𝜂̇𝑞(𝑡) ⩾ 1
Z𝛽,𝜇(𝑡)(𝑥(𝑡))

∫︁
S𝑞(2𝜀)

𝑒
𝛽⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩ ⟨P⊥

𝑥(𝑡)(Φ
𝑡
𝑣[𝜇(𝑡)](𝑥

′)), 𝑤𝑞

⟩
𝜇0( d𝑥′)

− 𝑘𝑒−(1−𝛼−8𝜀)𝛽

=: (𝑎) − 𝑘𝑒−(1−𝛼−8𝜀)𝛽.
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Elementary algebraic manipulations yield

(𝑎) ⩾ 1
Z𝛽,𝜇(𝑡)(𝑥(𝑡))

∫︁
S𝑞(2𝜀)

𝑒
𝛽⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩⟨𝑥(𝑡), 𝑤𝑞⟩

⃦⃦⃦
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′) − 𝑥(𝑡)

⃦⃦⃦2

2 𝜇0( d𝑥′)

⩾
𝜂𝑞(𝑡)

Z𝛽,𝜇(𝑡)(𝑥(𝑡))

∫︁
S𝑞(2𝜀)

𝑒
𝛽⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩

⃦⃦⃦
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′) − 𝑥(𝑡)

⃦⃦⃦2

2 𝜇0( d𝑥′).

Then

𝜂𝑞(𝑡) ⩾ 𝜂𝑞(𝑡)
2Z𝛽,𝜇(𝑡)(𝑥(𝑡))

∫︁
S𝑞(2𝜀)

𝑒
𝛽⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩

⃦⃦⃦
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′) − 𝑥(𝑡)

⃦⃦⃦2
𝜇0( d𝑥′)

− 𝑘𝑒−(1−𝛼−8𝜀)𝛽.

Therefore,

𝜂𝑞(𝑡) ⩾ 𝑘

2𝜂𝑞(𝑡)
∫︁
S𝑞(2𝜀)

𝑒
𝛽(⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩−1+8𝜀)

⃦⃦⃦
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′) − 𝑥(𝑡)

⃦⃦⃦2
𝜇0( d𝑥′)

− 𝑘𝑒−(1−𝛼−8𝜀)𝛽.

Since for all 𝑥′ ∈ S𝑞(2𝜀) we have

𝑒
𝛽(⟨Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′),𝑥(𝑡)⟩−1+8𝜀) ⩾ 𝑒𝛽(𝜂𝑞(𝑡)−1+8𝜀),

we deduce that

𝜂𝑞(𝑡) ⩾ 𝑘

2𝜂𝑞(𝑡)𝑒−(1−𝜂𝑞(𝑡)−8𝜀)𝛽
∫︁
S𝑞(2𝜀)

⃦⃦⃦
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′) − 𝑥(𝑡)

⃦⃦⃦2
𝜇0( d𝑥′)

− 𝑘𝑒−(1−𝛼−8𝜀)𝛽.

For 𝑞 ∈ {1, . . . , 𝑘}, we define

V𝑞(𝑡) := 1
2

∫︁
S𝑞(2𝜀)

⃦⃦⃦
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′) − 𝑥(𝑡)

⃦⃦⃦2
𝜇0( d𝑥′).

Then

𝜂𝑞(𝑡) ⩾ 𝑘𝑒8𝜀𝛽
(︁
𝜂𝑞(𝑡)𝑒−(1−𝜂𝑞(𝑡))𝛽V𝑞(𝑡) − 𝑒−(1−𝛼)𝛽

)︁
. (5.5)

For 𝑞 ∈ {1, . . . , 𝑘} and 𝑐 > 0, we define

𝑇*(𝑞, 𝑐) := inf
{︁

𝑡 ∈ [0, 𝑇esc] : 𝜂𝑞(𝑡)V𝑞(𝑡)𝑒−(1−𝜂𝑞(𝑡))𝛽 ⩽ 2𝑒−𝑐𝛽
}︁

.

Claim 3. We have{︁
𝑡 ∈ [0, 𝑇esc] : 𝜂𝑞(𝑡)V𝑞(𝑡)𝑒−(1−𝜂𝑞(𝑡))𝛽 ⩽ 2𝑒−𝑐𝛽

}︁
̸= ∅

and

inf
{︁

𝑡 ∈ [0, 𝑇esc] : 𝜂𝑞(𝑡)V𝑞(𝑡)𝑒−(1−𝜂𝑞(𝑡))𝛽 ⩽ 2𝑒−𝑐𝛽
}︁

<
4𝜀

𝑘
𝑒(𝑐−8𝜀)𝛽.
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We provide the proof after the present one. Setting 𝑐 := 𝜆 for an arbitrary

but fixed 𝜆 ∈ (8𝜀, 𝛾)—this is without loss of generality, since if the bound in

the statement holds for 𝜆 > 8𝜀, it also holds for 𝜆 ⩽ 8𝜀—, using the fact that

𝜂𝑞(𝑇*(𝑞, 𝑐)) ⩾ 1 − 8𝜀 > 1
2 we find

V𝑞(𝑇*(𝑞, 𝑐)) ⩽ 𝑒−𝜆𝛽. (5.6)

Step 3. Propagation of smallness

We can conclude as in Step 4 in the proof of Theorem 1.2. Consider

𝑇 := inf
{︁

𝑡 ⩾ 𝑇*(𝑞, 𝑐) : V𝑞(𝑡) ⩾ 𝑒−𝜆𝛽
}︁

,

and suppose that 𝑇 < 𝑇esc. By continuity, we have V𝑞(𝑇 ) = 𝑒−𝜆𝛽. We can

compute the derivative of V𝑞 at a given time 𝑡 as

V̇𝑞(𝑡) = −2
∫︁
S𝑞(2𝜀)

d
d𝑡

⟨𝑥(𝑡), Φ𝑡
𝑣[𝜇(𝑡)](𝑥

′)⟩𝜇0( d𝑥′)

= −2
∫︁
S𝑞(2𝜀)

(︂
⟨𝑥̇(𝑡), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)⟩ +

⟨
𝑥(𝑡), d

d𝑡
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩)︂

𝜇0( d𝑥′).

We begin with the left term in the above identity:∫︁
S𝑞(2𝜀)

⟨𝑥̇(𝑡), Φ𝑡
𝑣[𝜇(𝑡)](𝑥

′)⟩𝜇0( d𝑥′) =
∫︁
S𝑞(2𝜀)

⟨𝑣[𝜇(𝑡)](𝑥(𝑡)), Φ𝑡
𝑣[𝜇(𝑡)](𝑥

′)⟩𝜇0( d𝑥′).

Further computations yield∫︁
S𝑞(2𝜀)

⟨𝑣[𝜇(𝑡)](𝑥(𝑡)), Φ𝑡
𝑣[𝜇(𝑡)](𝑥

′)⟩𝜇0( d𝑥′)

=
∫︁
S𝑞(2𝜀)

⟨∫︁
B𝑞(𝑡)

𝑒𝛽⟨𝑥(𝑡),𝑦⟩

Z𝛽,𝜇(𝑡)(𝑥(𝑡))P⊥
𝑥(𝑡)(𝑦)𝜇(𝑡, d𝑦), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩

𝜇0( d𝑥′)

+
∑︁
𝑖 ̸=𝑞

∫︁
S𝑞(2𝜀)

⟨∫︁
B𝑖(𝑡)

𝑒𝛽⟨𝑥(𝑡),𝑦⟩

Z𝛽,𝜇(𝑡)(𝑥(𝑡))P⊥
𝑥(𝑡)(𝑦)𝜇(𝑡, d𝑦), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩

𝜇0( d𝑥′).

The second term in the above identity can be bounded as∑︁
𝑖 ̸=𝑞

∫︁
S𝑞(2𝜀)

⟨∫︁
B𝑖(2𝜀)

𝑒𝛽⟨𝑥(𝑡),𝑦⟩

Z𝛽,𝜇(𝑡)(𝑥(𝑡))P⊥
𝑥(𝑡)(𝑦)𝜇(𝑡, d𝑦), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩

𝜇0( d𝑥′)

⩽ 𝑘𝑒−(1−𝛼−8𝜀)𝛽.

We use the following bound for the other term:⟨
P⊥

𝑥(𝑡)(Φ
𝑡
𝑣[𝜇(𝑡)](𝑦)), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩

=
⟨
Φ𝑡

𝑣[𝜇(𝑡)](𝑦), Φ𝑡
𝑣[𝜇(𝑡)](𝑥

′)
⟩

−
⟨
𝑥(𝑡), Φ𝑡

𝑣[𝜇(𝑡)](𝑦)
⟩⟨

𝑥(𝑡), Φ𝑡
𝑣[𝜇(𝑡)](𝑥

′)
⟩

⩾
⟨
𝑥(𝑡), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩ (︁

1 −
⟨
𝑥(𝑡), Φ𝑡

𝑣[𝜇(𝑡)](𝑦)
⟩)︁

⩾
1
2
⟨
𝑥(𝑡), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩ ⃦⃦⃦

𝑥(𝑡) − Φ𝑡
𝑣[𝜇(𝑡)](𝑦)

⃦⃦⃦2
.
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We now integrate this inequality to get∫︁
S𝑞(2𝜀)

⟨
𝑥̇(𝑡), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩

𝜇0( d𝑥′)

⩾
∫︁
S𝑞(2𝜀)

⟨∫︁
S𝑞(2𝜀)

𝑒
𝛽⟨𝑥(𝑡),Φ𝑡

𝑣[𝜇(𝑡)](𝑦)⟩

Z𝛽,𝜇(𝑡)(𝑥(𝑡)) P⊥
𝑥(𝑡)

(︁
Φ𝑡

𝑣[𝜇(𝑡)](𝑦)
)︁

𝜇0( d𝑦), Φ𝑡
𝑣[𝜇(𝑡)](𝑥

′)
⟩

𝜇0( d𝑥′)

⩾
1
𝑘

∫︁
S𝑞(2𝜀)

∫︁
S𝑞(2𝜀)

⟨
P⊥

𝑥(𝑡)(Φ
𝑡
𝑣[𝜇(𝑡)](𝑦), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩

𝜇0( d𝑥′)𝜇0( d𝑦)

⩾
1
𝑘

∫︁
S𝑞(2𝜀)

∫︁
S𝑞(2𝜀)

1
2
⟨
𝑥(𝑡), Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩ ⃦⃦⃦

𝑥(𝑡) − Φ𝑡
𝑣[𝜇(𝑡)](𝑦)

⃦⃦⃦2
𝜇0( d𝑥′)𝜇0( d𝑦)

⩾
(1 − 2𝜀)

2𝑘2 V𝑞(𝑡).

We can argue similarly for the second term resulting in:∫︁
S𝑞(2𝜀)

⟨
𝑥(𝑡), d

d𝑡
Φ𝑡

𝑣[𝜇(𝑡)](𝑥
′)
⟩

𝜇0( d𝑥′) ⩾ −𝑒−(1−𝛼−8𝜀)𝛽.

All in all, for 𝑡 ⩾ 𝑇 ,

V̇𝑞(𝑡) ⩽ −(1 − 2𝜀)
𝑘2 V𝑞(𝑡) + 2𝑒−(1−𝛼+8𝜀)𝛽 ⩽ −(1 − 2𝜀)

𝑘2 𝑒−𝜆𝛽 + 2𝑒−(1−𝛼+8𝜀)𝛽.

Because of the condition on 𝜆, and the definition of 𝑇 , we can conclude that

V̇𝑞(𝑇 ) < 0.

By continuity, this implies that there exists 𝑡 < 𝑇 such that V𝑞(𝑇 ) ⩾ 𝑒−𝜆𝛽
.

Therefore, necessarily 𝑇 ⩾ 𝑇esc.

Proof of Claim 3. For all 𝑡 ∈ [0, 𝑇*(𝑞, 𝑐)] we have

2𝑒𝛽(1−𝜂𝑞(𝑡)−𝑐)

𝜂𝑞(𝑡) ⩽ V𝑞(𝑡) ⩽ 4(1 − 𝜂𝑞(𝑡))
𝑘

. (5.7)

(The second inequality is actually always true.) Also,

𝜂̇𝑞(𝑡) ⩾ 𝑘𝑒8𝜀𝛽𝜂𝑞(𝑡)V𝑞(𝑡)𝑒−𝛽(1−𝜂𝑞(𝑡)). (5.8)

By plugging (5.7) into (5.8), we find

𝜂̇𝑞(𝑡) ⩾ 2𝑘𝑒−(𝑐−8𝜀)𝛽. (5.9)

So, using both (5.7) and (5.9), we deduce

𝜂𝑞(𝑡)V𝑞(𝑡)𝑒−𝛽(1−𝜂𝑞(𝑡)) ⩽ 4𝜂𝑞(𝑡)(1 − 𝜂𝑞(𝑡))

⩽ 4𝜂𝑞(0)
(︁
1 − 𝜂𝑞(0) − 2𝑡𝑘𝑒−(𝑐−8𝜀)𝛽

)︁
.

We deduce

𝑇*(𝑞, 𝑐) <
4𝜀

𝑘
𝑒(𝑐−8𝜀)𝛽.
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6 Beyond metastability

Theorem 1.2 entails that the dynamics take an exponential time to escape the

metastable state. This raises the question of describing the dynamics beyond this

escape time. It is for instance tempting to iterate the arguments using spherical

caps presented in the proof of Theorem 1.2. We did not succeed in this endeavor

as it appears challenging to propagate the (𝛽, 𝜀)-separateness condition beyond

the first cone collapse. We leave this question open as a subject for future inves-

tigation.

In the same vein, here we are interested in understanding the dynamics in

the low-temperature limit: 𝑑 and 𝑛 are fixed, and 𝛽 → +∞. As alluded to in

§1.2.4, existing results of this kind in related literature mostly rely on explicit

time-rescalings strongly linked to the particular problem at hand that accelerate

the dynamics. Finding an explicit rescaling is not straightforward in our setting

due to particle interactions.

As a starting point for our study we posit the following question.

Problem 2 (Staircase profile). Fix 𝑑, 𝑛 ⩾ 2. Let (𝑥1(0), . . . , 𝑥𝑛(0)) ∈ (S𝑑−1)𝑛

and consider the unique solution (𝑥1(·), . . . , 𝑥𝑛(·)) ∈ C0(R⩾0, (S𝑑−1)𝑛) to the
corresponding Cauchy problem for (SA) or (USA). Do there exist a number of jumps
𝑘 ∈ {1, . . . , 𝑛}, jumping times 0 = 𝑇0 < 𝑇1 < . . . < 𝑇𝑘 < 𝑇𝑘+1 = +∞, and
a sequence (𝜏𝛽)𝛽⩾0 ⊂ C0(R⩾0;R⩾0), such that the function 𝜙𝛽 : R⩾0 → R⩾0
defined by

𝜙𝛽(𝑡) := E𝛽 (𝑥1(𝜏𝛽(𝑡)), . . . , 𝑥𝑛(𝜏𝛽(𝑡))) ,

converges uniformly on (𝑇𝑖, 𝑇𝑖+1) for 𝑖 ∈ {0, . . . , 𝑘 − 1} towards some piecewise
constant 𝜙∞ ∈ 𝐿∞(R⩾0; [0, 1]) as 𝛽 → +∞? Otherwise said, 𝜙∞ is defined as

𝜙∞(𝑡) = 𝜙∞(𝑇𝑖) for 𝑡 ∈ [𝑇𝑖, 𝑇𝑖+1),

for 𝑖 ∈ {0, . . . , 𝑘 + 1}.

We believe this to be a challenging problem due to the singular nature of the

limit 𝛽 → +∞. At a fixed time instance, the Laplace method ensures that, as

𝛽 → +∞, the softmax converges to the argmax. But issues arise along the

flow due to the fact that particles cannot collide in finite time—when two particles

are too near, most of the interaction is not between the two, but rather with the

others.

6.1 Staircase on the circle

We present a stylized example in which the staircase profile of the energy can be

proven to occur. We focus on dynamics on the circle with the following class of

initial configurations.
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Definition 6.1 (Well-prepared configuration). Let 𝛽 > 1. We call a configuration
(𝜃1, . . . , 𝜃𝑛) ∈ T𝑛

well-prepared if

0 ⩽ 𝜃1 < 𝜃2 < . . . < 𝜃𝑛 ⩽ 𝜋

and there exists a numerical constant 𝑐 > 1 such that for all 𝑖 ∈ {2, . . . , 𝑛 − 1} and
𝑘 > 𝑖,

cos(𝜃𝑖 − 𝜃1) > cos(𝜃𝑘 − 𝜃𝑖) + 𝑐 log 𝛽

𝛽
.

Remark 6.2. The configuration (𝜃1, . . . , 𝜃𝑛) where 𝜃𝑗 = 𝑐 · 2𝑗 is well-prepared for
sufficiently small 𝑐 > 0, and 𝛽 large enough.

Figure 6: A well-prepared configuration.

We can give an affirmative answer to Problem 2 but for a slightly modified

version of (USA) in which we enforce collisions.

Definition 6.3 (Modified (USA)). Suppose 𝛽 > 0, 𝑛 ⩾ 2, and (𝜃𝑖(0))𝑛
𝑖=1 ∈ T𝑛.

Given the unique solution (𝜃𝑖(·))𝑛
𝑖=1 ∈ C0(R⩾0;T𝑛) to the corresponding Cauchy

problem for (3.7), define

𝑇* = inf
{︂

𝑡 ⩾ 0: ∃𝑖 ̸= 𝑗 ∈ {1, . . . , 𝑛}2 such that |𝜃𝑖(𝑡) − 𝜃𝑗(𝑡)| ⩽ 1√
𝛽 log 𝛽

}︂
,

and suppose that

card
{︂

𝑖 ∈ {1, . . . , 𝑛} : ∃𝑗 such that |𝜃𝑖(𝑇*) − 𝜃𝑗(𝑇*)| ⩽ 1√
𝛽 log 𝛽

}︂
= 2.

Without loss of generality let (1, 2) be these two indices.
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1. If 𝑇* < +∞, define

(︁
𝜃𝑖(𝑡)

)︁𝑛

𝑖=1
:=
{︃

(𝜃𝑖(𝑡))𝑛
𝑖=1 for 𝑡 < 𝑇*

(𝜃*
𝑖 (𝑡))𝑛

𝑖=1 for 𝑡 ⩾ 𝑇*,

where 𝜃*
1(𝑡) := 𝜃*

2(𝑡) for 𝑡 ⩾ 𝑇*, and (𝜃*
𝑖 (·))𝑛

𝑖=2 ∈ C0([𝑇*, +∞);T𝑛) de-
notes the unique solution to (3.7) with initial data (𝜃𝑖(𝑇*))𝑛

𝑖=2;

2. If 𝑇 = +∞, set (𝜃𝑖(𝑡))𝑛
𝑖=1 := (𝜃𝑖(𝑡))𝑛

𝑖=1 for all 𝑡 ⩾ 0.

We call (𝜃𝑖(·))𝑛
𝑖=1 the modified USA dynamics.

These dynamics have some enhanced aspects compared to (3.7); for instance,

it is not obvious to prove that two particles remain in a neighborhood of size

𝛽−1/2
of each other over time. The only statement we can prove in this direction

is Appendix A.1.2, which requires that these two particles stay isolated enough

from all the others. Furthermore, our numerical simulation in Figure 4 is actually

done by merging these nearby particles since we otherwise encounter numerical

overflow. The following holds.

Theorem 6.4. Let 𝑛 ⩾ 2. For 𝛽 > 0, let (𝜃𝑖(0))𝑛
𝑖=1 ∈ T𝑛 be a well-prepared

configuration in the sense of Definition 6.1, let Θ(·) = (𝜃𝑖(·))𝑛
𝑖=1 be the dynamics

defined in Definition 6.3, and consider 𝜏𝛽 ∈ C0(R⩾0;R⩾0) defined as a solution to⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝜏𝛽(𝑡) = log 𝛽 max

(𝑖,𝑗)∈{1,...,𝑛}2

|𝜃𝑖(𝑡)−𝜃𝑗(𝑡)|> 1√
𝛽 log 𝛽

𝑒𝛽(1−cos(𝜃𝑖(𝑡)−𝜃𝑗(𝑡))) for 𝑡 ⩾ 0,

𝜏𝛽(0) = 0.

(6.1)

Then there exist a sequence of times 0 = 𝑇0 < 𝑇1 < 𝑇2 < . . . < 𝑇𝑘 < 𝑇𝑘+1 = +∞
with 𝑘 ⩽ 𝑛, and a piecewise constant 𝜙∞ ∈ 𝐿∞(R⩾0; [0, 1]) such that

lim
𝛽→+∞

max
𝑖∈{1,...,𝑘}

sup
𝑡∈(𝑇𝑖,𝑇𝑖+1)

|E𝛽(Θ(𝜏𝛽(𝑡))) − 𝜙∞(𝑡)| = 0.

Proof of Theorem 6.4. For 𝑖 ∈ {1, . . . , 𝑛} and 𝑡 ⩾ 0, set ̃︀𝜃𝑖(𝑡) := 𝜃𝑖(𝜏𝛽(𝑡)).

Step 1. Preliminary spherical caps

Consider the spherical caps

S1 := [𝜃1(0), 𝜃2(0)],
S𝑞 := [𝜃𝑞(0) − 𝑒−𝛽𝐾 , 𝜃𝑞(0) + 𝑒−𝛽𝐾 ] for 𝑞 ∈ {3, . . . , 𝑛},

where
log 𝛽

𝛽 < 𝐾 < cos
(︁

𝜃2(0)−𝜃1(0)
2

)︁
− cos(𝜃3(0) − 𝜃2(0)). We also define

𝑡1(𝛽) := inf
{︃

𝑡 ⩾ 0: min
(𝑖,𝑗)∈{1,...,𝑛}2

|𝜃𝑖(𝑡) − 𝜃𝑗(𝑡)| ⩽
√︃

log 𝛽

𝛽

}︃
,
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and

𝑇1(𝛽) := inf
{︃

𝑡 ⩾ 0: min
(𝑖,𝑗)∈{1,...,𝑛}2

|𝜃𝑖(𝑡) − 𝜃𝑗(𝑡)| ⩽ 1√
𝛽 log 𝛽

}︃
.

We can slightly modify the proof of Theorem 1.2 to ensure that the particles 𝜃𝑖(𝑡)
do not leave their respective spherical caps S𝑞 up to a time 𝑇 > 0 which is expo-

nentially large with respect to 𝛽, and that |𝜃1(𝑡) − 𝜃2(𝑡)| becomes exponentially

small with respect to 𝛽. We briefly explain how to adapt the proof. The first step

of the proof of Theorem 1.2 can be reproduced in this setting with a lower bound

on the time of escape which is of the form

𝑇esc ⩾ max
𝑞∈{1,...,𝑛}

𝑒𝛽(1−𝛼𝑞−4𝑒−𝛽𝐾−𝐾)

𝑛
,

where 𝛼𝑞 = cos(𝜃𝑞(0) − 𝜃𝑞−1(0)). We can reproduce the cone collapse argument

and ensure that the time 𝑇𝑐 > 0 of clusteringwithin the first spherical cap satisfies

𝑇𝑐 ⩽ 4𝑛𝑒𝛽𝜀,

with 𝜀 = 1 − cos
(︁

𝜃2(0)−𝜃1(0)
2

)︁
. So, asymptotically, the time scales are of different

orders if for all 𝑞 ∈ {2, . . . , 𝑛},

log 𝛽

𝛽
< 𝐾 < cos

(︂
𝜃2(0) − 𝜃1(0)

2

)︂
− 𝛼𝑞.

We end up with two particles for the (USA) dynamics that come exponentially

near each other while the others do not escape their original spherical caps.

As a result of the above discussion, all particles remain in their original caps

up to time 𝑇 , and for 𝑡 ∈ [0, 𝑇1(𝛽)],

arg max
(𝑖,𝑗)∈{1,...,𝑛}2

|𝜃𝑖(𝑡)−𝜃𝑗(𝑡)|> 1√
𝛽 log 𝛽

cos (𝜃𝑖(𝑡) − 𝜃𝑗(𝑡)) = (1, 2)

if 𝛽 is large enough. Then for all 𝑖 ∈ {1, . . . , 𝑛} and 𝑡 ∈ [0, 𝑇1(𝛽)],

̃̇︀𝜃𝑖(𝑡) = 𝜏𝛽(𝑡)
𝑛∑︁

𝑗=1

𝑒𝛽
(︀

cos
(︀̃︀𝜃𝑗(𝑡)−̃︀𝜃𝑖(𝑡)

)︀
−1
)︀

𝑛2 sin
(︁̃︀𝜃𝑗(𝑡) − ̃︀𝜃𝑖(𝑡)

)︁
. (6.2)

Plugging (6.1) into (6.2), we gather that for all 𝑖 ∈ {1, . . . , 𝑛} and 𝑡 ∈ [0, 𝑇1(𝛽)],

̃̇︀𝜃𝑖(𝑡) = log 𝛽
𝑛∑︁

𝑗=1

𝑒𝛽(cos(̃︀𝜃𝑗(𝑡)−̃︀𝜃𝑖(𝑡))−cos(̃︀𝜃1(𝑡)−̃︀𝜃2(𝑡))

𝑛2 sin(̃︀𝜃𝑗(𝑡) − ̃︀𝜃𝑖(𝑡)).
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Set 𝑢1(𝑡) := ̃︀𝜃2(𝑡) − ̃︀𝜃1(𝑡). We then have

𝑢̇1(𝑡) = −2 log 𝛽

𝑛2 sin(𝑢1(𝑡)) +
∑︁

𝑗 /∈{1,2}

𝑒𝛽(cos(𝜃𝑗(𝑡)−𝜃1(𝑡))−𝑑1(𝑡))
𝑛2 sin(𝜃𝑗(𝑡) − 𝜃1(𝑡))

−
∑︁

𝑗 /∈{1,2}

𝑒𝛽(cos(𝜃𝑗(𝑡)−𝜃2(𝑡))−𝑑1(𝑡))
𝑛2 sin(𝜃𝑗(𝑡) − 𝜃2(𝑡)).

We then can bound the right-hand side using the inequality on 𝑑𝑖 as⃒⃒⃒⃒
𝑢̇1(𝑡) + 2 log 𝛽

𝑛2 sin(𝑢1(𝑡))
⃒⃒⃒⃒
⩽

2 log 𝛽

𝑛
𝑒−𝑐𝛽.

Then we have the following lemma.

Lemma 6.5. Suppose 𝑢0 ∈ [0, 1], 𝛽 ⩾ 𝑒, 𝑐 > 0, 𝐾 > 0 and 𝜅 > log 𝛽
𝛽 . Consider

𝑢 ∈ C0(R⩾0) a solution to the Cauchy problem{︃
𝑢̇(𝑡) = −𝑐 log 𝛽 sin(𝑢(𝑡)) + 𝑐(𝛽) for 𝑡 ⩾ 0
𝑢(0) = 𝑢0,

where
|𝑐(𝛽)| ⩽ 𝐾𝑒−𝜅𝛽 log 𝛽.

Let

𝑡(𝛽) := inf
{︃

𝑡 ⩾ 0: 𝑢(𝑡) ⩽
√︃

log 𝛽

𝛽

}︃
,

and
𝑇 (𝛽) := inf

{︂
𝑡 ⩾ 0: 𝑢(𝑡) ⩽ 1√

𝛽 log 𝛽

}︂
.

Then, as 𝛽 → +∞,⃒⃒⃒⃒
𝑡(𝛽) − 2

𝑐

⃒⃒⃒⃒
⩽

2 log
(︁
tan

(︁
𝑢(0)

2

)︁)︁
𝑐 log 𝛽

+ log log 𝛽

𝑐 log 𝛽
,

and
𝑇 (𝛽) − 𝑡(𝛽) ⩽ 2 log log 𝛽

𝑐 log 𝛽
+ 𝑂

(︂ 1
𝛽2 log 𝛽

)︂
We postpone the proof to Appendix A.1.3.

Step 2. Repeating the arguments

We now argue by induction. By definition of the modified USA dynamics (6.3),

at time 𝑡 = 𝑇𝑘(𝛽) (defined analogously to 𝑇1(𝛽)), the particles 𝜃1(𝑡) and 𝜃𝑘+1(𝑡)
are fusioned. Thus at time 𝑇𝑘(𝛽) we consider the spherical caps

S1 := [𝜃1(𝑇𝑘), 𝜃𝑘+2(𝑇𝑘)],
S𝑞 := [𝜃𝑞(𝑇𝑘) − 𝑒−𝑐𝑘𝛽, 𝜃𝑞(𝑇𝑘) + 𝑒−𝑐𝑘𝛽] for 𝑞 ⩾ 𝑘 + 3,
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where

𝑐𝑘 = cos
(︂

𝜃𝑘+2(𝑇𝑘) − 𝜃1(𝑇𝑘)
2

)︂
− cos (𝜃𝑘+3(𝑇𝑘) − 𝜃𝑘+2(𝑇𝑘)) > 0

because of the hypothesis on the initial configuration, and 𝜃1(𝑇𝑘(𝛽)) ⩾ 𝜃1(0).
One can redo the argument of Step 1, to establish that the particles do not escape

their spherical caps because of the hypothesis on the distance of spherical caps

at initialization
7
. Moreover, similar bounds on 𝑇𝑘(𝛽) and 𝑡𝑘(𝛽) can be provided

by virtue of a result similar to Lemma 6.5, but considering weighted particles as

to handle the particles which are already merged
8
. So by induction, there exist

𝑡1(𝛽) < 𝑇1(𝛽) < 𝑡2(𝛽) < 𝑇2(𝛽) < . . . < 𝑡𝑘(𝛽) < 𝑇𝑘(𝛽) such that for all

𝑖 ∈ {1, . . . , 𝑘}

𝑇𝑖(𝛽) − 𝑡𝑖(𝛽) ⩽ 2
𝑐𝑖

log log 𝛽

log 𝛽
+ 𝑂

(︂ 1
𝛽2 log 𝛽

)︂
.

Besides, we notice that for all 𝑖 ∈ {1, . . . , 𝑘}

E𝛽

(︁
𝜃1(𝑇𝑖(𝛽)), . . . , 𝜃𝑛(𝑇𝑖(𝛽))

)︁
− E𝛽

(︁
𝜃1(𝑡𝑖(𝛽)), . . . , 𝜃𝑛(𝑡𝑖(𝛽))

)︁
=

𝑛∑︁
𝑘=1

𝑛∑︁
𝑗=1

𝑒𝛽(cos(𝜃𝑗(𝑇𝑖(𝛽))−𝜃𝑘(𝑇𝑖(𝛽)))−1)

𝑛2 −
𝑛∑︁

𝑘=1

𝑛∑︁
𝑗=1

𝑒𝛽(cos(𝜃𝑗(𝑡𝑖(𝛽))−𝜃𝑘(𝑡𝑖(𝛽)))−1)

𝑛2

⩾
2𝑖

𝑛2 𝑒𝛽(cos(𝜃𝑖+1(𝑇𝑖(𝛽))−𝜃1(𝑇𝑖(𝛽)))−1) − 𝑒𝛽(cos(𝜃𝑖+1(𝑇𝑖(𝛽))−𝜃𝑖+2(𝑇𝑖(𝛽)))−1)

− 𝑒𝛽(cos(𝜃1(𝑡𝑖(𝛽))−𝜃𝑖+1(𝑡𝑖(𝛽))−1)

⩾
2𝑖

𝑛2 + 𝑂

(︂ 1
log 𝛽

)︂
,

and we also have

E𝛽

(︁
𝜃1(𝑇𝑖(𝛽)), . . . , 𝜃𝑛(𝑇𝑖(𝛽))

)︁
− E𝛽

(︁
𝜃1(𝑡𝑖(𝛽)), . . . , 𝜃𝑛(𝑡𝑖(𝛽))

)︁
=

𝑛∑︁
𝑘=1

𝑛∑︁
𝑗=1

𝑒𝛽(cos(𝜃𝑗(𝑇𝑖(𝛽))−𝜃𝑘(𝑇𝑖(𝛽)))−1)

𝑛2 −
𝑛∑︁

𝑘=1

𝑛∑︁
𝑗=1

𝑒𝛽(cos(𝜃𝑗(𝑡𝑖(𝛽))−𝜃𝑘(𝑡𝑖(𝛽)))−1)

𝑛2

⩽
2𝑖

𝑛2 +
(︂ 1

log 𝛽

)︂
.

Using the monotonicity of the energy, and the definitions of 𝑇𝑖(𝛽) and 𝑡𝑖+1(𝛽),
we gather that for all 𝑖 ∈ {1, . . . , 𝑘} and 𝑡 ∈ (𝑇𝑖(𝛽), 𝑡𝑖+1(𝛽)),

0 ⩽ E𝛽

(︁
𝜃1(𝑡), . . . , 𝜃𝑛(𝑡)

)︁
− E𝛽

(︁
𝜃1(𝑇𝑖(𝛽)), . . . , 𝜃𝑛(𝑇𝑖(𝛽))

)︁
= 𝑂

(︂ 1
log 𝛽

)︂
.

7

The hypothesis on the initial configuration implies that all the spherical caps are sufficiently

separated to apply the adapted proof of Theorem 1.2, by using the fact that 𝜃1(𝑇𝑘(𝛽)) ⩾ 𝜃1(0) for
all 𝑘 ∈ {1, . . . , 𝑛 − 1}.

8

The proof is a straightforward adaptation, the only difference being that the scalar differential

equation is not for 𝑢(𝑡) = 𝜃𝑘(𝑡) − 𝜃1(𝑡), but rather for a weighted difference of the two particles,

namely 𝑣(𝑡) = 𝜆𝑘𝜃𝑘(𝑡) − (1 − 𝜆𝑘)𝜃1(𝑡).
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Thence there exist ℓ0, ℓ1, . . . , ℓ𝑛 ∈ R⩾0, defined as limits of 𝑇𝑘(𝛽) as 𝛽 → +∞,

with ℓ0 := 0, such that, defining 𝜙∞ : R⩾0 → R⩾0 as

𝜙∞(𝑡) = 1
𝑛

+ 2
𝑛2

𝑖∑︁
𝑘=1

𝑘 for 𝑡 ∈ (ℓ𝑖, ℓ𝑖+1),

we have, for all 𝑖 ∈ {1, . . . , 𝑛} and 𝑡 ∈ (ℓ𝑖, ℓ𝑖+1),⃒⃒⃒
E𝛽

(︁
𝜃1(𝑡), . . . , 𝜃𝑛(𝑡)

)︁
− 𝜙∞(𝑡)

⃒⃒⃒
−−−−→
𝛽→+∞

0,

as desired.

6.2 A reparametrization candidate

A naive way of accelerating the dynamics is to introduce the time reparametriza-

tion 𝜏𝛽 defined by ⎧⎨⎩𝜏𝛽(𝑡) = log 𝛽
‖∇E𝛽(𝜏𝛽(𝑡))‖ for 𝑡 ⩾ 0,

𝜏𝛽(0) = 0.

One sees that when the gradient is small, the dynamics is accelerated. Therefore,

the hope is that the dynamics would take a constant time (not depending on 𝛽
asymptotically) to induce a jump in the energy. Denoting 𝜙𝛽(𝑡) := E𝛽(𝑢(𝜏𝛽(𝑡))),
we have

𝜙̇𝛽(𝑡) = log 𝛽 · ‖∇E𝛽(𝑢(𝜏𝛽(𝑡)))‖,

since the gradient has different scales of magnitude depending on 𝛽. We posit the

following question.

Problem 3. Does the statement of Problem 2 hold for 𝜏𝛽 as above?

A Toolkit

A.1 Technical lemmas

A.1.1 Proof of Lemma 2.1

Proof of Lemma 2.1. First of all, observe that 𝐹 (𝑢) = 𝑢(1 − 𝑢)𝑒𝛽(𝑢−1)
is zero at

𝑢 = 0, 1 and strictly positive in (0, 1). Whence 𝑡 ↦→ 𝑢(𝑡) is increasing for all

𝛽 ⩾ 0. Now suppose 𝛽 > 1, and consider

𝑡1 := inf
{︂

𝑡 ⩾ 0: 1 − 𝑢(𝑡) ⩽ 1
𝛽

}︂
.

Since 𝑢(𝑡) ⩾ 𝑢0 > 0 and also 1 − 𝑢(𝑡) ⩾ 𝛽−1
for all 𝑡 ∈ [0, 𝑡1], we have

𝑢̇(𝑡) ⩾ 𝑢0
𝛽

𝑒𝛽(𝑢(𝑡)−1)
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for 𝑡 ∈ [0, 𝑡1]. Setting 𝑓(𝑡) := 𝑒𝛽(1−𝑢(𝑡))
, we find

𝑓(𝑡) = −𝛽𝑒𝛽(1−𝑢(𝑡))𝑢̇(𝑡) ⩽ −𝑢0,

whence

𝑓(𝑡) ⩽ 𝑓(0) − 𝑢0𝑡.

It follows that

𝑡1 ⩽
𝑓(0) − 𝑓(𝑡1)

𝑢0
⩽

𝑓(0)
𝑢0

= 𝑒𝛽(1−𝑢0)

𝑢0
.

We then define

𝑡2 := inf
{︁

𝑡 ⩾ 𝑡1 : 1 − 𝑢(𝑡) ⩽ 𝑒−𝑐𝛽
}︁

.

For all 𝑡 ⩾ 𝑡2 ⩾ 𝑡1 we have 𝑢(𝑡) ⩾ 1 − 𝛽−1
and 𝑒𝛽(𝑢(𝑡)−1) ⩾ 𝑒−1

. So

𝑢̇(𝑡) ⩾ (1 − 𝑢(𝑡))
(︂

1 − 1
𝛽

)︂ 1
𝑒

= 1 − 𝑢(𝑡)
𝛽

𝛽−1 · 𝑒
.

By the Grönwall lemma, for all 𝑡 ⩾ 𝑡1

1 − 𝑢(𝑡) ⩽ (1 − 𝑢(𝑡1))𝑒
− (𝑡−𝑡1)

𝛽
𝛽−1 ·𝑒

.

We then deduce that

𝑡2 − 𝑡1 ⩽
𝛽2 · 𝑐 · 𝑒

𝛽 − 1 .

We conclude by using the bound on 𝑡1.

A.1.2 Proof of Lemma 2.2

Proof of Lemma 2.2. We define

𝑇* := inf
{︃

𝑡 ⩾ 0: min
(𝑖,𝑗)∈𝐼2

⟨𝑥𝑖(𝑡), 𝑥𝑗(𝑡)⟩ ⩽ 1 − 𝛿

}︃
.

By contradiction suppose that 𝑇* < 𝑇 . Let 𝑡 ∈ [0, 𝑇*] and

𝜌(𝑡) := min
(𝑖,𝑗)∈𝐼2

⟨𝑥𝑖(𝑡), 𝑥𝑗(𝑡)⟩

We also consider 𝑖(𝑡), 𝑗(𝑡) such that

(𝑖(𝑡), 𝑗(𝑡)) ∈ arg min
(𝑖,𝑗)∈𝐼2

⟨𝑥𝑖(𝑡), 𝑥𝑗(𝑡)⟩.

Following exactly the same arguments as in Step 2 of the proof of Theorem 1.2,

we get

𝜌̇(𝑡) ⩾ 2
𝑛

𝜌(𝑡)(1 − 𝜌(𝑡))𝑒−𝛽(1−𝜌(𝑡)) − 2𝑛𝑒−(1−𝛼)𝛽
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for 𝑡 ∈ [0, 𝑇*]. Now for 𝑡 = 𝑇*, by continuity we have

1
𝑛

𝜌(𝑇*)(1 − 𝜌(𝑇*))𝑒−𝛽(1−𝜌(𝑇*)) > 𝑛𝑒−(1−𝛼)𝛽.

Plugging the former inequality into the latter we get 𝜌̇(𝑇*) > 0. So for all times 𝑡
in a neighborhood of 𝑇*, 𝜌̇(𝑡) > 0, whence 𝜌(𝑡) < 1 − 𝛿 for 𝑡 in a neighborhood

of 𝑇*. This is in contradiction with the definition of 𝑇*. Therefore 𝑇* ⩾ 𝑇 , as

desired.

A.1.3 Proof of Lemma 6.5

Proof of Lemma 6.5. Define 𝑣(𝑡) := log
(︁
tan

(︁
𝑢(𝑡)

2

)︁)︁
. Note that

𝑣̇(𝑡) = 𝑢̇(𝑡)
2 sin(𝑢(𝑡)) .

For all 𝑡 ⩾ 0, we then have

𝑣̇(𝑡) = −𝑐 log 𝛽 + 𝑐(𝛽)
2 sin(𝑢(𝑡)) .

Furthermore, for all 𝑡 ∈ [0, 𝑇 (𝛽)],

tan
(︂

𝑢(𝑡)
2

)︂
⩽ tan

(︂
𝑢(0)

2

)︂
𝑒

−
(︁

𝑐 log 𝛽
2 − 𝑐(𝛽)

√
𝛽 log 𝛽

2

)︁
𝑡
, (A.1)

as well as

tan
(︂

𝑢(𝑡)
2

)︂
⩾ tan

(︂
𝑢(0)

2

)︂
𝑒

−
(︁

𝑐 log 𝛽
2 + 𝑐(𝛽)

√
𝛽 log 𝛽

2

)︁
𝑡
. (A.2)

We now turn our attention to deriving bounds on 𝑡(𝛽) and 𝑇 (𝛽). The inequalities
(A.2) and (A.1) yield

𝑒
−
(︁

𝑐(𝛽)
√

𝛽 log 𝛽

2

)︁
𝑡(𝛽)

⩽
tan

(︁
𝑢(𝑡(𝛽))

2

)︁
𝑒

−𝑐𝑡(𝛽) log 𝛽
2 tan

(︁
𝑢(0)

2

)︁ ⩽ 𝑒

(︁
𝑐(𝛽)

√
𝛽 log 𝛽

2

)︁
𝑡(𝛽)

Since 𝑐(𝛽) = 𝑂(𝑒−𝜅𝛽 log 𝛽) with 𝜅 > 0 and 𝑡(𝛽) is bounded uniformly in 𝛽, as
𝛽 → +∞ we have

tan
(︁

𝑢(𝑡(𝛽))
2

)︁
𝑒

−𝑐(log 𝛽)𝑡(𝛽)
2 tan

(︁
𝑢(0)

2

)︁ = 1 + 𝑂
(︁
𝑐(𝛽)

√︀
𝛽 log 𝛽

)︁
.

Besides, Taylor-expanding the tan we get

𝑒
−𝑐(log 𝛽)𝑡(𝛽)

2 tan
(︂

𝑢(0)
2

)︂
=
√︃

log 𝛽

𝛽
+ 𝑂

(︃(︂ log 𝛽

𝛽

)︂− 3
2
)︃

+ 𝑂

(︂
𝑒

−𝑐(log 𝛽)𝑡(𝛽)
2 𝑐(𝛽)

√︀
𝛽 log 𝛽

)︂
.
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Whence, as 𝛽 → +∞,

𝑡(𝛽) = 2
𝑐

+
2 log

(︁
tan

(︁
𝑢(0)

2

)︁)︁
𝑐 log 𝛽

− log log 𝛽

𝑐 log 𝛽
+ 𝑂

(︂ 1
𝛽2 log 𝛽

)︂
.

Following the above chain of computations, we can also gather that, as 𝛽 → +∞,

𝑇 (𝛽) = 2
𝑐

+
2 log

(︁
tan

(︁
𝑢(0)

2

)︁)︁
𝑐 log 𝛽

+ log log 𝛽

𝑐 log 𝛽
+ 𝑂

(︂ 1
𝛽2 log 𝛽

)︂
.

Therefore, asymptotically as 𝛽 → +∞,

𝑇 (𝛽) − 𝜏(𝛽) = 2 log log 𝛽

𝑐 log 𝛽
+ 𝑂

(︂ 1
𝛽2 log 𝛽

)︂
.

A.2 Numerical considerations

Code can be found at https://github.com/HugoKoubbi/2024-transformers-dotm.

In Figure 4 we used the initial configuration displayed in Figure 7, and discretized

the equation using a forward Euler scheme with time-step equal to 10−6
.

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

Figure 7: The initial configuration with 𝑛 = 5 points used for Figure 4.
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